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Abstract 12 

To understand a visual scene, the brain segregates figures from background by assigning borders 13 

to foreground objects. Neurons in primate visual cortex encode which object owns a border 14 

(border ownership), but the underlying circuitry is not understood. Here we used multielectrode 15 

probes to record from border ownership selective units in different layers in macaque visual area 16 

V4 to study the laminar organization and timing of border ownership selectivity. 17 

We find that border ownership selectivity occurs first in deep layer units, in contrast to spike 18 

latency for small stimuli in the classical receptive field. Units on the same penetration typically 19 

share the preferred side of border ownership, also across layers, similar to orientation preference. 20 

Units are often border ownership selective for a range of border orientations, where the preferred 21 

sides of border ownership are systematically organized in visual space. 22 

Together our data reveal a columnar organization of border ownership in V4 where the earliest 23 

border ownership signals are not simply inherited from upstream areas, but computed by neurons 24 

in deep layers, and may thus be part of signals fed back to upstream cortical areas or the 25 

oculomotor system early after stimulus onset. The finding that preferred border ownership is 26 

clustered and can cover a wide range of spatially contiguous locations, suggests that the 27 

asymmetric context integrated by these neurons is provided in a systematically clustered manner, 28 

possibly through corticocortical feedback and horizontal connections. 29 

 30 

Introduction 31 

One of the deepest and most enduring mysteries of visual perception is how the brain constructs 32 

an internal model of the ever-changing world that falls before our eyes. An essential step in this 33 

dynamic process of constructive perception is the assignment of border ownership. Consider 34 

panel 1 in Figure 1A. The dashed circle indicates the classical receptive field (cRF) of a 35 

hypothetical neuron, straddling the edge of an object. The portion of the edge falling inside the 36 

circle is perceived to be owned by the light grey square on the bottom left of the edge. Now 37 

consider panel 2 in Figure 1A. The local edge within the circle is identical to that in the left panel 38 

but this local edge is now perceived as owned by the dark grey square to the upper right of the 39 

edge. This phenomenon is called border ownership. It was first recognized by the Gestalt 40 

psychologists in the early 20th century and is beautifully illustrated in Rubin’s famous face-vase 41 

illusion (Koffka, 1935; Rubin, 1921). Border ownership represents a fundamental computation in 42 

visual perception that is thought to be critical to visual scene segmentation and object recognition 43 

(Nakayama et al., 1995). von der Heydt and colleagues discovered neurons in primate visual 44 

cortex that are selective for border ownership, most prominently in extrastriate visual areas V2 45 

and V4 (Zhou et al., 2000). 46 

Though the existence of border ownership selective neurons has been well established in 47 

prior studies using single electrodes (Hesse and Tsao, 2016; O’Herron and von der Heydt, 2009; 48 

Zhang and von der Heydt, 2010), how this selectivity arises from cortical circuits remains unclear 49 
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(Grossberg, 2016; von der Heydt, 2015; Wagatsuma and Sakai, 2017; Yazdanbakhsh and 50 

Livingstone, 2006). Some authors have proposed a dominant role for feedforward inputs, which 51 

carry information from upstream areas (Sakai et al., 2012; Sakai and Nishimura, 2006; Supèr et 52 

al., 2010), whereas others posit a central role for horizontal connections and/or cortical feedback 53 

(Craft et al., 2007; Grossberg, 2016; Hu and Niebur, 2017; Zhang and von der Heydt, 2010; 54 

Zhaoping, 2005). These pathways have a distinct laminar organization: feedforward inputs arrive 55 

primarily in the granular (input) layer, whereas horizontal and cortico-cortical feedback 56 

connections predominantly target superficial and deep layers (Douglas and Martin, 2004; 57 

Rockland and Pandya, 1979; Rockland et al., 1994; Rockland and Lund, 1983; Ungerleider and 58 

Desimone, 1986; Yoshioka et al., 1992). The laminar timing of border ownership may thus give 59 

clues regarding the roles of these pathways in this computation. Here, we used linear 60 

multielectrode probes to compare onset times of border ownership selectivity between laminar 61 

compartments.  62 

It is also unknown how the preferences of border ownership-selective neurons in different 63 

layers relate to each other. This is in contrast to orientation preference, which is well known to be 64 

spatially organized in the primate brain. Primate areas V1 and V2 contain orientation columns 65 

(Hubel and Livingstone, 1987; Hubel et al., 1978; Vanduffel et al., 2002). In V4, imaging studies 66 

indicate that there is at least clustering of orientation preference in superficial layers of V4 (Ghose 67 

and Ts’o, 1997; Roe et al., 2012; Tanigawa et al., 2010), although it is unclear whether these 68 

clusters are columnar. Nor do we know if border ownership preference is organized in columns. 69 

The border ownership of a given border is defined entirely by asymmetries outside the cRF (as 70 

opposed to the border’s orientation). A systematic organization of border ownership preference 71 

would therefore imply a clustered arrangement of the neural pathways that underlie these 72 

asymmetries.  73 

Finally, the relation between border ownership selectivity and orientation tuning is unclear. 74 

Prior studies have focused on orientation-selective units and tested border ownership at the 75 

neuron’s preferred orientation, without examining the relationship between orientation preference 76 

and border ownership preference (Hesse and Tsao, 2016; Zhang and von der Heydt, 2010; Zhou 77 

et al., 2000). One possibility is that border ownership is fundamentally a border property, such 78 

that border ownership selectivity is maximal for the preferred border orientation. Another 79 

possibility is that border ownership selectivity rather represents a surface signal (Grossberg, 80 

2016), and may thus be less strictly tied to border orientation and orientation tuning.  81 

Here we addressed these questions using laminar multielectrode probes to record from 82 

border ownership selective units in macaque area V4 across layers. We replaced the native dura 83 

with a transparent artificial dura to enable us to reliably position the probe normal to the cortical 84 

surface, on the relatively narrow exposed surface of area V4. We compared the timing and 85 

magnitude of border ownership selectivity across laminar compartments. If border ownership 86 

selectivity in V4 is inherited from V2, its dominant source of cortical input (Markov et al., 2011), 87 

we expect to see it early and prominently in neurons in the granular layer, which is the main target 88 

of this projection (Rockland, 1992; Gattass et al., 1997). Next, we compared the functional 89 

organization of border ownership preference across layers, to test whether the preferred side of 90 
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ownership is shared. Finally, we examined the relationship between border ownership preference 91 

and border orientation preference. 92 

 93 

Results 94 

To elucidate the functional organization and timing of border ownership we used laminar recording 95 

electrodes oriented normal to the cortical surface to record well-isolated units and multi-unit 96 

activity in macaque area V4, during fixation. We present data from two rhesus macaques recorded 97 

over 88 penetrations (animal Z: 34; animal D: 54). For each penetration, we first obtained data to 98 

map the receptive fields by presenting fast sequences of Gaussian windowed luminance contrast 99 

edges and rings at random positions in the appropriate visual quadrant. The orthogonal position 100 

of the probe relative to the cortical surface resulted in a vertical stacking of the receptive fields 101 

from different electrode contacts (Figure 1H,I; Figure 1-figure supplement 1C).  At this 102 

retinotopic location we then obtained data to determine orientation tuning (luminance contrast 103 

edges of different orientations) and to compute current source density (see below). We then 104 

presented the border ownership stimuli (Figures 1A,C). These stimuli were similar to those that 105 

have previously been used to measure border ownership tuning (Zhou et al., 2000). We carefully 106 

positioned square stimuli such that one edge (termed the ‘central edge’) fell within the cRF, while 107 

ensuring that the stimulus features that defined border ownership (the other three edges and the 108 

four corners of the square) all fell outside of the cRF. Units for which the stimulus was not properly 109 

placed relative to the cRF were not included in the analysis (see inclusion criteria in Methods). 110 

This resulted in 685 well-isolated units (animal Z: 227; animal D: 458) and 765 multiunit clusters 111 

(animal Z: 329; animal D: 436).  112 

Figure 1B shows the responses from a well-isolated unit to the stimuli in Figure 1A as raster 113 

plots. The unit fires more to stimulus 1 than to stimulus 2, even though the stimulus information 114 

in the cRF is identical in both cases. In other words, this unit fires more to an identical contrast 115 

edge in the cRF if that edge is owned by an object on the lower left compared to when it is owned 116 

by an object on the upper right. To test whether the difference in spike rates could be explained 117 

by the difference in luminance of the square object between stimulus 1 and stimulus 2, we also 118 

reversed all luminances (resulting in stimuli 3 and 4 in Figure 1A). Again we observe that this unit 119 

prefers the stimulus where the central edge is owned by an object on the lower left (prefers 120 

stimulus 3 over stimulus 4, Figure 1B). Together, we conclude that this unit’s preferred side of 121 

border ownership is the lower left side of the border, indicated by the direction of the green arrow 122 

in Figure 1B. We assessed statistical significance of border ownership selectivity with a 123 

permutation test on the absolute value of the border ownership index (BOI, see Methods, |BOI| = 124 

0.38 for this unit, permutation test p<0.0001).  125 

To estimate the laminar position of units, we performed current sourced density (CSD) analysis 126 

of the local field potential evoked by small rings in the cRF (Methods; Figure 1-figure 127 

supplement 1; Nandy et al., 2017; Mitzdorf, 1985). This analysis results in a pattern of current 128 

sinks and current sources (Figure 1F shows an example CSD map for the penetration during 129 
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which the unit in Figure 1B was recorded). Such maps show a prominent leading current sink in 130 

the central portion of the penetration (white star in Figure 1F), with a current source followed by 131 

a current sink on the electrode contacts positioned deep from it (white disc in Figure 1F). Below 132 

this current source, we typically observe a current sink with longer latency (white triangle in Figure 133 

1F). This sink-source pattern occurred consistently in different penetrations (Figure 1G; Figure 134 

1-figure supplement 1; Figure 1-figure supplement 2). Studies from other laboratories in 135 

behaving macaques have described this sink-source pattern as well in extrastriate areas, not only 136 

in area V4 (Pettine et al., 2019, their Figure 1C; Lu et al., 2018, their Figure S4B) but also 137 

downstream in the medial temporal cortex (Takeuchi et al., 2011, area 36, their Figure S1, note 138 

that the ordinate is reversed in this figure relative to ours). Takeuchi et al. paired this analysis with 139 

histological verification and found that the prominent early current sink indicates the position of 140 

the granular layer. We therefore draw boundaries above and below this current sink and identify 141 

this compartment as the granular layer (white star, between white dashed and dotted lines in 142 

Figure 1F). From the position of the electrode contact on which each unit was recorded relative 143 

to the CSD map, we could then locate units in superficial, granular or deep layer compartments 144 

(see Methods for classification criteria). For example, the unit shown in Figure 1B was located in 145 

the deep compartment. Figures 1C,D,G,I show another example (multiunit cluster), recorded in 146 

deep cortical layers from a different penetration (|BOI| = 0.51, p<0.0001).  147 

Across the population, we find border ownership selectivity in 51.1% of well-isolated units 148 

(350 out of 685 units; pooling across well-isolated and multiunit clusters, we find border ownership 149 

selectivity in 44.6% of units (647 out of 1450 units)). This proportion is high in all laminar 150 

compartments (superficial: 43.3% (58 out of 134); granular: 57.3% (102 out of 178); deep: 56.0% 151 

(121 out of 216); pooled well-isolated and multiunit clusters: superficial: 42.8% (140 out of 327); 152 

granular: 51.5% (167 out of 324); deep: 49.1% (210 out of 428)).  153 
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 154 

Figure 1. Laminar multielectrode recordings from border ownership selective units in area V4. (A) 155 
Top row shows set of border ownership stimuli. Black dotted outline represents the classical 156 
receptive field (cRF). Bottom row shows that the stimulus information in the cRF is identical for 157 
stimuli 1 and 2, and for stimuli 3 and 4. (B) Dot rasters showing responses to the stimuli in A from 158 
a border-ownership selective well-isolated unit. The symbol on the left indicates the preferred side 159 
of border ownership for the unit. Average spike rates during the stimulus window are indicated 160 
above the panels. (C,D) Similar to A,B, for a multiunit cluster recorded during a different 161 

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted August 8, 2021. ; https://doi.org/10.1101/2021.08.06.455427doi: bioRxiv preprint 

https://doi.org/10.1101/2021.08.06.455427
http://creativecommons.org/licenses/by/4.0/


7 
 

penetration. (E) Cartoon showing the recording setup. A laminar multielectrode probe with 32 162 
channels was lowered through a transparent artificial dura (AD), orthogonal relative to the cortical 163 
surface. (F) Laminar compartments (superficial; granular (input); deep layers) were estimated 164 
using current-source density (CSD) analysis. See text for definitions of the compartments and 165 
explanation of symbols. Data is from the same penetration during which the unit in A was 166 
recorded. The position of the green symbol indicates that the unit shown in B was positioned in 167 
the deep layers. See also Figure 1-figure supplement 1 and Figure 1-figure supplement 2. 168 
(G). Similar to F, for the penetration during which the unit shown in D was recorded. (H) Receptive 169 
field contours for multiunit activity recorded on different electrode contacts from the penetration 170 
shown in F. Contours are drawn at z = 3. (I) Similar to H, for the penetration shown in G. 171 

 172 

 173 

Figure 1 – figure supplement 1. Construction of current source density (CSD) map. Data shown 174 
from an example penetration. (A) Average local field potential from each electrode contact in 175 
response to small rings positioned in the cRF. (B) CSD is computed as the second spatial 176 
derivative of the LFP. Left panel: CSD traces. Negative values correspond to current sinks, 177 
positive values to current sources. Middle panel: CSD traces plotted on a color scale. Right panel: 178 
smoothed CSD map (Methods). Symbols and lines between compartments drawn as in Figures 179 
1F,1G. (C) cRF contours for different electrodes from this penetration (contours drawn at z = 3). 180 

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted August 8, 2021. ; https://doi.org/10.1101/2021.08.06.455427doi: bioRxiv preprint 

https://doi.org/10.1101/2021.08.06.455427
http://creativecommons.org/licenses/by/4.0/


8 
 

 181 

Figure 1 – figure supplement 2. Additional examples of current source density (CSD) maps. 182 
Each panel shows a CSD map from a different penetration. Reddish colors are current sinks, 183 
blueish colors are current sources. Symbols as in Figures 1F,1G. Sink-source patterns are 184 
strikingly similar to those reported in the behaving macaque in V4 by other laboratories (Pettine 185 
et al., 2019, their Figure 1C; Lu et al., 2018, their Figure S4B), and in another downstream cortical 186 
area (area 36: Takeuchi et al., 2011, their Figure S1). Top row panels are from penetrations from 187 
animal D, bottom panels are from penetrations from animal Z. 188 

 189 

Border ownership selectivity occurs first in deep cortical layers 190 

Figure 2A shows the time course of the responses evoked by the preferred (solid red line) and 191 

non-preferred (dashed blue line) side of border ownership, averaged over all well-isolated units 192 

that are selective for border ownership. Consistent with prior studies (Zhou et al., 2000), we 193 

observe that border ownership selectivity (difference in response to the preferred and the non-194 

preferred side) occurs early after onset of the stimulus-evoked response. The asterisk indicates 195 

when the difference between these functions first becomes statistically significant (56.5 ms after 196 
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stimulus onset; sign rank test p<0.05 for 20 adjacent ms). When evaluating these functions in 197 

each laminar compartment we observe that these functions diverge substantially early after onset 198 

in deep cortical layers (Figure 2D; significant at 58.8 ms), but later in superficial (Figure 2B; 199 

significant at 85.8 ms) and granular layers (Figure 2C; significant at 67.3 ms). This definition of 200 

latency depends on sample size, but a subsampling analysis shows that differences in sample 201 

size between layers do not explain the shorter latency for deep layers (Figure 2-figure 202 

supplement 1). To compare the time course of border ownership modulation between layers, we 203 

defined the border ownership index function 𝐵 for each laminar compartment as 204 

𝐵(𝑡) =  
𝑅𝑝𝑟𝑒𝑓(𝑡)  −  𝑅𝑛𝑜𝑛−𝑝𝑟𝑒𝑓(𝑡)

𝑅𝑝𝑟𝑒𝑓(𝑡) + 𝑅𝑛𝑜𝑛−𝑝𝑟𝑒𝑓(𝑡)
 205 

where 𝑅𝑝𝑟𝑒𝑓(𝑡) and 𝑅𝑛𝑜𝑛−𝑝𝑟𝑒𝑓(𝑡) are respectively the evoked response functions to the preferred 206 

and the non-preferred sides of border ownership (red and blue dashed functions plotted in Figure 207 

2A-D). 𝐵(𝑡) is plotted for each laminar compartment in Figure 2E, confirming that border 208 

ownership modulation rises earlier in the deep layers than in the other laminar compartments. We 209 

quantified the difference by defining latencies on these functions as the crossing with a threshold 210 

defined from the null distribution obtained by shuffling the stimulus labels (see Methods). Latency 211 

was significantly shorter for deep layer units (75.8 ms, 95%CI [68.4 85.2]) than for granular layer 212 

units (94.7 ms, 95%CI [82.2 105.7], bootstrap procedure (see Methods) p=0.006) and for 213 

superficial layer units (97.7 ms, 95%CI [78.0 103.7], bootstrap procedure p=0.018). The same 214 

was true when well-isolated units and multi-units were pooled (deep: 78.2 ms, 95%CI [73.3 88.2], 215 

n=210; granular: 94.0 ms, 95%CI [87.9 106.5], n=167; superficial: 100.7 ms, 95%CI [85.1 104.6], 216 

n=140; deep vs. granular: p=0.007; deep vs. superficial: p=0.009). To verify the robustness of the 217 

temporal differences between layers, we also evaluated the time course of border ownership 218 

selectivity using another method, by evaluating border ownership reliability (Figure 2F; introduced 219 

by Zhou et al., 2000; detailed in Methods). Briefly, this metric quantifies the reliability of border 220 

ownership tuning when comparing spike counts between single trials to stimuli with opposite 221 

border ownership. Reliability values correspond to the proportion of such single trial comparisons 222 

for which the spike count is highest for the border ownership condition that is preferred across 223 

trials. We computed border ownership reliability in 100 ms-sliding windows (Figure 2F; latency 224 

defined similarly as in Figure 2E, using right edge of the analysis window). Again we find that 225 

border ownership reliability rises earlier in the deep layers (89.9 ms, 95%CI [81.5 99.9]) than in 226 

the granular (105.4 ms, 95%CI [94.9 114.6]; bootstrap procedure p=0.015) and superficial layers 227 

(109.4, 95%CI [98.9 124.9]; p=0.006). After border ownership selectivity has been established, 228 

the average border ownership index tends to be higher in the deep compartment (Figure 2E; 229 

border ownership index between 200 and 500 ms after stimulus onset: mean ± s.e.m. 0.50 ± 0.02) 230 

than in the granular (0.43 ± 0.02) and superficial compartment (0.45 ± 0.03), but the differences 231 

do not reach statistical significance (deep vs. granular: Wilcoxon rank sum test p=0.051; deep vs. 232 

superficial: p=0.22). Border ownership reliability saturates around 0.85 in all three compartments 233 

(Figure 2F). Together, these data indicate that border ownership selectivity does not occur first 234 

in granular layer units but instead in deep layer units. 235 
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 To test whether the short latency in deep layers is specific for border ownership or a 236 

general feature of this laminar circuit, we performed two additional analyses. First, we evaluated 237 

the latency of spikes evoked by small ring stimuli in the cRF. For these responses we find, in 238 

contrast to border ownership selectivity, that the latency is shorter in the granular layer compared 239 

to the deep layer and superficial layers (Figure 3; latency defined as crossing of the functions 240 

with a threshold value halfway between baseline and peak). Note that these responses are 241 

derived from the same stimuli used to compute the CSD maps, but represent a different signal 242 

(spiking responses as opposed to the current sink-source patterns from local field potentials used 243 

to define the laminar compartments). Second, we evaluated the responses to the border 244 

ownership stimuli for another type of selectivity, contrast polarity. This refers to the relative 245 

luminance contrast across the edge, i.e. the difference between panel 1 and panel 3 (or between 246 

panel 2 and panel 4) in Figure 1A. For the contrast polarity index functions, we do not find an 247 

earlier rise in selectivity in the deep layers, even though they are derived from the same units as 248 

in Figure 2E (Figure 2 – figure supplement 2). Together, these data indicate that the earlier 249 

selectivity in deep layers compared to granular and superficial layers is specific for border 250 

ownership. 251 

 252 

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted August 8, 2021. ; https://doi.org/10.1101/2021.08.06.455427doi: bioRxiv preprint 

https://doi.org/10.1101/2021.08.06.455427
http://creativecommons.org/licenses/by/4.0/


11 
 

 253 

Figure 2. Border ownership selectivity occurs first in deep cortical layers. (A) Response time 254 
courses for the population of border ownership selective well-isolated units (n = 350). Functions 255 
are plotted separately for the responses to the preferred side of border ownership (solid red line; 256 
mean +/- s.e.m.) and the non-preferred side of border ownership (dashed blue line). The vertical 257 
dashed line indicates when the difference between the functions first becomes significant 258 
(Wilcoxon signed rank test, p<0.05 for ≥20 ms). (B-D) Similar to A, for the subpopulations of well-259 
isolated units selective for border ownership that could be located respectively to superficial (B), 260 
granular (C) and deep (D) layers (see Methods for criteria of layer assignment). Superficial: n = 261 
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58 units; granular: n = 102 units; deep: n = 121 units. Analysis as in panel A. See also Figure 2-262 
figure supplement 1. (E) Border ownership index functions of the different laminar compartments 263 
(see Methods). Colored vertical lines indicate latency for the different layers, defined as the 264 
earliest crossing of the border ownership response function for ≥20 ms with the threshold. The 265 
threshold was set at the level for which <1% of functions obtained after shuffling the stimulus 266 
labels had a defined latency (0.156). Latency, deep: 75.8 ms, 95%CI [68.4 85.2]; granular: 94.7 267 
ms, 95%CI [82.2 105.7]; superficial: 97.7 ms, 95%CI [78.0 103.7]. **: bootstrap procedure (see 268 
Methods) p=0.006; *: p=0.018. See also Figure 2-figure supplement 2. (F) Border ownership 269 
reliability calculated in a 100-ms sliding window for the three laminar compartments. Colors as in 270 
E. Colored lines in top of panel indicate the earliest crossing for ≥20 adjacent ms with the 271 
threshold, defined similarly as for panel E. Threshold crossings: deep 89.9 ms, 95%CI [81.5 99.9]; 272 
granular 105.4 ms, 95%CI [94.9 114.6]; superficial 109.4 ms, 95%CI [98.9 124.9]. **: bootstrap 273 
procedure p=0.006; *: p=0.015. 274 

  275 

 276 

 277 

Figure 2 – figure supplement 1. Differences in sample size do not explain differences in latency 278 
between layers. The latency of significant difference between responses to preferred and non-279 
preferred sides of border ownership was determined as in Figure 2B-D, for different subsample 280 
sizes (subsampling well-isolated units without replacement). Each subsample size was sampled 281 
five times and the average latency is plotted. The result shows that while the total number of units 282 
in each layer did differ, the shorter latency for deep layer units than for granular or superficial layer 283 
units consistently appeared at all subsample sizes (consistent with data shown in Figure 2B-D), 284 
and is not explained by differences in sample size between compartments. 285 

 286 

 287 

 288 

 289 
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 290 

Figure 2 – figure supplement 2. Selectivity for contrast polarity does not occur earliest in the 291 
deep layers. Same analysis as Figure 2E, but for contrast polarity instead of border ownership, 292 
for the same units as in Figure 2E. Latency at same threshold as in Figure 2E: deep: 57.0 ms, 293 
95% CI [49.9 75.0]; granular: 42.8 ms, 95% CI [35.4 60.8]; superficial: 50.2, 95%CI [40.4 56.4]. 294 
Granular vs. deep: bootstrap procedure p=0.14. Granular vs. superficial: p=0.12. That border 295 
ownership units are often selective for contrast polarity is consistent with prior work (Zhou et al., 296 
2000). 297 

 298 

 299 

 300 

Figure 3. Spike latencies evoked by flashed stimuli appearing in the classical receptive field are 301 
shortest in the granular layer. Response time courses of spikes evoked by small rings centered 302 
on the classical receptive field, for well-isolated units recorded in each laminar compartment 303 
(mean ± s.e.m.). Vertical lines indicate mean latencies for each laminar compartment (defined as 304 
crossing of the functions with a threshold value halfway between baseline and peak, 0.435). Deep: 305 
49.4 ms, 95%CI [48.3 50.3], 173 units; granular: 47.8 ms, 95%CI [47.2 48.5], 152 units; superficial: 306 
50.5 ms, 95%CI [49.1 52.2], 101 units.  ***: bootstrap procedure p=0.0005; **: p=0.002. 307 

 308 

The preferred side of border ownership is organized in columnar clusters 309 

How does the preferred side of border ownership compare between units recorded in a column 310 

of cortex? For a given edge, for example vertical, there are two possibilities for preferred side of 311 

border ownership: left or right from the edge. Border ownership for such an edge has been 312 

assumed to be represented by the activity of two oppositely tuned subpopulations (green and 313 

purple in Figure 4A, top; Craft et al., 2007). Our data show indeed that these two subpopulations 314 

exist in similar proportions (Figure 4A, top). The same is true for units that encode border 315 
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ownership for horizontal edges (Figure 4A, bottom), and when we express the preferred side of 316 

border ownership not relative to the screen, but relative to the fixation point (Figure 4–figure 317 

supplement 1). This indicates that for a given edge, the two possible sides of border ownership 318 

are encoded by distinct subpopulations of neurons that are similar in size.  319 

These two subpopulations could be mixed in a salt-and-pepper pattern, or they could be 320 

clustered according to their preferred side of border ownership (Figure 4B). Figure 4C shows the 321 

signed BOI for all well-isolated units and multiunit clusters selective for border ownership for two 322 

example penetrations. The sign of BOI indicates which side of the border is preferred by each 323 

unit, as indicated by the cartoons above the panels. For both of these penetrations, all border 324 

ownership units recorded on the same probe prefer the same side of border ownership. In the 325 

population of all penetrations with at least four border ownership units, the proportion of units that 326 

share the same preferred side of border ownership is significantly higher than chance (well-327 

isolated units: 74.4%, randomization test p=0.017, 23 penetrations with 110 units; including 328 

multiunit clusters: 71.7%, p=0.005, 47 penetrations with 288 units). Also in the subgroup of 329 

penetrations with border ownership units spanning from superficial to deep layers, we find 330 

significant clustering (Figure 4D; well-isolated units: 81.1%, randomization test p=0.010, 6 331 

penetrations with 30 units; including multiunit clusters: 73.7%, p=0.003, 20 penetrations with 136 332 

units). Together, these data indicate that border ownership preference is organized in spatial 333 

clusters that span cortical layers in a columnar fashion.  334 

 335 
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 336 

Figure 4. Preferred side of border ownership is clustered. (A) For a given edge, there are two 337 
possibilities for preferred side of border ownership. Percentages indicate the fraction of well-338 
isolated units selective for border ownership that have the preferred side of border ownership 339 
indicated by the arrow (vertical edge: n = 64; horizontal edge: n = 78). See also Figure 4-figure 340 
supplement 1. (B) Cartoon showing possibilities for spatial organization of neurons with opposite 341 
preferred sides of border ownership, for a vertical edge. (C) Each panel shows border ownership 342 
selective units recorded during one penetration. The abscissa shows the signed BOI of each unit 343 
(sign indicates preferred side of border ownership, shown above the panels). Ordinate shows the 344 
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position of the units relative to the center of the granular layer. (D) Histogram of the proportion of 345 
units per penetration that shares the same preferred side of border ownership, for all penetrations 346 
with at least four border ownership-selective well-isolated and multiunits spanning from superficial 347 
to deep cortical layers. Solid line is distribution mean, dashed line shows null distribution mean. 348 
**: p=0.003 (20 penetrations with 136 units). 349 

 350 

 351 

 352 

Figure 4–figure supplement 1. Similar to Figure 4A, but expressing preferred side of border 353 
ownership relative to the position of the fixation point. Together with Figure 4A, this indicates that 354 
similarly sized populations of border ownership units with opposite preferences occur in the same 355 
visual quadrant. Vertical edge: n = 64 well-isolated units selective for border ownership; horizontal 356 
edge: n = 78 well-isolated units selective for border ownership. 357 

 358 

Columnar organization of orientation selectivity 359 

Border ownership acts on edges that are oriented. Similar to our finding that preferred border 360 

ownership is clustered, several imaging studies have shown that preferred orientation is spatially 361 

clustered in V4 in domains (e.g. Li et al., 2013; Tanigawa et al., 2010), but it is not known whether 362 

these form columns. To test whether orientation preference in V4 is shared in clusters that extend 363 

vertically across layers, we determined orientation tuning for the units in our sample from 364 

responses to luminance contrast edges centered on the cRF (independent data set from the 365 

border ownership stimuli, see Methods). Our data confirm clustering of preferred orientation and 366 

reveal that these clusters span across laminar compartments in V4 (Figure 5). Each polar plot in 367 

Figure 5 shows a penetration with at least four orientation-selective well-isolated units or multiunit 368 

clusters. Solid vectors indicate the preferred orientation of each orientation-selective unit as the 369 

resultant vector of the responses to edges of different orientations, and color indicates laminar 370 

compartment (open symbols indicate multiunit clusters). The preferred orientation for a 371 

penetration was then calculated as the resultant vector across the vectors of all orientation-372 

selective units in that penetration, and its angle is indicated by the blue dashed line. The 373 

significance of clustering of orientation preference was assessed by comparing the magnitude of 374 

this resultant vector against a null distribution generated by randomizing the preferred orientation 375 

for each orientation-selective unit in the penetration and performing the same calculation. For 376 
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each of these six penetrations, this resultant was significantly larger than expected from the null 377 

distribution (p < 0.05). This was true for 9 out of 18 penetrations with at least four orientation-378 

selective well-isolated units distributed over all three laminar compartments (for 17 out of 34 379 

penetrations when well-isolated units and multiunit clusters were pooled). These data suggest 380 

that orientation domains in V4 are columnar. 381 

 382 

 383 
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 384 

Figure 5. Columnar clusters of preferred orientation in V4. Polar plots are shown for six 385 
penetrations with at least four orientation-selective units distributed across all three laminar 386 
compartments. Each solid vector corresponds to one unit and indicates the preferred orientation 387 
(direction) and the degree of orientation tuning (magnitude), quantified respectively as the 388 
direction and magnitude of the resultant vector of the responses to each orientation. Color 389 
indicates the laminar compartment. Open symbols indicate multiunits, closed symbols indicate 390 
well-isolated units. Blue dashed line indicates the preferred orientation across units in a 391 
penetration (aggregate preferred orientation). All six penetrations shown have a significant 392 
aggregate preferred orientation.  393 

 394 

Border ownership selectivity often occurs far away from the preferred orientation 395 

Having found that both border ownership preference and orientation preference are organized as 396 

columnar clusters in V4, we next asked what the relation was between orientation selectivity and 397 

border ownership selectivity. We find that border ownership selectivity is significantly more 398 

common in units that are selective for orientation than in those that are not, but it is also 399 

surprisingly common in units that are not selective for orientation (Table, respectively 53.3% and 400 

36.8%, Chi square = 9.51, p=0.002; including multiunit clusters: respectively 45.9% and 31.3%, 401 

Chi square = 19.5, p=0.00001). 402 

 403 

 404 

  Border ownership selectivity 

  - + 

Orientation 

selectivity 

- 79 46 

+ 133 152 

 405 

Table. Border ownership selectivity is more common in orientation-selective well-isolated units 406 
but often occurs in units that are not selective for orientation.  407 

 408 

Three example orientation-selective well-isolated units are shown in Figure 6A. These polar 409 

plots are organized according to the location of the square object relative to the cRF, for different 410 

orientations of the central edge (the edge that runs through the cRF). This is indicated by the 411 

stimulus cartoons around the plot. For opposite locations on the polar plot, the central edge has 412 

thus the same orientation, but is owned by a square positioned on opposite sides of the cRF 413 

(opposite border ownership). The BOI for each tested orientation of the central edge is shown by 414 

a red vector (filled red circles indicate statistically significant border ownership selectivity). The 415 

amplitude of this vector corresponds to |BOI|, and the polarity of the vector points towards the 416 

square location that corresponds to the preferred side of border ownership for that orientation of 417 

the central edge. For example, in case of a vertical central edge, the third unit (cyan triangle) 418 

prefers that that edge is owned by a square on the right (if it would have preferred the vertical 419 
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central edge to be owned by a square on the left, the red vector that points down would have 420 

pointed up). The black line indicates the preferred orientation of a luminance contrast edge in the 421 

cRF for each unit. For the left unit in Figure 6A (red star), this preferred edge orientation matches 422 

with the orientation of the central edge for which border ownership selectivity is significant (filled 423 

red circle). This is the expected scenario: border ownership has been assumed to act on edges 424 

at the preferred orientation, and prior studies have used edges at the preferred orientation to test 425 

border ownership selectivity (Zhou et al., 2000). At the population level, the average orientation 426 

of edges with border ownership selectivity is biased towards the preferred orientation for edges 427 

(visible as the clustering of the data points around the identity line in Figure 6C; average distance 428 

27.6º, randomization test (see Materials and methods) p=0.018; n= 68 well-isolated units tested 429 

with at least four orientations); distance distribution shown in Figure 6D; including multiunit 430 

clusters: p=0.017; n=159). Note that both plotted variables in Figure 6C are periodic and two 431 

periods are shown for each (thus each data point is plotted four times; the grey square outlines 432 

an area corresponding to one period for both variables). Orientation-tuned units thus tend to be 433 

border-ownership selective for edges with an orientation near their preferred orientation. 434 

 That being said, the scatter in Figure 6C is substantial. Some units only have border 435 

ownership selectivity for orientations that are far from the identity line, such as the unit indicated 436 

with the blue square in Figure 6A (middle panel, corresponding to the same symbol in Figure 437 

6C). This unit shows, paradoxically, significant border ownership selectivity for edge orientations 438 

that are nearly orthogonal to the preferred edge orientation. This is true for two edge orientations 439 

(filled red circles), suggesting that this misalignment is systematic. We ruled out that this is related 440 

to a difference in orientation preference for isolated edges versus edges that are part of squares 441 

by comparing orientation tuning for both data sets. Figure 6–figure supplement 1A shows that 442 

the preferred orientations for both stimuli match very well for this unit (black line vs cyan line), and 443 

this is true for the population as well (Figure 6–figure supplement 1B).  444 

Furthermore, we find that border ownership selective units often show border ownership 445 

selectivity to edges that maximally differ in orientation, i.e. orthogonal edges. An example unit is 446 

shown in the right panel in Figure 6A (cyan triangle). This is true for 29.7% of border ownership 447 

selective well-isolated units (n=182; 24.4% including multiunits, n=353) that were tested with sets 448 

of squares at orthogonal angles. In such cases, the preferred side of border ownership for a 449 

central edge with an orientation in between those orthogonal orientations could in theory be 450 

spatially discontiguous (Figure 6B, left panel) or contiguous (Figure 6B, middle panel) with the 451 

preferred sides of border ownership for the pair of orthogonal orientations. We find that for all 24 452 

out of 24 well-isolated units that were selective for the border ownership of squares at orthogonal 453 

and intermediate orientations, the preferred side of border ownership for these intermediate 454 

orientations was spatially contiguous (such as the example in Figure 6B, right panel; including 455 

multiunits, this is true for 35 out of 35 units). Those units thus have a wide but spatially contiguous 456 

area of preferred sides of border ownership. For example, the unit in Figure 6B (right panel) has 457 

an area of preferred sides of border ownership that spans 120º (cyan double arrow). A span of at 458 

least this width occurs for 18.0% of border ownership units (Figure 6E; 15.4% including multiunit 459 

clusters).  460 

 461 
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 462 

Figure 6. Border ownership selectivity often occurs far away from the preferred orientation. (A) 463 
Polar plots for three example units that were tested for border ownership selectivity with edges of 464 
multiple orientations (orientations of red vectors indicate tested orientations). Polarity of red vector 465 
relative to origin indicates the preferred side of border ownership for each edge orientation, 466 
according to the stimulus cartoons surrounding the plot, and filled circles indicate cases with 467 
statistically significant border ownership selectivity (adjusted for multiple comparisons using 468 
Bonferroni correction). Magnitude of red vectors corresponds to |BOI|. Black line indicates 469 
preferred edge orientation. Colored symbols on the upper left side of each polar plot correspond 470 
to the symbols in C-D. See also Figure 6-figure supplement 1. (B) Left and middle: for units 471 
showing border ownership selectivity to orthogonal edges there are two possibilities for the 472 
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intermediate edge orientations. Either the preferred sides of border ownership are spatially 473 
discontiguous with those for the orthogonal edges (left), or they are contiguous (middle). Right: 474 
polar plot for the same unit as in A (right polar plot), now including data for the orientations that 475 
were not shown in A. (C) Scatter plot comparing the preferred orientation for edges (abscissa) 476 
with the circular mean of edge orientations for which border ownership selectivity is significant 477 
(ordinate), for all units that were tested for border ownership for at least four orientations (n = 68 478 
well-isolated units). Note that each data point is plotted four times, because both variables are 479 
periodic and two periods are shown for each. The grey square outlines an area corresponding to 480 
one period for both variables. Dashed lines indicate identical values. Colored symbols correspond 481 
to the units in A,B,D. (D) Smallest orthogonal distance to the identity line for the units shown in C. 482 
The data is significantly biased towards zero (see Results). Distance values for the example units 483 
shown by colored symbols in A-C are indicated above the histogram. (E) Proportion of border 484 
ownership well-isolated units where the preferred sides of border ownership cover an angular 485 
span at least as wide as the value indicated along the abscissa (for all units tested with such 486 
spans). For example, the unit in B (right) has a span of preferred sides of border ownership of 487 
120º. Note that the span between spatially contiguous preferred sides of border ownership is 488 
necessarily ≤180º. N units for each value of on the abscissa: ≥30º: 211; ≥45º: 211; ≥60º: 211; 489 
≥90º: 211; ≥120º: 122; ≥135º: 118; ≥150º: 102. 490 

 491 

 492 

Figure 6–figure supplement 1. Consistent orientation tuning for isolated edges and for edges 493 
that are part of squares. (A) Same plot as in Figure 6A (middle), but including preferred edge 494 
orientation derived from the border ownership stimulus set (cyan line). (B) Preferred edge 495 
orientation derived from the border ownership stimulus set (edges that are part of squares) plotted 496 
against preferred edge orientation derived from the orientation tuning data set (isolated contrast 497 
edges). As in Figure 6C, data points are plotted repeatedly every 180º for these periodic variables 498 
and two periods are shown. The grey square outlines an area corresponding to one period for 499 
both variables. Dashed lines indicate identical values. Blue square indicates the unit shown in A. 500 
Values are significantly clustered along the identity line (randomization test p=0.0005; n = 51 501 
units). 502 

 503 
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Discussion 504 

The correct assignment of borders is a key step in the process of constructive perception that 505 

enables us to identify and localize objects in a visual scene. Prior studies have found neurons 506 

that signal border ownership, but the underlying circuitry is not understood. Various theoretical 507 

accounts have been offered. One group of models hypothesizes that border ownership selectivity 508 

arises in a feedforward manner, through the successive elaboration of progressively more 509 

complex receptive field properties (Sakai et al., 2012; Sakai and Nishimura, 2006; Supèr et al., 510 

2010). Other accounts posit that border ownership assignment crucially depends on horizontal- 511 

and cortico-cortical feedback signaling (Craft et al., 2007; Grossberg, 2016; von der Heydt, 2015; 512 

Zhang and von der Heydt, 2010; Zhaoping, 2005). These different pathways differ in their laminar 513 

organization. Feedforward inputs typically terminate dominantly in the granular layer, whereas 514 

long-range horizontal fibers and cortical feedback projections avoid the granular layer (Douglas 515 

and Martin, 2004; Rockland and Pandya, 1979; Rockland et al., 1994; Rockland and Lund, 1983; 516 

Ungerleider and Desimone, 1986; Yoshioka et al., 1992).  517 

 518 

Border ownership selectivity and the laminar circuit 519 

Given that about half of the neurons responsive to edges in V2 are selective for border ownership 520 

(Zhou et al., 2000), neurons in V4 could simply inherit this property from V2 through the 521 

feedforward projection from V2 to V4. This projection is the most important source of feedforward 522 

input to V4 (Markov et al., 2011), and targets mostly layer 4 (granular layer) in V4 (Gattass et al., 523 

1997; Rockland, 1992). Our data shows that spike latency for stimuli in the classical receptive 524 

field is shortest in the granular layer, which is similar to what has been described in other areas 525 

in macaque visual cortex (V1: e.g. Nowak et al., 1995; MT: Raiguel et al., 1999), and consistent 526 

with work by others in awake V4 (Lu et al., 2018). Note that this may not be universal across 527 

areas: in anesthetized V2 spike latency has been reported to be longer in layer 4 than in 528 

infragranular layers (Nowak et al., 1995). 529 

If this feedforward projection would thus simply provide the earliest border ownership 530 

signals in V4, we would thus detect border ownership selectivity in the granular layer at least as 531 

early as in the other compartments, or earlier. While we do observe such a pattern for responses 532 

evoked by flashed stimuli appearing within the classical receptive field, and also for the 533 

emergence of selectivity for contrast polarity (Figure 2-figure supplement 2), we do not observe 534 

this pattern for selectivity to border ownership.  Instead, we find that deep layer neurons compute 535 

border ownership selectivity significantly earlier than neurons in the granular layer and in the 536 

superficial layers. One might argue that these data are consistent with V2 afferents preferentially 537 

targeting apical dendrites of deep layer neurons that extend in the input layer. But in that case, 538 

we would expect shorter spike latencies for deep layer neurons than for granular layer neurons 539 

irrespective of the cue or stimulus. This is, again, not what we find: spike latencies for responses 540 

evoked by small stimuli in the cRF are shorter in the granular layer than in the deep layers, and 541 

also for contrast polarity we do not observe the earliest selectivity in deep layers in V4.  542 
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Another possibility is that deep layer neurons perform this computation earliest solely 543 

relying on an integration of feedforward signals from the V2-to-V4 projection relayed by different 544 

granular layer neurons. We think this is unlikely. First, this would mean that those relaying granular 545 

layer neurons do not receive sufficient contextual information to become selective for border 546 

ownership as fast as the deep layer neurons that integrate their output, despite the substantial 547 

input that granular layer neurons receive from other granular layer neurons (Xu et al., 2016). 548 

Second, while deep layer neurons certainly receive input from granular layer neurons, the densest 549 

projections from granular layer neurons typically target superficial layers (e.g. macaque V1: Lund 550 

and Boothe, 1975; Callaway, 1998; rat barrel cortex: Lübke et al., 2000). If that projection leads 551 

to the first computation of border ownership signals, one would thus expect to observe these 552 

signals in superficial layer neurons as fast as in deep layer neurons, in contrast with our data. 553 

We think that the earlier computation of border ownership selectivity by neurons in deep 554 

layers is more likely a consequence of their unique properties. Scanning laser photo-stimulation 555 

studies in primary visual cortex showed that layer 5 neurons receive significant input from nearly 556 

all cortical layers, regardless of cell type, as opposed to neurons in other layers (Briggs and 557 

Callaway, 2005; Xu et al., 2016). Deep layers of the cortex, including in primates, include tall 558 

pyramidal cells whose apical dendrites reach up to layer 1, which could thus directly sample and 559 

integrate afferent information that arrives in a wide range of layers (Binzegger et al., 2004; 560 

Callaway, 1998; Lund and Boothe, 1975; Markov et al., 2014; Zarrinpar and Callaway, 2016). 561 

Such neurons thus seem well suited to integrate information provided by feedforward input with 562 

contextual information provided through corticocortical feedback and horizontal connections 563 

(Harris and Shepherd, 2015). Cortico-cortical feedback in V4 terminates densely in all layers 564 

except layer 4 (Markov et al., 2011; Maunsell and van Essen, 1983; Rockland et al., 1994). Intra-565 

areal horizontal connections are prominent in layer 2/3 and in layer 5 (Lund et al., 1993; Yoshioka 566 

et al., 1992; Douglas and Martin, 2007). This may set these deep layer neurons up to be able to 567 

integrate the border in the classical receptive field (light grey arrow in Figure 7) with visual context 568 

from a wide region of space (dark grey arrows in Figure 7), which is required to compute border 569 

ownership selectivity. Indeed, studies in V2 showed that border ownership selectivity does not 570 

rely on a small number of localized object features but instead occurs through integration of extra-571 

classical stimulus features over large areas of visual space (Zhang et al., 2010). Specialized 572 

intrinsic properties could further assist in this integration, such as the calcium spikes in apical 573 

dendrites of layer 5 neurons that can amplify the effects of feedback inputs (Takahashi et al., 574 

2016).  575 

Our conclusion that the earliest border ownership signals in V4 are not inherited from V2 576 

does not imply that the projection from V2 to V4 does not carry any border ownership signals. 577 

Indeed, since about half of V2 neurons are selective for border ownership (Zhou et al., 2000), this 578 

feedforward input most likely contributes to the border ownership signals in V4 later in the 579 

response. As argued in the next section, these border ownership signals in V2 may have been 580 

sculpted by border ownership-selective feedback from deep layers in V4. 581 

Computational models have shown that myelinated feedback afferents carrying contextual 582 

information can indeed arrive fast enough to result in border ownership selectivity within ~20 ms 583 

after response onset (Craft et al., 2007; Hu et al., 2019). An alternative mechanism based solely 584 
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on horizontal fibers is unlikely, given the slow conduction velocity of these fibers (Girard et al., 585 

2001; Zhang and von der Heydt, 2010), although, as discussed by Zhaoping (2005), it should be 586 

noted that data on horizontal fibers are scarce). That said, horizontal fibers could still provide part 587 

of the required contextual information: since these fibers are limited in length, their role could be 588 

to provide information from the portions of the stimulus closest to the cRF (reminiscent to their 589 

proposed role in surround suppression in V1 (Angelucci et al., 2017)). This would explain why the 590 

effect of near corners of squares tends to occur later than that of far corners of squares (Zhang 591 

and von der Heydt, 2010). 592 

 593 

Figure 7. Cartoon of a conceptual model of columnar processing of border ownership, supported 594 
by our data. Two columnar structures are shown, each of which responds to vertical edges in the 595 
cRF, but they have opposite preferred sides of border ownership (indicated by the direction of the 596 
arrows on the units in the columns, and by the symbol below each column). Such columns may 597 
or may not be adjacent. The earliest occurrence of border ownership selectivity in the deep layers 598 
is symbolized by the positon of deep layer units near the left edge of the column. Light and dark 599 
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grey arrows indicate where different types of stimulus information likely arrive first. Stimulus 600 
information in the cRF (grey edge) arrives first in the granular layer. Deep layer neurons may first 601 
compute border ownership selectivity by integrating this information with contextual information 602 
that arrives in superficial and deep layers, possibly provided by corticocortical feedback and 603 
horizontal connections. The content of these context signals is necessarily asymmetric to result 604 
in border ownership preference, and different for the two columns shown (indicated by the 605 
symbols above the columns). Because of their prominence in deep layers, early border ownership 606 
signals may be part of the feedback that projects from V4 to upstream areas (e.g. V2), and to 607 
subcortical targets, such as the superior colliculus (black arrows). Later on during the response, 608 
after border ownership signals have first been established in V4, the feedforward input from V2 609 
to V4 likely also contains border ownership signals, since roughly half of V2 units are selective for 610 
border ownership (Zhou et al., 2000). 611 

 612 

Potential function of early border ownership signals in deep layers 613 

Once border ownership selectivity has been established in V4 deep layers, these signals may 614 

contribute to visual processing along different pathways (black arrows in Figure 7). First, V4 is 615 

the dominant source of cortical feedback to V2, and 75% of these feedback neurons are located 616 

in deep layers in V4 (Markov et al., 2014). Early border ownership signals in deep layers of V4 617 

may thus sculpt border ownership selectivity in V2. Second, V4 deep layers include neurons that 618 

project to the superior colliculus (Fries, 1984; Gattass et al., 2014). The superior colliculus may 619 

thus receive early border ownership signals from V4, which could contribute to planning upcoming 620 

saccades. Saccades target objects more frequently than background (Rothkopf et al., 2007). 621 

Early border ownership signals in deep layer neurons that project to the superior colliculus could 622 

serve to facilitate the rapid foveation of objects. Our data show that these signals are established 623 

in deep layers well before 100 ms after stimulus onset. They are thus computed quickly enough 624 

to allow time for saccade planning within the inter-saccadic interval, which is typically on the order 625 

of 200-300 ms (Otero-Millan et al., 2008). This proposed early role for deep layer neurons in 626 

supporting saccadic decisions is consistent with recent findings showing that deep layer V4 627 

neurons encode more information about the direction of planned eye movements than do 628 

superficial neurons (Pettine et al., 2019). Border ownership signals may thus play a role beyond 629 

visual perception, perhaps including a role in guiding rapid oculomotor behavior. 630 

 631 

Border ownership and orientation tuning 632 

Prior studies on border ownership only evaluated border ownership selectivity at the preferred 633 

orientation of each neuron (Hesse and Tsao, 2016; Zhang and von der Heydt, 2010; Zhou et al., 634 

2000). In our data, there is indeed a bias towards border ownership selectivity for edges near the 635 

preferred orientation. However, we find that there is substantial scatter (Figure 6C,D). This 636 

breadth of tuning does not seem to stem from measurement noise. First, there is a good match 637 

between preferred orientation, as estimated from two separate data sets: one based on 638 

recordings made with isolated edges, the other using edges that are part of squares (Figure 6–639 

figure supplement 1), suggesting that our estimates of orientation preferences are highly 640 
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reliable, with relatively tight bounds. Second, for some units, border ownership selectivity, 641 

surprisingly, systematically only occurs for edges with orientations that are nearly orthogonal to 642 

the preferred orientation (Figure 6A, middle). Third, almost a third of units that are selective for 643 

border ownership to an edge with a given orientation are also border ownership selective to an 644 

edge that is orthogonal to that orientation. This reflects a systematic preference, because the 645 

preferred sides of border ownership in such cases form a single contiguous area in retinotopic 646 

space (Figure 6B). Finally, a substantial portion of units that are selective for border ownership 647 

are not selective for orientation (Table). Together, these data indicate that the relation between 648 

orientation and border ownership is much richer than has previously been appreciated. Encoding 649 

of orientation and of border ownership may represent separate axes of representation. This is not 650 

inconsistent with the idea that border ownership assignment represents a surface signal rather 651 

than a property tied to a border (Grossberg, 2016; Nakayama et al., 1995; Peterson and Skow, 652 

2008).  653 

 654 

Clustering of border ownership selectivity 655 

Functional clustering is a recurring theme in primate cortical visual areas (Hubel and Livingstone, 656 

1987), and has been reported for several modalities in V4 including orientation, hue, direction of 657 

motion, spatial frequency and recently curvature (Hu et al., 2020; Li et al., 2013; Liu et al., 2020; 658 

Lu et al., 2018; Roe et al., 2012; Tang et al., 2020; Tanigawa et al., 2010). We find here that 659 

border ownership preference is preserved across layers within a vertical penetration, indicating 660 

that this modality is also organized in a columnar fashion. Importantly though, border ownership 661 

is of a fundamentally different nature than these other modalities: the border ownership of an edge 662 

is computed based on stimulus features falling outside the cRF. Combined with our finding that 663 

early border ownership signals are computed by deep layer neurons rather than being passed on 664 

from upstream areas, this columnar organization has important implications for the functional 665 

anatomy. It indicates that there is a systematic asymmetric arrangement of the extra-classical 666 

contextual information, which, as argued above, may be provided through horizontal fibers and 667 

cortico-cortical feedback. For example, consider a cluster in which neurons prefer that a vertical 668 

edge belongs to an object on the left (left column in Figure 7, symbol below left column indicates 669 

preferred border ownership). The neurons in this column thus need to receive asymmetric 670 

contextual synaptic information favoring the presence of an object to the left of the edge (symbol 671 

above the left column in Figure 7). Neurons in another cluster (right column in Figure 7) will 672 

instead prefer that the same edge is part of an object on the right, and these neurons will thus 673 

necessarily receive asymmetric contextual information of the opposite polarity (symbol above right 674 

column). The clustered architecture of preferred border ownership therefore requires clusters of 675 

asymmetric contextual information in cortex, such that opposite polarities of contextual 676 

information occur in distinct and complementary clusters. The present data indicate that border 677 

ownership selectivity initially does not arrive through the feedforward pathway. They thus suggest 678 

that the substrate of these clusters consists of clustered asymmetries in the retinotopic information 679 

carried by afferents from horizontal fibers and cortical feedback.  680 
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Materials and methods 681 

 682 

Animals 683 

We obtained recordings in two male rhesus macaques (Macaca mulatta), age 13 y (animal Z) and 684 

age 15 y (animal D). Both animals had no prior experimental history and were housed in separate 685 

cages in a primate room with up to six animals of the same species. This study was performed in 686 

accordance with the recommendations in the Guide for the Care and Use of Laboratory Animals 687 

of the National Institutes of Health. All procedures were approved by the Institutional Animal Care 688 

and Use Committee of the Salk Institute for Biological Studies. 689 

 690 

Surgery 691 

Surgical procedures have been described before (Nandy et al., 2017). In brief, in a first surgical 692 

session a titanium recording chamber was installed in a craniotomy over the prelunate gyrus, 693 

according to stereotactic coordinates derived from anatomical MRI scans from each animal (left 694 

hemisphere in animal Z, right hemisphere in animal D). In a second surgical session, the dura 695 

mater within the chamber was removed, and replaced with a silicone-based optically clear artificial 696 

dura (AD), establishing an optical window over dorsal area V4. 697 

 698 

Electrophysiology 699 

At the beginning of a recording session, a sterile insert consisting of a metal ring covered with a 700 

plastic membrane on the bottom was lowered in the chamber. The membrane was perforated to 701 

allow insertion of probes. The function of the insert is to stabilize the recording site from 702 

cardiopulmonary pulsations. A linear multielectrode probe (32-channel single-shaft acute probes, 703 

100 µm electrode pitch (ATLAS Neuroengineering (Leuven, Belgium)) was mounted on the 704 

chamber using a hydraulic microdrive on an adjustable x-y-stage (MO-972A, Narashige (Japan)). 705 

The probe was then lowered through the AD over the prelunate gyrus, positioned orthogonally 706 

relative to the cortical surface under visual guidance (Zeiss microscope). While monitoring the 707 

voltage signals from the electrodes for multiunit activity, the probe was lowered to penetrate the 708 

cortical surface. The probe was advanced until multiunit activity was visible on the deepest ~2600 709 

µm of the probe. Then, the probe was retracted typically by several 100 µm to ease dimpling of 710 

the cortex. Between recording sessions, probe position was varied (receptive field eccentricity 711 

median 4.87 degrees of visual angle (dva), interquartile range 2.51 dva). Neural signals were 712 

recorded extracellularly, filtered and saved using Intan hardware (RHD2132 amplifier chip and 713 

RHD2000 amplifier evaluation system, Intan Technologies LLC (Los Angeles, USA)) controlled 714 

by a Windows computer.  715 

 716 

Stimulus presentation 717 

Visual stimuli were presented using a LED projector, back-projected on a rear-projection screen 718 

that was positioned at a distance of 52 cm from the animal’s eyes (PROPixx, VPixx Technologies 719 

(Saint-Bruno, Canada))). The MonkeyLogic software package developed in MATLAB 720 

(https://www.brown.edu/Research/monkeylogic/; https://monkeylogic.nimh.nih.gov/) was used for 721 

stimulus presentation, behavioral control and recording of eye position. A photodiode was used 722 
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to measure stimulus timing. Eye position was continuously monitored with an infrared eye tracking 723 

system (ISCAN model ETL-200 (Woburn, MA)) and eye traces were saved using MonkeyLogic. 724 

Trials were aborted if eye position deviated from the fixation point (threshold typically 1 dva 725 

radius). 726 

 727 

Receptive field mapping stimuli 728 

At the beginning of each recording session, receptive field (RF) mapping data was obtained using 729 

a subspace reverse correlation approach (Nandy et al., 2017). Stimuli consisted of static modified 730 

Gabors, constructed using square-wave instead of sinusoidal gratings, and dark grey rings (80% 731 

luminance contrast, diameter 2 dva, thickness 0.25 dva). Grating spatial frequency and phase 732 

were such that a single contrast edge was visible centrally in the Gaussian window (grating 733 

parameters: 6 orientations, 2 contrast polarities, typically 80% luminance contrast, one half was 734 

one of seven colors or greyscale, the other half was always greyscale; window: FWHM 2 dva). 735 

The stimuli were presented every 50 or 60 ms while the animal maintained fixation. Each stimulus 736 

appeared at a random location selected from a grid sized 25 dva x 25 dva with 1 dva spacing 737 

centered at coordinates [7.5 dva; 7.5 dva] in the appropriate visual quadrant. During the recording 738 

session, high-gamma filtered voltage waveforms in response to these stimuli were analyzed to 739 

estimate the retinotopy of the probe position, and choose location and size for the border 740 

ownership stimuli. Detailed receptive fields were calculated for each unit offline after spike sorting 741 

and used to verify the proper position of the border ownership stimuli.  742 

 743 

Layer assignment 744 

A CSD mapping procedure on evoked LFP was used to estimate the laminar position of recorded 745 

channels (Nandy et al., 2017). Briefly, animals maintained fixation while dark gray ring stimuli 746 

were flashed (32 ms stimulus duration, 94% luminance contrast, sized and positioned to fall within 747 

the cRF of the probe position). The CSD was calculated as the second spatial derivative of the 748 

stimulus-triggered LFP (filtered between 3.3 Hz and 88 Hz) and visualized as spatial maps after 749 

smoothing using bicubic 2-D interpolation (Figure 1-figure supplement 1; MATLAB function 750 

interp2 with option cubic, the spatial dimension was interpolated at a resolution of 10 µm). Red 751 

regions depict current sinks, blue regions depict current sources. As described in more detail in 752 

Results, we observed a consistent pattern between different penetrations, strikingly similar to the 753 

current sink-source maps reported by other laboratories in behaving macaques beyond V1 (V4: 754 

Pettine et al., 2019; V4: Lu et al., 2018; area 36: Takeuchi et al., 2011). Through histological 755 

verification Takeuchi et al. (2011) found that the prominent current sink with the shortest latency 756 

corresponded to the position of the granular layer. We therefore identified this current sink (current 757 

sink indicated by white star, between dashed and dotted white lines in Figure 1F,G; Figure 1-758 

figure supplements 1 and 2) as the granular layer. For each unit, the positions of the electrode 759 

contacts (using the five contacts surrounding the one with the largest spike waveform) were 760 

weighed by the average peak-to-trough amplitude of the unit’s spike waveform on these contacts, 761 

to assign the unit to the depth where its spike waveform is largest. By comparing this position with 762 

the range of contacts in the granular layer, we could locate units to superficial, granular or deep 763 

layers. Seven penetrations where the CSD map could not be interpreted were excluded from the 764 
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laminar analyses, and we also required that all units included in the laminar analyses were located 765 

≤2 mm from the most superficial channel with multiunit activity, to minimize the risk of including 766 

white matter activity.  767 

 768 

Orientation tuning stimuli 769 

A data set for orientation tuning was obtained using luminance contrast edges similar to those 770 

used for RF mapping, but with a circular window, sized and positioned such that the stimulus 771 

covered and was centered on the estimated aggregate cRF of the probe (12 orientations; 2 772 

contrast polarities; 54% luminance contrast; 200 ms stimulus duration). 773 

 774 

Border ownership stimuli and task 775 

From the online analysis on the RF mapping data, position, size and color of the border ownership 776 

stimulus set were chosen. An isoluminant square was positioned on an isoluminant background, 777 

as in prior studies on border ownership (Zhou et al., 2000). There were four basic conditions 778 

(Figures 1A,C), consisting of a factorial combination of two square positions and two contrast 779 

polarities. Note that this results in two pairs of stimuli, where both scenes in a pair have identical 780 

stimulus information inside the cRF (dotted black circles in Figures 1A,C). The two luminance 781 

areas in each scene were either both greys or a combination of grey and a color, and luminance 782 

contrast was 54%, as in prior studies (Zhou et al., 2000). Square sizes were between 12x12 dva 783 

and 18x18 dva. At the beginning of each trial, a small light grey fixation point (0.2 x 0.2 dva, 80% 784 

luminance contrast) was presented on a blank grey screen (with luminance set at the geometric 785 

mean of the luminances in the border ownership stimulus). After the animal maintained fixation 786 

for 400 ms, the border ownership stimulus appeared for 500 ms. Then, for a separate project, the 787 

stimulus was then replaced with a stimulus in which the central edge was prolonged to cover the 788 

entire screen (with identical colors and luminances) and the other parts of the square removed, 789 

for another 1000 ms. Spikes elicited during that time window were not included in the analyses in 790 

this paper. The animal received a juice reward if it maintained fixation throughout the trial. 791 

Depending on recording time, data was obtained for different orientations or positions. Conditions 792 

were played pseudorandomly in counterbalanced blocks such that each condition was played 793 

once before repeating conditions. Typically 8-10 repetitions were obtained per condition. Often 794 

these stimuli were played at a few different orientations and/or positions, in order to increase the 795 

likelihood of proper stimulus placement for most units recorded on the probe (because the precise 796 

cRF for each unit was only available offline, after spike sorting). On some days the trials analyzed 797 

here were randomly interdigitated with similar trials using stimuli defined for other projects. Some 798 

of these trials – not analyzed here – included a condition in which the animal had to saccade to a 799 

new fixation position if the fixation point moved. 800 

 801 

Analysis 802 

Data was analyzed in MATLAB (MathWorks, Natick, MA). Circular statistics were computed using 803 

the MATLAB toolbox CircStat (Berens, 2009). Statistical tests for the different analyses are 804 

described in detail below. Statistical significance was defined as p<0.05. 805 

 806 
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Spike sorting 807 

The data was sorted offline using SpyKING CIRCUS (Yger et al., 2018). The clusters resulting 808 

from the automatic sorting step were curated manually using the MATLAB GUI provided by the 809 

SpyKING CIRCUS software. Well-isolated units were identified based on a well-defined refractory 810 

period in the interspike-interval histogram. Multiunit clusters included in the analysis had to pass 811 

a criterion for the signal-to-noise ratio: peak-to-peak amplitude of the average waveform had to 812 

exceed five times the standard deviation of the signal 5 ms prior to the peak (similar to Kashkoush 813 

et al., 2019), after high-pass filtering the data (1-pole butterworth filter, cut-off 300 Hz, 814 

implemented using functions butter and filtfilt in MATLAB). 815 

 816 

Receptive field mapping 817 

To determine the cRF, spikes were counted in a window [30 100] ms after each stimulus onset. 818 

The resulting mean counts per stimulus position were transformed to z scores by first subtracting 819 

the mean of and then dividing by the standard deviation of spike counts occurring in a window of 820 

the same size preceding that stimulus position (Keliris et al., 2019). Using the stimulus positions 821 

z scores were transformed to a spatial map, which was smoothed with a Gaussian filter (MATLAB 822 

function imgaussfilt with σ = 1). The outline of the classical receptive field (cRF) was defined as 823 

the contour at z = 3 on this smoothed map (calculated using MATLAB function contourc). 824 

 825 

Border ownership selectivity 826 

Border ownership responses were obtained by recording evoked responses to stimuli as in 827 

Figures 1A,C (see Border ownership stimuli above). A unit’s response was evaluated for border 828 

ownership selectivity if it passed the following inclusion criteria: 1. average spike rate was ≥1 829 

spike/s for at least one of the four conditions; 2. the evoked spike count for at least one of the four 830 

conditions was significantly different from that recorded prior to all trials across conditions (two-831 

sided Wilcoxon rank sum test (MATLAB function ranksum) with Bonferroni correction); 3. at least 832 

six trials per condition were available; 4. the central edge of the squares in the border ownership 833 

stimulus intersected the cRF; 5. the distance between any part of the cRF contour and any part 834 

of the non-central edges of the squares in the border ownership stimulus was ≥ 1 dva. Data sets 835 

obeying these inclusion criteria were candidate data sets for border ownership selectivity. The 836 

border ownership index (BOI; Zhou et al., 2000) was then calculated for these data sets, which is 837 

defined as  838 

𝐵𝑂𝐼 =  
(𝑅1 + 𝑅3) − (𝑅2 + 𝑅4)

(𝑅1 + 𝑅3) + (𝑅2 + 𝑅4)
 839 

where 𝑅𝑖  represents the average spike rate in the window [50 500] ms after stimulus onset for 840 

condition i (numbering as in Figures 1A,C). Statistical significance of border ownership selectivity 841 

was evaluated using a permutation test: a null distribution was created by shuffling the border 842 

ownership stimulus labels, separately for each luminance contrast pair, 10000 shuffles), and the 843 

p value estimated as the fraction of |BOIshuffled| that was at least as large as |BOI|. A data set was 844 

defined to be border ownership selective if p<0.05 (with Bonferroni correction if multiple 845 

orientations or positions were available for the same unit), and a unit was defined to be border 846 

ownership selective if it had at least one border ownership selective data set. 847 
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Time course of evoked response 848 

For the time course of evoked activity of border ownership selective units (Figures 2A-D), each 849 

unit contributed one data set, i.e. the border ownership selective data set – as defined above – 850 

for which |BOI| was maximal. For each of these, the time courses of the responses to the preferred 851 

side of border ownership (side resulting in the highest spike rate) and to the non-preferred side of 852 

border ownership (side resulting in the lowest spike rate) were calculated separately (respectively 853 

solid red lines and dashed blue lines Figures 2A-D) as follows. Spike trains were rounded to 0.1 854 

ms resolution and convolved with a postsynaptic kernel K(t) (Thompson et al., 1996) 855 

𝐾(𝑡) = (1 − 𝑒
−𝑡
𝜏𝑔  )  ∙ 𝑒

−𝑡
𝜏𝑑  856 

where 𝜏𝑔 = 1 ms and 𝜏𝑑 = 20 ms. The resulting traces were averaged per condition, and then 857 

across both contrast polarities. These average traces were normalized for each unit’s evoked 858 

response by dividing them by the average value across conditions in the window [50 500] ms after 859 

stimulus onset. The mean ± s.e.m. of the resulting functions across units are shown in Figures 860 

2A-D. The latency of statistical difference between the functions to the preferred and the non-861 

preferred functions (asterisks in Figure 2A-D; Figure 2-figure supplement 1) was defined as 862 

the first time after which the functions differed statistically (Wilcoxon sign rank test p<0.05) for 20 863 

consecutive milliseconds. 864 

Border ownership index functions (Figure 2E) were defined as the difference between the 865 

response function for the preferred side of border ownership and the function for the non-preferred 866 

side of border ownership, divided by their sum. Latency of these functions was defined as the 867 

earliest crossing of a fixed threshold that was followed by values above the threshold for 20 868 

consecutive milliseconds. The threshold used was derived from shuffled data, by shuffling the 869 

stimulus labels for each laminar compartment (1000 shuffles) and finding the lowest value for 870 

which <1% of shuffles resulted in a defined latency. Since these values depend on sample size, 871 

the highest value across compartments was used as threshold, so that the different functions 872 

could be timed using the same threshold. Confidence intervals (95%) were calculated on these 873 

latencies using a bootstrap approach with the bias corrected and accelerated percentile method 874 

(MATLAB function bootci, 2000 bootstraps). The latencies were statistically compared between 875 

laminar compartments using a bootstrap approach similar to other studies (Self et al., 2019), by 876 

computing the difference in latency between bootstrap samples of different compartments and 877 

estimating p as the fraction of samples on which the difference was less than or equal to zero 878 

(one-sided test). 879 

Spike response functions to small rings in the cRF (Figure 3) were computed similarly as the 880 

response functions to border ownership stimuli (Figure 2A-D). Responses were normalized by 881 

dividing them by the peak response for each unit. Latency was defined using a threshold halfway 882 

between baseline and peak (0.435), and confidence intervals and statistical tests were computed 883 

in the same way as for the border ownership index functions.  884 

 885 
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 886 

Border ownership reliability and latency 887 

We also evaluated the time course of border ownership selectivity using the reliability metric (Zhou 888 

et al., 2000), which reflects the trial-to-trial reliability of encoding border ownership. This metric 889 

was computed for the border ownership selective units in each laminar compartment, in 100 ms 890 

sliding windows (1 ms steps). For each unit, 10000 sets of four spike trains were generated, where 891 

each set contained one random spike train from each of the four conditions in Figures 1A,C. For 892 

each window position, spikes were counted for each spike train in each set. Border ownership 893 

reliability (BOR) for a unit at a particular window position was defined as  894 

𝐵𝑂𝑅 =  
∑ 𝐴(𝑗)𝑗

∑ 𝐴(𝑗)𝑗 + ∑ 𝐵(𝑗)𝑗
 895 

where j corresponds to the index of all spike train sets for the unit. 𝐴(𝑗) and 𝐵(𝑗) indicate whether 896 

the sign of the spike count difference between border ownership conditions for spike train set j is 897 

respectively the same or opposite compared to the unit’s preferred side of border ownership: 898 

{
𝐴(𝑗) = 1 𝑖𝑓 𝑠𝑔𝑛[(𝐶𝑗,1 + 𝐶𝑗,3) − (𝐶𝑗,2 + 𝐶𝑗,4)] = 𝑆 

𝐴(𝑗) = 0 𝑖𝑓 𝑠𝑔𝑛[(𝐶𝑗,1 + 𝐶𝑗,3) − (𝐶𝑗,2 + 𝐶𝑗,4)] ≠ 𝑆
 899 

{
𝐵(𝑗) = 1 𝑖𝑓 𝑠𝑔𝑛[(𝐶𝑗,1 + 𝐶𝑗,3) − (𝐶𝑗,2 + 𝐶𝑗,4)] = −𝑆 

𝐵(𝑗) = 0 𝑖𝑓 𝑠𝑔𝑛[(𝐶𝑗,1 + 𝐶𝑗,3) − (𝐶𝑗,2 + 𝐶𝑗,4)] ≠ 𝑆 
 900 

𝑆 = 𝑠𝑔𝑛 [(𝑅1 + 𝑅3) − (𝑅2 + 𝑅4)] 901 

 902 

where 𝐶𝑗,𝑖 represents the window spike count for condition i in spike train set j, 𝑅𝑖 is the average 903 

spike rate for condition i (for the interval [50 500] ms after stimulus onset), and 𝑠𝑔𝑛 is the sign 904 

function. For each window position for each unit, BOR was only computed if there were at least 905 

10 spikes across conditions. For every window position the mean was calculated across units per 906 

laminar compartment, resulting in the BOR functions shown in Figure 2F. The abscissa in Figure 907 

2F corresponds to the position of the right edge of the window, i.e. it indicates the latest spike 908 

times that may have determined BOR for that window position (and thus represents a 909 

conservative estimate for the latency). Definition of latency, computation of confidence intervals 910 

and statistical tests used to compare latencies between layers were similar to those for the border 911 

ownership index functions. 912 

 913 

Clustering of preferred side of border ownership 914 

For a given penetration, for each orientation, the border ownership selective data set with the 915 

highest |BOI| was selected for each unit. Then from this group of data sets the largest subgroup 916 

that shared the same edge orientation and position were retained for analysis. Each unit could 917 

thus maximally contribute one data set. The preferred side of border ownership was then 918 

determined for all these data sets (example penetrations are shown in Figure 4C). The proportion 919 
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of units sharing the most common preferred side was calculated for each penetration. The 920 

average of these proportions across penetrations (Ppref) was compared with a null distribution 921 

generated by randomly assigning the preferred side of border ownership for each data set (2000 922 

randomizations; i.e. a binomial process with chance of success = 0.5). The p value was estimated 923 

as the fraction of the null distribution for which Ppref was at least as large as the actual data.  924 

 925 

Orientation tuning 926 

Orientation selectivity was evaluated using a Kruskal-Wallis test (MATLAB function kruskalwallis) 927 

on the evoked spike counts in the analysis window (between 30 ms and 200 after stimulus onset) 928 

from the orientation tuning data set, using orientation as the grouping variable (Pettine et al., 929 

2019), and defined as p<0.05. All units for which the center of the contrast edge in the orientation 930 

data set was positioned in the cRF, and the z-scored spike rate for the orientation with the highest 931 

rate was ≥ 3 were included. Z-scores were calculated by first subtracting the mean of and then 932 

dividing by the standard deviation of the spike rate in a window preceding the first stimulus in the 933 

trial, equal in duration to the analysis window. For each orientation-selective unit i, the response 934 

to each orientation j is summarized as �⃗� 𝑗, which has a direction 2j (because orientation has a 935 

period of 180º) and magnitude equal to the spike rate. The resultant �⃗� 𝑖 (vectors shown as solid 936 

lines in Figure 5) for all �⃗� 𝑗 is then calculated. The magnitude of orientation-selectivity and the 937 

preferred orientation of unit i were defined respectively as the magnitude and as the direction 938 

divided by 2 (because of the definition of direction of �⃗� 𝑗) of �⃗� 𝑖. 939 

For each penetration, the aggregate preferred orientation was defined as the direction divided by 940 

2 of the resultant vector �⃗�  of all �⃗� 𝑖 on that penetration (direction of �⃗�  is indicated by blue dashed 941 

lines in Figure 5). Statistical significance of the aggregate preferred orientation was assessed by 942 

randomizing the directions of �⃗� 𝑖 (2000 shuffles), calculating the null distribution �⃗� 𝑠ℎ𝑢𝑓𝑓𝑙𝑒𝑑, and 943 

estimating the p-value as the fraction of �⃗� 𝑠ℎ𝑢𝑓𝑓𝑙𝑒𝑑 for which the magnitude was at least as large 944 

as that of �⃗� . 945 

The independence between the fractions of respectively orientation-selective and border 946 

ownership-selective units (Table) was assessed using a Chi square test (MATLAB function 947 

crosstab). 948 

For units that were border ownership selective to multiple orientations, the circular mean of border 949 

ownership selective orientations (ordinate in Figure 6C) was calculated as the direction divided 950 

by 2 of the resultant vector of all vectors �⃗� 𝑗 that have a direction 2j and a magnitude equal to 951 

|BOI|, for all orientations j. The shortest distance of the data points in Figure 6C to the identity 952 

line (Figure 6D) was analyzed by comparing the mean to a null distribution generated by shuffling 953 

the values for the preferred edge orientation and the circular mean of border ownership-selective 954 

orientations, and calculating the mean of the shortest distance to the identity line (2000 shuffles). 955 

The p value was estimated as the fraction of the null distribution that was as small or smaller than 956 

the observed value. 957 

 958 
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