Robust EEG connectivity components at rest

A systematic data-driven approach to analyze sensor-level EEG connectivity:

Identifying robust phase-synchronized network components using surface Laplacian with spectral-spatial PCA

Ezra E. Smith a, Tarik S. Bel-Bahar a, & Jürgen Kayser a,b,*

a Division of Translational Epidemiology, New York State Psychiatric Institute, New York, NY, USA
b Department of Psychiatry, Vagelos College of Physicians & Surgeons, Columbia University, New York, NY, USA

Abstract

Although conventional averaging across predefined frequency bands reduces the complexity of EEG functional connectivity (FC), it obscures the identification of resting-state brain networks (RSN) and impedes accurate estimation of FC reliability. Extending prior work, we combined scalp current source density (CSD; spherical spline surface Laplacian) and spectral-spatial PCA to identify FC components. Phase-based FC was estimated via debiased weighted phase-locking index from CSD-transformed resting EEGs (71 sensors, 8 min, eyes open/closed, 35 healthy adults, 1-week retest). Spectral PCA extracted 6 robust alpha and theta factors (86.6% variance). Subsequent spatial PCA for each spectral factor revealed seven robust regionally-focused (posterior, central, frontal) and long-range (posterior-anterior) alpha components (peaks at 8, 10 and 13 Hz) and a midfrontal theta (6 Hz) component, accounting for 37.0% of FC variance. These spatial FC components were consistent with well-known networks (e.g., default mode, visual, sensorimotor), and four were sensitive to eyes open/closed conditions. Most FC components had good-to-excellent internal consistency (odd/even epochs, eyes open/closed) and test-retest reliability (ICCs ≥ .8). Moreover, the FC component structure was generally present in subsamples (session × odd/even epoch, or smaller subgroups [n = 7-10]), as indicated by similarity of factor loadings across PCA solutions. Apart from systematically reducing FC dimensionality, our approach avoids arbitrary thresholds and allows quantification of meaningful and reliable network components that may prove to be of high relevance for basic and clinical research applications.
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1. Introduction

Functional connectivity (FC) analyses seek to identify coordinated activity between spatially separated brain regions and, as such, can elucidate neural mechanisms that contribute to cognitive and affective processing in health and disease (Pizzagalli, 2011; Williams, 2017). There has been particular interest in characterizing stable patterns of interregional FC that emerge spontaneously during wakeful rest (Biswal, Zerrin Yetkin, Haughton, & Hyde, 1995; Raichle, 2015; Raichle et al., 2001). Identifying stable patterns of interregional FC has been accelerated by the use of multivariate techniques that can summarize thousands of functional connections into a few reliable components presumed to reflect latent functional networks. In resting participants, these networks have been referred to as resting state networks (RSNs; Lee, Smyser, & Shimony, 2013; Yeo et al., 2011).

Although functional magnetic resonance imaging (fMRI) has been the most frequently used technique for assessing RSNs, more recent studies have examined RSNs with electrophysiological methods including electroencephalogram (EEG) and magnetoencephalogram (MEG). Notably, recent work has suggested that M/EEG recordings detect somewhat different FC phenomena than neurometabolic assays (Forsyth et al., 2020; Mantini, Perrucci, Del Gratta, Romani, & Corbetta, 2007; Rizkallah, Amoud, Fraschini, Wendling, & Hassan, 2020; Coquelet et al., 2020; Marquetand et al., 2019). In particular, fMRI-based resting-state FC demonstrates the greatest convergence with electrophysiology at frequencies below (Hiltunen et al., 2014; Pan, Thompson, Magnuson, Jaeger, & Keilholz, 2013) and above (Fox, Foster, Kucyi, Daitch, & Parvizi, 2018; Kucyi et al., 2018) those EEG frequencies most prominent during wakeful rest (e.g., between 3 and 16 Hz; Congedo, John, De Ridder, & Prichep, 2010). This is not entirely surprising given that neurometabolic imaging and electrophysiology techniques measure neural activity at different temporal and spatial scales. Moreover, it is becoming increasingly apparent that high-level cognitive and motivational processes relevant to psychopathology are coded in the frequency and phase of coordinated neural activity between distal brain regions at sub-second time scales (Rouhinen et al., 2020; Ulhaas, Liddle, Linden, & Nobre, 2017). Unfortunately, most EEG FC studies have only examined a few hypothesized FC links from the thousands of possible FC links, or have focused on the sum of FC across all links, with very few systematically investigating the entirety of FC patterns inherent in high-dimensional EEG data. Moreover, most work to date has considered event-related rather than resting-state paradigms, and a comprehensive analysis of phase-synchronized FC during rest is lacking, especially when compared to the broad efforts in identifying fMRI-based RSNs (Mansour, Tian, ...
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Yeo, Cropsley, & Zalesky, 2021). Given the recent promising developments in using M/EEG connectivity biomarkers to predict clinical trajectories (e.g., Corlier et al., 2019; Whitton et al., 2018, 2019), a systematic identification of robust phase-based networks is urgently needed for streamlining biomarker development towards indices with psychometric validity and reliability adequate for clinical application.

1.1 Measuring functional connectivity in the human EEG

Although a comprehensive overview of connectivity metrics and methodology is beyond the scope of the present report, several excellent recent reviews exist (Bastos & Schoffelen, 2015; Marzetti et al., 2019; Siems & Siegel, 2020). In brief, there are four dominant approaches to measuring FC in electrophysiological recordings: 1) bivariate cross-spectra (e.g., Walter, 1963); 2) statistical dependency (e.g., autoregression) between broadband time series (e.g., Bressler & Seth, 2011); 3) correlation between temporally-filtered spectral amplitude envelopes (e.g., Hipp, Hawellek, Corbetta, Siegel, & Engel, 2012); and 4) phase clustering between electrode pairs (e.g., Lachaux, Rodriguez, Martinerie, & Varela, 1999). In general, no one connectivity metric outperforms all others, and the appropriateness of an FC metric for a given study depends on researcher hypotheses (Cohen, 2014; David, Cosmelli, & Friston, 2004; Wendling, Ansari-Asl, Bartolomei, & Senhadji, 2009). Whereas bivariate cross-spectra and phase clustering quantify synchronization of phase angles between two time series (i.e., phase-based FC), phase relationships are not specifically accounted for in most iterations of the other two approaches. This is notable since phase-based FC is unique to electrophysiological recordings, and is a primary hypothesized mechanism of neural communication (e.g., "communication through coherence"; Fries, 2015; Varela, Lachaux, Rodriguez, & Martinerie, 2001; Womelsdorf et al., 2007).

One promising phase-based FC metric is debiased-weighted Phase-Lag Index (dwPLI) that was introduced by Vinck and colleagues (2011). The dwPLI metric mitigates contributions of spurious FC from volume conduction and common generators (Bastos & Schoffelen, 2015; Nolte et al., 2004; Stam, Nolte, & Daffertshofer, 2007). Specifically, dwPLI accounts for the magnitude of phase angle differences based on their distance from the real polar axis, with phase clustering farther from the real axis being weighed more heavily, and by using a small offset to debias wPLI thereby countering the ‘bias’ effect resulting from a limited number of trials. Because of its resistance to quantifying spurious FC resulting from instantaneous volume conduction, dwPLI has become an increasingly popular phase-based FC metric (e.g., Alagapan et. al., 2019; González-
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Villar, Pidal-Miranda, Arias, Rodríguez-Salgado, & Carrillo-de-la-Peña, 2017; Portoles, Borst, & Van Vugt, 2018; van Driel, Gunsei, Meeter, & Olivers, 2017). Moreover, recent work has shown that dwPLI between EEG scalp sensors evidences adequate retest reliability (Hardmeier et al., 2014). Thus, for the current report, we chose dwPLI to measure FC in resting EEG recordings.

Reference-free EEG (Fein, Raz, Brown, & Merrin, 1988) has also been recognized as a technique for mitigating spurious FC arising from volume conduction and a common reference (e.g., Bastos & Schoffelen, 2015). Critical concerns about these problems were expressed decades ago (Essl & Rappelsberger, 1998; French & Beaumont, 1984; Leocani & Comi, 1999) and considered a ubiquitous confound, even when an average reference is used (Fein et al., 1988). Unsurprisingly, changing the EEG reference alters the observed FC patterns (Mehrkanoon, Breakspear, & Boonstra, 2014; Stam et al., 2007), although the true underlying neuronal generator patterns are obviously unchanged (e.g., Kayser & Tenke, 2010). The local Hjorth Laplacian (Hjorth, 1975), a computational variant of a surface Laplacian (second spatial derivative), produces sharper topographies indicating radially-directed current flow at scalp (current source density [CSD]; e.g., Kayser & Tenke, 2015b; Nunez et al., 1997; Perrin, Pernier, Bertrand, & Echallier, 1989; Tenke & Kayser, 2012). Scalp-based CSDs include all processes required for a complete description of neuronal current generators underlying the scalp EEG. Conversely, inverse source localization models, which are also independent of the EEG reference but notably dependent on biophysical model assumptions, can be precise but potentially incomplete or erroneous (Mahjoory et al., 2017; Tenke & Kayser, 2012). The scalp surface Laplacian (CSD) has also demonstrated critical advantages over surface potentials (i.e., referenced EEG) with regard to quantification of EEG phase (Tenke & Kayser, 2015). For these reasons, we employed a generic CSD transform using spherical splines as an initial processing step to obtain reference-free measures of EEG FC (Kayser & Tenke, 2015b; Tenke & Kayser, 2012, 2015).

1.2 Alpha and theta band networks

Only a handful of studies have specifically examined phase-based FC during wakeful rest, although this information is unique to M/EEG recordings and holds potential for clinical utility (Whitton et al., 2018, 2019). Of special interest, alpha (8 ~ 13 Hz) and theta (4 ~ 8 Hz) activity is frequently linked to neuropsychiatric syndromes and RSNs (Cavanagh & Frank, 2014; Cohen, 2011; Fries, 2015; Mantini et al., 2007; Sadaghiani & Kleinschmidt, 2016; Sadaghiani et al., 2010; Scheeringa et al., 2008).
Convergent evidence points to strong alpha band FC within occipital/visual regions, and between frontal and occipital regions (for a review, see Sadaghiani & Kleinschmidt, 2016). For alpha, Stam et al. (2007) found strong FC between occipital-parietal sensors at rest in MEG recordings for both phase-locking index (PLI) and imaginary coherency (iCOH). Using beamforming to source localize resting MEG, Hillebrand et al. (2012) found strong local PLI for 8-13 Hz alpha within medial occipital regions. A follow-up study (Hillebrand et al., 2016) analyzed FC for low (8 – 10 Hz) and high (10 – 13 Hz) alpha bands separately, with both frequency bands revealing a similar pattern of local FC near the cuneus, and long-range FC between the cuneus and medial prefrontal cortex (mPFC; Hillebrand et al., 2016). In contrast, Hardmeier et al. (2014) observed two distinct FC patterns for the low (8 – 10 Hz) and high (10 – 13 Hz) alpha bands during rest using dwPLI applied to average-referenced 256-sensor EEGs. Whereas low alpha was characterized by strong long-range FC between midline sensors over frontal, central, and occipital regions, high alpha was characterized by strong local FC amongst a cluster of medial parietal-occipital sensors, suggesting frequency-specific connectivity within the traditional alpha band. By comparison, theta band FC in resting EEG was pronounced locally in midfrontal brain regions (Hardmeier et al., 2014; Hillebrand et al., 2016; Vidaurre et al., 2018), with one MEG study failing to identify significant theta PLI in a small sample (N = 13; Hillebrand, Barnes, Bosboom, Berendse, & Stam, 2012).

Notably, these studies relied on averaging across fixed canonical frequency bands rather than empirically determining FC spectral bins. Unfortunately, this approach can obscure frequency-specific FC patterns if a priori frequency bands do not align with natural FC spectra. This is especially problematic if multiple RSNs operate at neighboring but nonetheless distinct frequencies, for instance, within narrow alpha and/or theta bands. On the other hand, multivariate approaches can identify natural (i.e., data-driven) FC frequencies, and summarize FC patterns into a connectivity component, interpreted here to reflect a RSN. In fact, the few studies analyzing M/EEG FC with multivariate approaches replicated the findings reported above, and identified additional candidate RSNs. For example, Mehrkanoon et al. (2014) identified seven RSNs in the resting EEG using a PCA variant. Two components overlapped with the occipital and midline alpha FC patterns identified by Hillebrand et al. (2016), with evidence for a spectral peak in the alpha band (10~12 Hz). An additional alpha component was identified with a peak at 12~13 Hz and an FC pattern consistent with the sensorimotor mu network (Pfurtscheller, Neuper, Andrew, & Edlinger, 1997). Mehrkanoon et al. (2014) also found a component with a midfrontal spatial pattern consistent with one previously seen for theta FC, however, it had spectral peaks in both the theta and alpha range. More recently, Vidaurre et al. (2018) used Hidden Markov Modeling...
Robust EEG connectivity components at rest

Smith, Bel-Bahar, & Kayser

(HMM) to identify RSNs with source-reconstructed MEG. One RSN demonstrated strong local FC in medial and lateral parietal regions at ~ 9 Hz, and another RSN was characterized by local FC within occipital regions at ~ 11 Hz, congruent with RSNs found by Mehrkanoon et al. (2014) and Hillebrand et al. (2016). Vidaurre et al. (2018) also identified a ~12 Hz sensorimotor component similar to that of Mehrkanoon et al. (2014), and a midfrontal-frontotemporal connectivity component spanning the delta and theta range (1~7 Hz).

Altogether, these findings converge on four spectral-spatial FC patterns characterized by: 1) a spectral peak at 10~11 Hz prominent over occipital regions; 2) a peak at 8~9 Hz spanning midline regions; 3) a ~12 Hz peak with central/sensorimotor regions; and 4) a delta-theta peak (2~8 Hz) within midfrontal regions. The few studies analyzing M/EEG FC with multivariate approaches found FC patterns that were grossly congruent with univariate approaches; however, multivariate techniques also identified additional RSNs not previously recognized.

1.3 Stability and reliability of EEG FC

Only recently have investigators began to examine the test-retest reliability of EEG FC at rest. For simplicity and interpretability, a high-dimensional connectivity dataset has to be reduced into a manageable number of test “items,” often a mean. In the M/EEG FC literature, for example, many reports have calculated a grand mean across all FC edges (i.e., “global” reliability). Several EEG studies have shown adequate test-retest reliability for global FC in the alpha band across one-week to two-year intervals, whereas global theta reliability has been less consistent1 (Dunkin, Leuchter, Newton, & Cook, 1994; Hardmeier et al., 2014; Kuntzelman & Miskovic, 2017; Marquetand et al., 2019; van der Velde, Haartsen, & Kemner, 2019). By comparison, reliability of individual FC links was in the poor to questionable range in one study with infants (van der Velde et al., 2019). To the best of our knowledge, regional variability in FC has been ignored by analyses examining individual FC links and global FC. In fact, several studies have revealed that FC test-retest reliability depends on region (Hardmeier et al., 2014; Holler et al., 2017; Roberts, Fillmore, & Decker, 2016; van der Velde et al., 2019), with the strongest FC links also demonstrating greater reliability (Garces et al., 2016). By comparison, multivariate techniques automatically organize FC links into reliable components/RSNs, thereby obviating some of the shortcomings of univariate

1 Compared to EEG, MEG studies have evidenced weaker test-retest reliability for global FC in both alpha and theta frequencies, particularly when using phase-based FC metrics (Candelaria-Cook, Schendel, Ojeda, Bustillo, & Stephen, 2020; Garces, Martin-Buro, & Maestu, 2016; Marquetand et al., 2019). It is not entirely clear why this is the case, but it may be partially attributed to differences in the types of dipoles (radial vs tangential) that are detected by EEG (both types) or MEG (only tangential), or to more FC resulting from volume-conduction and/or common sources in EEG recordings, in which case the “stronger” reliability would be misleading.
analyses that do not account for regional differences in FC reliability. Taken together, whereas initial findings on test-retest reliability of global FC at alpha and theta bands have been promising, the reliability and robustness of FC patterns (i.e., putative RSNs) has not been systematically examined.

1.4 Present study

This report focused on the systematic characterization of theta and alpha connectivity to interrogate the reliability of spatial FC patterns. To this end, a combination of CSD-transformation and PCA was used to identify and quantify connectivity components within thousands of individual FC links, a technique which we termed CSD-fcPCA. PCA is a linear multivariate method for identifying and summarizing common variance in electrophysiological data that has played an important role in consolidating the construct of a component (Chapman & McCrary, 1995; Donchin, 1966; Donchin & Heffley, 1978; Kayser & Tenke, 2003; Tenke & Kayser, 2005; Van Boxtel, 1998). PCA has successfully guided electrophysiological research in temporal, spectral, spatial, and temporal-spectral domains (Kayser & Tenke, 2006b, 2015c; Kayser, Tenke, & Debener, 2000; Tenke et al., 2008). In this study, we extended the PCA approach to identify frequency-specific connectivity components from sensor-level FC data. Cross-validation was performed on data subsamples to evaluate the consistency of PCA solutions (e.g., Barry, De Blasio, & Karamacoska, 2019) and to rule out components that may be unique to only a few participants (e.g., Smith et al., 2020). Components were also evaluated for internal consistency and test-retest reliability using Intraclass Correlations (ICCs; Shrout & Fleiss, 1979), and compared with regard to resting conditions (eyes open versus closed).

Method

2.1 Participants

Details regarding participant recruitment and selection are presented in Tenke et al. (2017). Reported data are from 35 English-speaking healthy adults (21 female, aged 18 to 65 years [Mean ±SD, 35.6 ±14.3], 10 to 20 years of education [15.3 ±2.3]) of diverse ethnicity (23 White, 7 African-American, 3 Asian, 2 Other) and mixed handedness (5 left-handed; Edinburgh Handedness Inventory laterality quotient +66.6 ±53.8, range −100.0 to +100.0; Oldfield, 1971) who were enrolled in the NIMH-funded project Establishing Moderators and Biosignatures of Antidepressant Response in Clinical Care (EMBARC; Trivedi et al., 2016). Participants were locally recruited and tested at four data collection sites (Tenke et al., 2017): Columbia University Medical Center in
New York (CU; \( n = 10 \)), Massachusetts General Hospital in Boston (MG; \( n = 9 \)), University of Texas Southwestern Medical Center in Dallas (TX; \( n = 9 \)), and University of Michigan in Ann Arbor (UM; \( n = 7 \)). All participants had no history of any DSM-IV disorder (First, Spitzer, Gibbon, & Williams, 1996). Each participant had two resting EEG recordings separated by about one week. Each EEG recording included two eyes-closed (C) and two eyes-open (O) blocks arranged in a fixed OCCO order, with each block lasting 2 min. Participants also completed additional biometric assays and self-report questionnaires that are not pertinent to the present report. The study was conducted in accordance with the Declaration of Helsinki, was approved by the institutional review board at each testing site, and all participants provided informed consent.

2.2 EEG processing and CSD transform

All EEG pre- and postprocessing steps, including unification of EEG montage and acquisition parameters, have been detailed in Tenke et al. (2017). Briefly, data from the different collection sites were converted to a common 71-channel EEG montage (10-5 system; Jurcak, Tsuzuki, & Dan, 2007; see Kayser & Tenke, 2015a, Fig. 1 minus the Nose reference site and P9/10 instead of P09/10) and visually inspected for recording artifacts. Missing, bad or bridged channels (Alschuler, Tenke, Bruder, & Kayser, 2014) were replaced by spherical spline interpolation (Perrin et al., 1989). The continuous EEG data were then blink-corrected via spatial singular value decomposition (NeuroScan, 2003) and segmented into 2-s epochs with 75% overlap. Epochs were band-passed at 1-60 Hz (24 dB/octave). A semi-automated reference-free approach identified isolated EEG channels containing amplifier drift, residual eye activity, muscle or movement-related artifacts on a trial-by-trial basis. Channels containing artifact were replaced by spline interpolation if less than 25% of all channels were flagged; otherwise, the epoch was rejected. An automatic threshold (±100 μV) applied to all EEG channels was used to exclude deviant trials. Lastly, an automated ICA-based correction was also applied that subtracts components suspicious for any additional non-neurogenic artifacts (i.e., EMG, bad electrodes) without removing additional data segments (Smith, Reznik, Stewart, & Allen, 2017).

To eliminate or substantially reduce the deleterious effects of volume conduction and common reference on phase-relationships between EEG recording sites (e.g., Bastos & Schoffelen, 2015; Nunez et al., 1997; Tenke & Kayser, 2012, 2015), a reference-free CSD transform (spherical spline surface Laplacian; Perrin et al., 1989) was applied to all artifact-free EEG epochs using the Matlab implementation of the CSD toolbox (Kayser, 2009; Kayser & Tenke, 2006b) with default settings (spline flexibility, \( m = 4 \); smoothing constant, \( \lambda = 10^{-5} \); Legendre polynomial, number of
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iterations = 50). CSDs are based on the second spatial derivative of surface potentials and represent the magnitude of radial current flow entering (source) and leaving (sink) the scalp, constituting a unique, unambiguous measure of neuronal activity at sensor level (e.g., Tenke & Kayser, 2012). In contrast to inverse source localization techniques, CSDs do not rely on a specific volume conductor model (Carvalhaes & de Barros, 2015) and are therefore a conservative means to faithfully characterize both shallow and deep neuronal generators underlying a scalp potential topography, including partially-closed fields (for a review, see Tenke & Kayser, 2012). We and others have repeatedly emphasized the benefits of CSD methods over using reference-dependent surface potentials (Burle et al., 2015; Cohen, 2015; Hagemann, Naumann, & Thayer, 2001; Kayser & Tenke, 2015c; Smith et al., 2017; Velo, Stewart, Hasler, Towers, & Allen, 2012).

2.3 Phase-synchronization and functional connectivity

A Morlet wavelet procedure (Cohen, 2014) was used to extract the analytic signals which are the basis for calculating debiased-weighted phase-lag index (dwPLI; Vinck et al., 2011), a measure of functional connectivity between brain regions. Larger dwPLI values, which range from 0 to 1, indicate consistent differences in phase lag between electrode pairs; however, dwPLI coefficients do not indicate connectivity direction. A total of 40 Morlet wavelets were logarithmically-spaced and ranged from 2 to 50 Hz. Wavelet cycles ranged from 3 to 10, with lower frequencies having fewer cycles. As the focus was on FC within theta and alpha bands, we restricted data analysis to a 3-16 Hz frequency range, resulting in 42 frequency bins. A dwPLI value was calculated for each possible pair of 71 electrodes ([71 × 70]/2 = 2,485 unique pairs or edges) from a 1-s segment from the middle of each 2-s EEG epoch. The adjacent outer 0.5-s segments were excluded to mitigate edge artifacts.

---

2 Informal pilot analyses suggested that adjacent CSD spline settings (e.g., m = 3 or 5) with default regularization (λ = 10⁻⁵) produced similar CSD-fcPCA results.

3 Morlet wavelets extracted 21 frequency bins (3, 3.3, 3.6, 3.9, 4.2, 4.6, 5, 5.4, 5.8, 6.4, 6.9, 7.5, 8.1, 8.8, 9.6, 10.4, 11.3, 12.3, 13.3, 14.5, 15.7 Hz) between 3 and 16 Hz which were interpolated to 42 logarithmically spaced bins (3, 3.1, 3.3, 3.4, 3.5, 3.7, 3.8, 4, 4.2, 4.3, 4.5, 4.7, 4.9, 5.1, 5.3, 5.5, 5.8, 6.0, 6.3, 6.5, 6.8, 7.1, 7.4, 7.7, 8.0, 8.3, 8.7, 9.0, 9.4, 9.8, 10.2, 10.6, 11.1, 11.5, 12, 12.5, 13, 13.6, 14.1, 14.7, 15.3, 16 Hz) to increase frequency resolution and the number of cases for the second PCA step.
2.4 Two-step connectivity PCA

PCA decomposes a two-dimensional EEG-FC data matrix into a set of loadings (along the variable dimension [columns]) and corresponding scores (along the case dimension [rows]) that provide a weight for each observation, which together constitute a set of FC components (see Kayser & Tenke, 2003, for temporal PCA decomposition that follows the same decomposition principle). A loadings vector (i.e., one for each extracted factor) reflects a linear covariance pattern in multivariate space. When using an unrestricted factor extraction and rotation (Kayser & Tenke, 2003), there are as many loadings as there are variables, provided the number of cases exceeds the number of variables and there are no linear dependencies among variables. For each loading vector, there are as many scores as there are observations, which reflect the strength of a given loading pattern for each observation.

Given the substantial number of variables per condition (i.e., 42 frequencies × 2,485 edges = 104,370 variables) compared to the number of cases (i.e., 35 participants × 2 eyes open/closed conditions × 2 testing sessions = 140 cases), a two-step approach was chosen so that the number of cases exceeded the number of variables (Gorsuch, 1983). First, FC data was decomposed into latent spectral FC components (i.e., analogous to a frequency PCA using power or amplitude spectra; Tenke & Kayser, 2005), entering only frequencies as variables whereas edges, conditions, sessions and participants were entered as cases. For the second PCA, raw FC data matrix was filtered\(^4\) by a latent spectral factor, and then rearranged so that FC links/edges were variables, and frequencies, conditions, sessions and participants were cases. This spectrally-filtered data matrix was then decomposed into latent connectivity components each with a unique spectral-spatial profile. In brief, the first PCA step was used to identify specific frequency-bands with high-variance dwPLI; these step-one spectral FC components were then back-projected back into dwPLI space, effectively filtering FC links by frequency, and a second PCA identified spatial FC components from all possible bivariate FC coefficients between sensor pairs.

The above considerations resulted in the following data matrices submitted to PCA at each step. For step one, variables consisted of 42 discrete frequency bins between 3 and 16 Hz to summarize spectral FC covariance across 695,800 cases (observations) stemming from participants (35), recording sessions (2), conditions (2), odd/even epochs (2), and all connectivity

\(^4\) Using the PCA of step one as a filter for the PCA of step two is notably different from other two-step PCA approaches that have submitted the associated factor scores of the step-one factors for step-two factorization (e.g., Dien, 2012). The approach here results in a step-two data matrix with a recommended cases-to-variables ratio (i.e., about 5:1; Gorsuch, 1983).
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pairs (2485 edges). Prominent high-variance components from the step-one PCA were then back-projected into original data units (i.e., dwPLI)\(^5\), yielding a full data matrix that represented connectivity strength for a specific frequency. For step two, the back-projected, component-filtered data matrix was then reorganized by arranging all connectivity pairs as variables and all other dimensions (i.e., participants, sessions, conditions, odd/even epochs, frequency bins) as cases, resulting in a new matrix (11,760 cases × 2,485 variables) for factoring the spatial connectivity covariance (i.e., pairwise connectivity strength between all 71 scalp sensors for a specific frequency pattern). Therefore, components extracted during the step-two PCA represent frequency-specific spatial FC patterns, with corresponding scores reflecting a concise summary for the strength of a particular, frequency-specific network pattern for each case (i.e., participant, recording session, condition, and odd/even epoch). As with other PCA solutions, these component scores can then be easily subjected to follow-up statistics (e.g., Kayser & Tenke, 2003; Kayser et al., 2014).

In addition to the PCA solution calculated over the entire dataset, subsets of data were also submitted to PCA to evaluate consistency of component loadings. Specifically, the two-step PCA procedure was repeated for individual data collection sites and recording sessions divided by odd/even trials. These eight additional subset PCAs (4 collection sites, 4 session × epoch [odd/even trials]) were calculated using the average FC across all resting epochs available. There were a minimum of 74 trials available for each condition in session-one recordings, and 44 trials available for each condition in session-two recordings. After obtaining the step-one PCA solutions for each subset for comparison, step-two PCAs conducted for data subsets were filtered by the spectral FC components of the step-one PCA solution derived from the group-level analysis (i.e., from the entire dataset). In this way, slight variations in step-one solutions for different subsets of data were avoided so that the stability of step-two solutions could be evaluated without introducing confounds stemming from different step-one solutions.

To be consistent with our prior CSD-PCA approaches for temporal, spectral, spatial and time-frequency EEG data (Kayser & Tenke, 2005, 2006b; Kayser et al., 2014; Tenke et al., 2011) the main group-level PCA was based on an unrestricted solution followed by Varimax rotation (Kaiser normalization) of covariance loadings (Tenke & Kayser, 2005). Component extraction was restricted to 50 for step-two PCAs calculated on data subsets to reduce computation time after verifying that only trivial differences were observed between an unrestricted CSD-fcPCA and a

---

\(^5\) The grand mean, which is removed when using a covariance association matrix for PCA decomposition (e.g., Kayser & Tenke, 2003), was not reinserted during back-projection.
CSD-fcPCA restricted to 50 components, given that the vast majority of extracted factors of an unrestricted PCA solution will explain little and most likely not theoretically-meaningful variance (Kayser & Tenke, 2003). Whereas Varimax rotation has the advantage of maintaining component orthogonality (Kayser & Tenke, 2006a), and obtaining simple structure has been proven useful in our prior work in temporal, spatial, spectral and time-frequency EEG domains, we recognize that oblique rotation procedures have yielded more favorable PCA outcomes in certain contexts (Barry & De Blasio, 2018; Dien, 2010; Scharf & Nestler, 2018). Although the effect of different blind source separation algorithms and rotation schemes on identification of RSNs is beyond the scope of this report, it will be an important question for future study.

Given the exploratory and developmental nature of the proposed CSD-fcPCA approach, we adopted a conservative “successive-hurdles” approach for selecting components. For step-one components, only components accounting for at least 1% of the total variance were included unless a factor needed to be considered for a priori reasons, which is in line with previous work (e.g., Kayser & Tenke, 2003; Tenke & Kayser, 2005). For these reasons, a midfrontal theta component that was below the 1% threshold was selected for our analysis because of a priori hypotheses concerning its potential as a candidate RSN (Cavanagh & Frank, 2014; Scheeringa et al., 2008; see Smith et al., 2020). For step-two components, only components that were evident across recording sessions, odd/even epochs, and in at least 2 out of the 4 acquisition sites were considered for further study.

To aid visualization and interpretation of network components, we opted to display only the top 10% of connectivity component loadings (249 loadings). These top component loadings were rank-ordered prior to visualization such that the strongest loadings had the largest ranks (e.g., 249 was the strongest link numerically). FC links can also be integrated across sensors to indicate node degree, a measure of the total number of functional connections between a particular sensor and every other sensor. In this case, the top 249 loadings were binarized, and then summed across sensors to produce a topography of node degree for each component. The resulting two types of FC component topography plots (i.e., edges and nodes strength) were evaluated in tandem to aid interpretation of identified RSNs. Importantly, our choice to display only the top 10% of loadings did not affect FC component quantification using the corresponding scores.

2.5 Statistics

Intraclass Correlations (ICCs) were used to evaluate internal consistency and test-retest reliability. Each participant was treated as a rater with two observations, operationalized as
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component scores from odd and even trials of session 1 (internal consistency), or all trials from session 1 and 2 (retest reliability), collapsed across EC/EO conditions. ICCs (1,k) were calculated from a one-way random analysis of variance (ANOVA; Shrout & Fleiss, 1979).

Tucker congruence coefficients (\(\phi\)) were used to evaluate similarity in component loadings across PCA solutions computed on different subsamples of data (Lorenzo-Seva & ten Berge, 2006). These coefficients indicate to what extent two components are considered to be “equal” (\(\phi \geq .95\)) or to have “fair similarity” (\(0.85 \leq \phi < .95\)).

Repeated measures ANOVA (SPSS GLM) was used to evaluate condition differences (EC/EO) separately for each RSN, with \(p < .05\) considered statistically significant. However, effects of marginal significance (\(p < .10\)) are also reported. Effect sizes are given as Cohen’s \(f\) (Cohen, 1988).

3. Results

3.1.1 Spectral connectivity components (step one)

For the complete dataset, step one identified six spectral FC components with loading peaks at 4.2, 5.1, 6.3, 8.0, 10.2, and 13.0 Hz (Figure 1A). These components exhibited unambiguous peak loadings within canonical theta and alpha frequency bands (4-13 Hz) that were of primary interest and collectively explained 86.1% of spectral FC variance. Notably, the three alpha FC components peaking between 8 and 13 Hz explained the largest proportion of variance, which is consistent with the dwPLI grand mean revealing a distinct alpha peak with higher variability compared to the other frequencies (see gray line with shaded area in Figure 1A). These six components were used to spectrally filter FC data prior to the second PCA step.

Two additional step-one components with at least 1% explained variance had incomplete loadings with peaks at lower (3.3 Hz) and upper (16.0 Hz) bounds of the 3 to 16 Hz analysis window. Another component (9.0 Hz) was characterized by negative loadings suspicious for artifact from Varimax-PCA (i.e., adhering to the orthogonality requirement). Accordingly, these three components (Figure 1A) were not further considered.

All spectral FC PCA solutions (step one) separately obtained for each data subset (i.e., each session × epoch [odd/even] as well as for each data collection site) included 6 loadings that were highly comparable to those 6 obtained in step one for the combined data (Figure 1B; all \(\phi\)s ≥ .98), rendering these subset loadings effectively equal.
3.1.2 Spatial connectivity (network) components (step two)

Figures 2 and 3 show the step-two CSD-fcPCA solutions, displaying loading topographies (edges and nodes strength, respectively) for the first five spatial factors extracted (columns 2-6) for each of the 6 spectral FC components considered (rows). Step two identified ten alpha connectivity components (Figures 2 and 3, rows 1-3), each accounting for at least 1% of the total variance, and collectively accounted for 43.6%. However, two of the mid-alpha (10.2 Hz) and one of the low-alpha (8.0 Hz) spatial FC components meeting this criterion were found to be insufficiently robust across subgroup data sets, as detailed in the following section, and were therefore not further considered.
The retained spatial FC components are marked with a red asterisk next to their topo maps in Figures 2 and 3. At the mid-alpha frequency (10.2 Hz), two candidate RSNs were characterized by local connectivity between posterior sensors (posterior mid-alpha) and by dense FC between frontal sensors (frontal mid-alpha; Figures 2 and 3, row 1, columns 2-3). At the low-alpha frequency (8.0 Hz), two candidate RSNs were characterized by strong connectivity between lateral posterior sensors (posterior low-alpha) and between mid-occipital and mid-frontal sensors (mid posterior-anterior low-alpha; Figures 2 and 3, row 2, columns 2-3). At the high-alpha frequency (13.0 Hz), three candidate RSNs were characterized by connectivity between occipitoparietal sensors (posterior high-alpha), connectivity between lateral posterior and frontal sensors (lateral posterior-anterior high-alpha), and local connectivity bridging mid-central regions across both hemispheres (sensorimotor high-alpha; Figures 2 and 3, row 3, columns 2-4).
Compared to their alpha FC component counterparts, all step-two PCA solutions for the three step-one theta FC components had a more even variance spread between all extracted spatial FC components, as revealed by their Eigenvalue plots (Figure 2, rows 4-6, column 1), with no component explaining more than 1% of the total variance. However, a midfrontal component at 6.3 Hz accounted for an appreciable amount of step-two variance (8.4%), and was congruent with hypotheses regarding a midfrontal theta RSN (Figures 2 and 3, row 5, column 2). This midfrontal theta component was also identified in 7 of the 8 subgroup data sets (Tucker’s congruence coefficients, $\phi \geq .86$; see Supplemental Figure S5, column 1), suggesting FC component stability despite its low total variance. A peak frequency for midfrontal theta between 6 and 8 Hz, as opposed to a lower theta peak frequency, may also be more consistent with previous findings on midfrontal theta at rest (Kubicki, Herrmann, Fichte, & Freund, 1979; Pizzagalli, Oakes, & Davidson, 2003; Scheeringa et al., 2008).

**Figure 3.** Node strength of spatial FC components identified via step-two PCA (organized as in Figure 2). Connectivity strength of each scalp site reflects the sum of the binarized top 10% loadings (as shown in Figure 2). The joint consideration of edge and node topographies allow for a concise interpretation of the resting state network (RSN) identified by each step-two FC component.
Thus, a total of 8 RSN components (37.0% total FC variance explained) were retained for further analysis, seven of which had a frequency peak within the alpha band (36.5%) and one with a frequency peak in the theta band (0.5%).

3.2 Consistency of RSN component loadings

RSN loadings (step two) from aggregate data and subsamples demonstrated fair similarity and equality in most instances. For the eight RSNs considered for further analysis (i.e., red asterisk in Figures 2 and 3), all had corresponding RSNs (ϕ ≥ .89) in the 4 data subsets that included all participants (i.e., session [1/2] × epoch [odd/even]), and for at least two collection sites for which subsample sizes varied between \( n = 7 \) and \( n = 10 \) (see Supplementary Figures S1-S6 for edges and nodes strength topographies, explained variance, and Tucker’s congruence coefficients for all subsamples compared to the step-two PCA solutions of the entire dataset). The greatest correspondence between RSNs of the entire sample and the subsamples was seen for the first two RSNs of each alpha FC component and also the midfrontal theta FC component, all of which had 7 or 8 matches out of 8 subsamples (ϕ ≥ .88).

3.3 Reliability of RSN component scores

Split-half internal consistency for data collected at session one was excellent for all components (ICCs > .95). Test-retest ICCs
showed moderate to excellent reliability across testing sessions for all components (.70 ≤ ICCs < .96; Koo & Li, 2016; Shrout & Fleiss, 1979). There was considerable similarity in RSN component scores for individual participants across sessions relative to the variability in scores between participants (Figure 4).

### 3.4 Eyes open/closed condition differences

The posterior mid-alpha (8.0 Hz) RSN was greatly enhanced for EC compared to EO epochs, $F(1,34) = 16.4, p = .0003, f = .695$ (EC vs EO, Mean ±SD, .114 ±0.072 vs −.114 ±0.051; Figure 5A), and the posterior high-alpha (13.0 Hz) RSN was also greater for EC than EO, $F(1,34) = 5.80$, $p = .02, f = .413$ (.055 ±0.065 vs −.055 ±0.063; Figure 5B). Interestingly, the opposite effect (EO > EC) was seen for the two other 13.0 Hz RSNs, that is, the lateral posterior-anterior high-alpha RSN, $F(1,34) = 3.74, p = .06, f = .332$ (−.036 ±0.070 vs .036 ±0.064; Figure 5C), and the sensorimotor high-alpha RSN, $F(1,34) = 4.71, p = .04, f = .372$ (−.050 ±0.057 vs 0.05 ±0.083; Figure 5D). There were no significant condition differences for any of the other RSNs (all $F(1,34) ≤ 1.83$, all $p ≥ .18$).
4. Discussion

The current findings present a comprehensive summary of phase-based RSNs intrinsic to resting EEG recordings using a reference-free data-driven approach. First, we minimized interpretational confounds due to volume conduction and choice of EEG recording reference (Bastos & Schoffelen, 2015; Tenke & Kayser, 2015) by using CSD transform as a spatial filter. Second, we employed a popular FC metric that is resistant to spurious connectivity estimates (dwPLI; Vinck et al., 2011) and has previously demonstrated adequate test-retest reliability for sensor-level EEG FC (Hardmeier et al., 2014). Third, a two-step PCA extending our prior work (e.g., Tenke & Kayser, 2005; Kayser & Tenke, 2006b) provided a concise and efficient summary of millions of data points in the form of eight distinct RSNs that explained over 37% of the connectivity variance in resting EEG data. Notably, only a targeted spectral subrange (3 – 16 Hz) was submitted to PCA, thus RSNs at lower (delta) or higher (beta, gamma) frequencies were not considered. However, there is no reason to suspect that the CSD-fcPCA approach developed here would not also work for other frequency ranges. These observations suggest that a generic linear approach to EEG analysis (Parra, Spence, Gerson, & Sajda, 2005) used to identify temporal (e.g., Tenke, Kayser, Stewart, & Bruder, 2010), spatial (e.g., Cohen, 2017; Dien, 2012; Tenke et al., 2008), spectral (e.g., Barry & De Blasio, 2018; Tenke & Kayser, 2005) and time-frequency (e.g., Kayser & Tenke, 2015a; Kayser et al., 2014) components can be extended towards the detection of reliable RSN components.

In most cases, RSNs were similar across data subsamples, suggesting that the identified RSNs were generalizable and not the result of a few isolated high-variance cases. Specifically, the identified RSNs were stable across recording sessions, internally consistent, and mostly comparable across collection sites. All RSNs demonstrated good-to-excellent internal consistency and one-week retest reliability. Whereas several RSNs converged with previous findings, there were a few unexpected alpha-band RSNs that had not been previously identified in resting EEG-dwPLI studies, but were nonetheless similar to FC patterns found in event-related designs. Altogether, we identified multiple candidate phase-based RSNs that were robust and reliable, strongly suggesting that CSD-fcPCA is a useful tool for the identification and quantification of RSNs in resting EEG recordings.
4.1 Findings and context

The present results align with previous work demonstrating the importance of alpha rhythms to RSNs (Chapeton, Haque, Wittig, Inati, & Zaghloul, 2019; Knyazev, Slobodskoj-Plusnin, Bocharov, & Pylkova, 2011; Sadaghiani & Kleinschmidt, 2016). Seven of the eight RSNs identified within a 3 – 16 Hz frequency range revealed a spectral peak within the canonical alpha band (8 - 13 Hz), with another RSN demonstrating a spectral peak at 6.3 Hz, well within the conventional theta band.

Three alpha components at differing peak frequencies (8.0, 10.2, and 13.0 Hz) were characterized by an abundance of connections between posterior sensors, consistent with typical alpha topographies (e.g., Smith et al., 2020). The fact that two out of three posterior alpha components demonstrated a significant condition difference underscores the existence of functionally dissociable alpha generators at distinct alpha frequency bands (e.g., Barry, De Blasio, Fogarty, & Clarke, 2020; Berger, 1929; Tenke & Kayser, 2005). A RSN with dense connections between sensors over sensorimotor cortex (sensorimotor high-alpha) was consistent with the well-known mu rhythm of the somatosensory system (e.g., Pfurtscheller et al., 1997). In addition, we identified a low alpha component (mid posterior-anterior low-alpha) having several long-range connections between mid-frontal and mid-occipital sensors that was similar to an 8 - 10 Hz pattern reported by Hardmeier et al. (2014), a 8-13 Hz midline pattern found by Hillebrand et al. (2016), and a midline FC component identified by Mehrkanoon et al. (2014).

We also found two additional and unexpected alpha RSNs: 1) a mid-alpha (10.2 Hz) component with local connections over frontal regions, and 2) a lateral posterior-anterior high-alpha (13.0 Hz) component characterized by long-range connections between lateral-frontal and lateral-parietal regions. Our impression is that CSD-fcPCA facilitated the detection of these novel RSNs that overlap in frequency and topography with other RSNs. For example, studies collapsing across one (Hillebrand et al., 2012; Stam et al., 2007) or two (Hardmeier et al., 2014; Hillebrand et al., 2016) alpha bands are by definition only capable of identifying RSNs within one or two alpha frequency bands, respectively. This finding suggests that multivariate approaches may be a necessary requisite for detecting RSNs with spectral-spatial overlap.

---

6 A low-alpha (8.0 Hz) bitemporal FC component that narrowly missed our stringent reliability criteria (see Supplementary Figure S2, columns 3 and 7) appeared to be consistent with the tau rhythm linked to supratemporal auditory cortex and sound suppression (e.g., Hari, Salmelin, Mäkelä, Salenius, & Helle, 1997; Tiihonen et al., 1991; Weisz et al., 2011; Yokosawa et al., 2020).
A subset of RSNs also varied in strength as a function of opening and closing of the eyes. Two alpha FC components (posterior low-alpha, posterior high-alpha) paralleled the classical Berger effect (EC > EO), whereas two other alpha components (lateral posterior-anterior high-alpha and sensorimotor high-alpha) showed the opposite condition effect (EO > EC). Greater RSN strength during EO is compatible with enhanced high-alpha FC across frontoparietal regions during working memory tasks (Sadaghiani & Kleinschmidt, 2016) and enhanced high-alpha FC across sensorimotor regions during motor initiation (Pfurtscheller et al., 1997). However, this is admittedly a speculative interpretation given that these effect sizes were notably weaker than those for EC > EO effects (i.e., medium rather than large), and identifying the precise functional significance of these novel RSN components will require further study.

A midfrontal theta (6.3 Hz) RSN identified here explained only a small fraction of connectivity variance in resting EEG, much less than explained by alpha network components, which is consistent with spectral amplitude findings for mid-frontal theta (e.g., Smith et al., 2020). Nonetheless, this FC component was internally consistent, test-retest reliable, and identified in 7 out of 8 data subsamples. This 6.3 Hz midfrontal theta component is also consistent with prior spectral analyses with regard to peak frequency and topography (e.g., Pizzagalli et al., 2003; Scheeringa et al., 2008). Altogether, the present findings showcase a diversity of reliable EEG-RSNs with varying peak frequencies, topographies, and putative functions that are ripe for additional investigation.

4.2 Limitations

Several limitations warrant consideration when interpreting these findings. First, the current study employed a conventional resting EEG paradigm with eyes open and closed recording periods as the only experimental manipulation. Although this is the de facto standard in the field, it severely limits interpretation of EEG connectivity, particularly when developing a new FC metric, as little is yet known how this variation affects rhythmic connections between regions, if at all. Because the present analysis was restricted to 3–16 Hz, RSNs at other frequency ranges were not considered; we encourage researchers to adopt the approach here to aid in the identification of RSNs at lower and higher frequencies. We have no reason to suspect this approach would not extend to other frequencies, but this remains an empirical question.

Second, EEG data were acquired in different EEG labs using disparate hard- and software necessitating a substantial effort to equate all critical recording aspects across acquisition sites.
before allowing a combined data analysis (Tenke et al., 2017). Given these constraints, it seems fairly remarkable that robust and interpretable RSNs emerged, suggesting that more homogeneous data sets may yield even more promising results.

Third, the CSD-fcPCA analysis reported here was based on a specific phase-lag FC metric, the debiased-weighted Phase-Lag Index (dwPLI; Vinck et al., 2011). However, many other FC metrics have been proposed and employed over the years, each with different properties and (dis-)advantages (e.g., Cohen, 2014). It is likely that different metrics will generate different FC components (e.g., Imperatoni et al., 2019), which will be a topic for future study. We would argue that the proposed CSD-fcPCA approach will also be effective in identifying and summarizing distinct FC variance stemming from other FC metrics. The hope is that this will also apply to causal (i.e., directional) FC metrics (e.g., Seth et al., 2015), however, this may require amendments to the specific CSD-fcPCA implementation developed here.

Fourth, the current FC data decomposition was applied at sensor as opposed to brain level. The advantages of a planar (two-dimensional) CSD transform (surface Laplacian) are that the obtained estimates of radial current flow at scalp are effectively model-independent (e.g., Tenke & Kayser, 2012) whereas all other three-dimensional generator source inverse solutions are dependent of their imposed biophysical constraints (e.g., Grave de Peralta Menendez et al., 2004; Pascual-Marqui et al., 1994). Still, EEG source localization techniques are useful if applied appropriately (e.g., Michel & He, 2019). Given that the quantification of EEG spectra at sensor and brain level via frequency PCA has demonstrated considerable similarities (Smith et al., 2020), it may be promising to apply the proposed fcPCA approach in concert with distributed inverses or other source localization techniques.

4.3 Conclusions

A comprehensive data-driven approach to analyze phase-based EEG functional connectivity — CSD-fcPCA — revealed candidate RSNs that were remarkably stable within and across participants. RSNs identified with CSD-fcPCA demonstrated good-to-excellent internal consistency and one-week test-retest reliability. The new CSD-fcPCA approach introduced here found multiple frequency-specific connectivity components that aligned with and extended previous work. Moreover, we found two additional candidate RSNs that would have been undetectable in previous reports that pooled FC metrics across canonical frequency bands. Alpha band RSNs dominated the resting EEG in the 3-16 Hz range, with 7 out of 8 network components
identified between 8-13 Hz (i.e., classic alpha band). A theta (6.3 Hz) component demonstrated prominent connectivity amongst midfrontal sensors and was also reliable. Overall, these results suggest there are multiple phase-based RSNs in the resting EEG that demonstrate adequate reliability for consideration in future basic research and clinical applications.
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Supplementary Material

Figure S1. Edge and node strength of mid-alpha (10.2 Hz) spatial FC components identified in the step-two PCA applied to subsample data sets using step-one PCA components derived from the entire dataset (cf. Figures 2 and 3). For comparison, the top row shows edge and node strength topographies of the first 4 spatial FC components obtained for the original PCA solution. Rows depicts the best match for each subsample PCA solution, as determined by Tucker’s congruence coefficients $\phi$ (plotted in italics at the top left corner of each map); only loading maps having at least “fair similarity” ($\phi \geq .85$) are shown. Rows 2-5 show results for subsamples ($N = 35$) created by crossing session (1/2) with epoch (odd/even); rows 6-9 show those for subgroups based on EEG acquisition site ($n = 7-10$). Each subplot title lists the total variance explained and the corresponding step-two variance (in parentheses). Note that for subgroup UM (row 9), the same spatial FC component provided the best match for two different spatial FC components of the entire dataset (row 9, columns 1/5 and 3/7, respectively).
Figure S2. Edge and node strength of low-alpha (8.0 Hz) spatial FC components (all other details as in Figure S1).
Figure S3. Edge and node strength of high-alpha (13.0 Hz) spatial FC components (all other details as in Figure S1).
Figure S4. Edge and node strength of low-theta (4.2 Hz) spatial FC components (all other details as in Figure S1).
Figure S5. Edge and node strength of mid-theta (6.3 Hz) spatial FC components (all other details as in Figure S1).
Figure S6. Edge and node strength of low/mid-theta (5.1 Hz) spatial FC components (all other details as in Figure S1).