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Abstract 
Purpose: To introduce a Deep-Learning-Based Accelerated and Noise-Suppressed Estimation 
(DANSE) method for reconstructing quantitative maps of biological tissue cellular-specific, *2R t  
and hemodynamic-specific, 2′R  from Gradient-Recalled-Echo (GRE) MRI data with multiple 
gradient-recalled echoes. 

Methods: DANSE method adapts supervised learning paradigm to train a convolutional neural 
network for robust estimation of *2R t  and 2′R  maps free from the adverse effects of macroscopic 
( 0B ) magnetic field inhomogeneities directly from the GRE magnitude images without utilizing 
phase images. The corresponding ground-truth maps were generated by means of a voxel-by-voxel 
fitting of a previously-developed biophysical quantitative GRE (qGRE) model accounting for 
tissue, hemodynamic and 0B -inhomogeneities contributions to GRE signal with multiple gradient 
echoes using nonlinear least square (NLLS) algorithm.  

Results: We show that the DANSE model efficiently estimates the aforementioned brain maps 
and preserves all features of NLLS approach with significant improvements including noise-
suppression and computation speed (from many hours to seconds). The noise-suppression feature 
of DANSE is especially prominent for data with SNR characteristic for typical GRE data 
(SNR~50), where DANSE-generated *2R t  and 2′R  maps had three times smaller errors than that 
of NLLS method. 

Conclusions: DANSE method enables fast reconstruction of magnetic-field-inhomogeneity-free 
and noise-suppressed quantitative qGRE brain maps. DANSE method does not require any 
information about field inhomogeneities during application. It exploits spatial patterns in the qGRE 
MRI data and previously-gained knowledge from the biophysical model, thus producing clean 
brain maps even in the environments with high noise levels. These features along with fast 
computational speed can lead to broad qGRE clinical and research applications. 

 

Keywords: deep learning; quantitative gradient recalled echo MRI; brain neuronal structures; 
tissue microstructure, BOLD 
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Introduction 
Magnetic resonance imaging (MRI) has become a powerful non-invasive tool to investigate the 
human brain structure in health and disease. Numerous MRI pulse sequences are used in clinical 
practice to create so-called “weighted” images (e.g. diffusion-weighted, T1- or T2-weighted) tuned 
to emphasize different brain structures and pathologies. More detail information can be potentially 
obtained from quantitative MRI approaches (e.g. measuring water molecule diffusion, T1 or T2 
relaxation time parameters) that are more sensitive to different aspects of brain tissue 
microstructure than weighted approaches. While weighted MRI usually allows fast reconstruction 
of images from collected k-space data, the quantitative MRI approaches more often than not 
require long reconstruction times using sophisticated computer programs and are also more 
sensitive to noise in the data than the weighted MRI. These issues often create barriers for 
implementing quantitative MRI for clinical applications.   

In this paper, we are considering one of these techniques, a quantitative Gradient Recalled Echo 
(qGRE) MRI (Ulrich & Yablonskiy, 2016). qGRE MRI (Ulrich & Yablonskiy, 2016), is based on 
the gradient recalled echo sequence with multiple gradient recalled echoes, biophysical model of 
GRE signal decay (Yablonskiy, 1998; Yablonskiy & Haacke, 1994 ) and algorithms for data 
analysis allowing separating contributions of the tissue specific ( *2R t ), blood-oxygen-level-
dependent ( 2′R ) and adverse effects of macroscopic magnetic field inhomogeneities (D. A. 
Yablonskiy, A. L. Sukstanskii, J. Luo, & X. Wang, 2013a) from the total R2*=1/T2* relaxation 
rate parameter of the GRE signal. Importantly, the quantitative relationships established in (Wen, 
Goyal, Astafiev, Raichle, & Yablonskiy, 2018) between brain cellular composition and the *2R t  
metric of the quantitative Gradient Recalled Echo (qGRE) MRI (Ulrich & Yablonskiy, 2016) 
shows that the *2R t  subcomponent of the R2* is associated with the neuronal properties of human 
brain:  

 2 * 5.8 20.4= + ⋅R t NDI   (1) 
where *2R t  is measured in inverse seconds and NDI is a neuronal density index (dimensionless 
parameter ranging from 0 for tissue void of neurons to 1 for tissue that would consist only from 
neuronal cells). In addition, the 2′R  subcomponent of R2* can be used to measure concentration 
of deoxyhemoglobin per unit tissue volume by means of the relationship (Ulrich & Yablonskiy, 
2016):  
 2′ = ⋅ deoxyR k C   (2) 
where parameter k is defined below in the Methods section, Eq. (8). 
 
The qGRE technique has already proven useful in studying of healthy brain aging (Zhao, Wen, 
Cross, & Yablonskiy, 2016), loss of neurons at early stages of Alzheimer disease (Kothapalli et 
al., 2021; Zhao et al., 2017), multiple sclerosis (Xiang, Wen, Cross, & Yablonskiy, 2019) and 
traumatic brain injury (Astafiev et al., 2019). While qGRE sequence can be implemented on any 
commercial MRI scanner and requires less than 10 minutes to acquire high resolution data, the 
data analysis currently cannot be done on the scanner as it requires hours of computing time to 
generate *2R t  and 2′R  maps using fitting routines based on non-linear least squares (NLLS) 
approaches.  
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Advent of introducing machine learning approaches to the field of medical image reconstruction 
(Aggarwal, Mani, & Jacob, 2019; Castiglioni et al., 2021; Eo et al., 2018; Hammernik et al., 2018; 
Knoll et al., 2019; Knoll et al., 2020; Schlemper, Caballero, Hajnal, Price, & Rueckert, 2018; 
Sriram et al., 2020; Sun, Li, & Xu, 2016; Yaman et al., 2020; Yang et al., 2018; Zhu, Liu, Cauley, 
Rosen, & Rosen, 2018) opened new opportunities for generating quantitative MRI data instead of 
using NLLS-based fitting routines. The methods developed so far mostly focused on training 
Artificial Neural Network (ANN) for a voxel-by-voxel parameter estimations (Domsch et al., 
2018; Hubertus et al., 2019). In particular, (Domsch et al., 2018) demonstrated improved accuracy 
in estimating oxygen extraction fraction (OEF) from GRE data and theoretical model (Yablonskiy, 
1998) based on ANN-fitting. 
 
Recently we have demonstrated (Torop et al., 2020) that using deep learning approach allows 
reconstruction of combined R2* maps in a matter of seconds with improved image quality and 
reduced noise effects. However, separate generating quantitative maps of R2t* and 2′R  is a more 
challenging problem as it requires data with significantly higher signal-to-noise ratio (SNR) (X. 
Wang, Sukstanskii, & Yablonskiy, 2013; Zhao et al., 2016) not always available from 
experimental data. From this perspective, using deep neural network instead of ANN provides 
clear advantage in dealing with noisy data (Torop et al., 2020) and also reducing computation time. 
Moreover, we have developed a deep learning framework (Xu et al., 2021) which performs motion 
correction on complex qGRE images and enables reconstruction of high-quality motion-free 
quantitative R2* maps. 
 
This paper presents a fully supervised Deep-Learning-Based Accelerated and Noise-Suppressed 
Estimation (DANSE) method for generating qGRE metrics associated with human brain neuronal 
structure and hemodynamic properties. Our method is based on Convolutional Neural Network 
(CNN) which is trained on qGRE MR images reflecting signal decay. The network architecture is 
similar to our recently published RoAR method (Torop et al., 2020). However, the ground truth 
maps were generated by fitting the biophysical model (Ulrich & Yablonskiy, 2016) to 
experimental GRE data with multiple gradient echoes using nonlinear least square algorithm. 
Moreover, the biophysical model accounts for the macroscopic magnetic field inhomogeneities 
(background field gradients), thus producing *2R t  and 2′R  maps essentially free from the 
background field gradients –induced artifacts. Importantly, the DANSE method generates the *2R t  
and 2′R  brain maps directly from the qGRE MR magnitude images without the need for utilizing 
k-space data and/or phase images.  

Our results show that applying deep leaning DANSE approach to qGRE MRI data allows 
generating *2R t  and 2′R  maps with significant acceleration of reconstruction times (from many 
hours to seconds) with simultaneous improvement in image quality (by reducing contribution of 
noise to reconstructed data).   
 
Methods 
In this study, we used previously published 26 qGRE brain imaging data collected from 26 healthy 
volunteers (age range 26-76) using a Siemens 3T Trio MRI scanner and a 32-channel phased-array 
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head coil (Zhao et al., 2016). All studies were approved by local IRB of Washington University. 
All volunteers provided informed consent.  

Biophysical model of qGRE MRI signal formation 

To identify brain cellular structure and hemodynamic properties we use the quantitative Gradient 
Recalled Echo (qGRE) MRI method (Ulrich & Yablonskiy, 2016). The qGRE method is based on 
3D gradient recalled echo MRI sequence with multiple gradient echoes and theoretical model that 
describes GRE signal relaxation properties. In the framework of this approach, the GRE signal 
dependence on the echo time TE is presented in the following equation ((Yablonskiy, 1998), 
(Ulrich & Yablonskiy, 2016)) 
 
 2 * 2

0( ) e ( ) ( )π− ⋅ + ⋅ ⋅∆ ⋅= ⋅ ⋅ ⋅R t TE i f TE
BOLD macroS TE S F TE F TE  (3) 

where TE is the gradient echo time, S0 is the signal amplitude, R2t* is the tissue-specific (t- stands 
for tissue) transverse relaxation rate constant (describing GRE signal decay in the absence of 
BOLD effect), Δf is the frequency shift (dependent on tissue structure and also macroscopic 
magnetic field created mostly by tissue/air interfaces), function FBOLD(TE) describes GRE signal 
decay due to the presence of blood vessel network with deoxygenated blood (veins and the part of 
capillaries adjacent to veins) (Yablonskiy & Haacke, 1994), and function Fmacro(TE) accounts for 
the adverse effects of macroscopic magnetic field inhomogeneities. Herein, F(TE) is calculated by 
means of a voxel spread function (VSF) method (D. A. Yablonskiy, A. L. Sukstanskii, J. Luo, & 
X. Q. Wang, 2013b). In this paper for the BOLD model (Yablonskiy & Haacke, 1994) we use the 
following expression (Ulrich & Yablonskiy, 2016) 

 1( ) 1 ( ) ( )
1 1

ζ δω ζ δω
ζ ζ

= − ⋅ ⋅ + ⋅ ⋅ ⋅
− −BOLD s sF TE f TE f TE  (4) 

that more completely accounts for the presence of large veins. In Eq. (4), ζ  is the deoxygenated 
cerebral blood volume (dCBV) fraction (deoxyhemoglobin-containing part of the total blood 
volume, i.e. veins and adjacent to them portion of the capillary bed), and the characteristic 
frequency δω is: 

 0 0
4 (1 )
3

δω π γ χ= ⋅ ⋅ ⋅ ⋅∆ ⋅ −B Hct Y  (5) 

In Eq. (5), B0 is the MRI scanner magnetic field (3T in our data), 8 1 12.675 10γ − −= ⋅ ⋅ ⋅rad s T  is the 
gyromagnetic ratio, Hct is the blood hematocrit level, 0 0.27χ∆ = ppm  (Spees, Yablonskiy, 
Oswood, & Ackerman, 2001) is the susceptibility difference between fully oxygenated and fully 
deoxygenated blood, and Y is the blood oxygenation level (Y=0 corresponds to fully deoxygenated 
blood and Y=1 corresponds to a fully oxygenated blood). Function fs describes the signal decay 
due to the presence of the blood vessel network which was defined in (Yablonskiy & Haacke, 
1994). Herein we use expression for the function fs  defined in terms of hypergeometric function 
1 2F  (Yablonskiy et al., 2013b) : 

 ( )2
1 2

1 3 5 9( ) ; ; ; 1
2 4 4 16

δω δω    ⋅ = − − ⋅ −        
sf TE F TE  (6) 

For long TE>1.5/δω this function displays linear behavior with respect to TE with a coefficient 
2′R  equal to 
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 2 ζ δω′ = ⋅R  (7) 
The 2′R  is related to the GRE signal loss due to the presence of paramagnetic deoxygenated blood 
in veins and the pre-venous part of the capillary bed.  
By making use of Eqs. (5) and (7), we can also evaluate the concentration of deoxyhemoglobin 
per unit tissue volume (He & Yablonskiy, 2007):  

 
0 0

3 2
4 π γ χ

⋅ ′= ⋅
⋅ ⋅ ⋅∆ ⋅

Hb
deoxy

nC R
B

 (8) 

where nHb is the total intracellular Hb concentration equal to 5.5 × 10−6 mol/mL. Hence, parameter 
k in Eq. (2) is equal to 0 04 (3 )π γ χ= ⋅ ⋅ ⋅∆ ⋅ ⋅ Hbk B n .   
 
Image Acquisitions and biophysical model parameters estimation 

A 3D multi-gradient echo sequence was used to obtain the data. Sequence parameters were: 
resolution 1 × 1 × 2 mm3 (read, phase, slab), FOV 256 mm × 192 mm, repetition time TR =50 ms, 
flip angle 30°, 10 gradient echoes with first gradient echo time TE1= 4 ms, echo spacing ΔTE = 4 
ms. Additional phase stabilization echo (the navigator data) was collected for each line in k-space 
to correct for image artifacts due to the physiological fluctuations (Wen, Cross, & Yablonskiy, 
2015). The total acquisition time was 11 min and 30s. After the data acquisition, the raw k-space 
data were read into MATLAB (TheMathWorks, Inc.) for data analysis. 

Model parameters S0, *2R t , ζ  and δω are obtained by fitting Eq. (3) to experimental data on a 
voxel-by-voxel basis using non-linear least square (NLLS) algorithm. The function Fmacro(TE) is 
precomputed using VSF method (Yablonskiy et al., 2013b) with fast algorithm (Wen et al., 2020). 

To mitigate the adverse effects of the noise on parameters estimation we adopted a two-step fitting 
procedure (D. A. Yablonskiy, J. Wen, S. Kothapalli, & A. L. Sukstanskii, 2021). At the first step, 
we evaluate all parameters using NLLS algorithm. At the second step, we calculate mean δω for 
each ROI defined using FreeSurfer segmentation and then apply NLLS with fixed δω to estimate 
S0, *2R t and 2 ζ δω′ = ⋅R . To further reduce noise influence on the data, we apply the Hanning 
filter in the image domain to the *2R t  and 2′R maps to use as reference data for training our model.  

DANSE Architecture and Training 
In this study we use deep convolutional neural network model based on 2D U-Net architecture 
(similar to (Torop et al., 2020)) as illustrated in Fig. 1. The U-Net architecture (Çiçek, Abdulkadir, 
Lienkamp, Brox, & Ronneberger, 2016; Ronneberger, Fischer, & Brox, 2015) consists of 
contracting path and expanding path with two paths being symmetrical. Each contracting path 
includes a series of convolutions, each followed by a rectified linear unit (ReLU) and a max 
pooling operation to encode the local information while the expanding path uses sequence of up-
convolutions with high-resolution feature concatenations. The high resolution features from the 
contracting path were concatenated with the outputs of expanding path for future reuse and 
compensating resolution loss in the final output. The neural network model was implemented in 
TensorFlow (Abadi et al., 2016). The network weights were learned by minimizing the L1 loss 
between the prediction and the ground truth reference using Adam (Kingma and Ba, 2014) 
optimizer with an initial learning rate of 8e-4 and a batch size of 4. DANSE training was done by 
splitting the aforementioned 26 data into 18 datasets (≈70%) for training, 4 for validation (≈15%) 
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and 4 for testing (≈15%). The model was trained from scratch with random weights initialization. 
Such multi-scale structure leads to a large receptive field of the CNN that is effective for removing 
globally spread imaging artifacts typical in MRI (Han et al., 2018; Krizhevsky, Sutskever, & 
Hinton, 2012). 

 

 

Figure 1: A fully supervised Deep-Learning-Based Accelerated and Noise-Suppressed Estimation 
(DANSE) method for generating qGRE metrics associated with human brain neuronal structure 
and hemodynamic properties. Figure represents a schematic structure of the convolutional neural 
network model based on 2D U-Net architecture with four-level depth. It takes 10 qGRE magnitude 
images (corresponding to 10 gradient echoes) to reconstruct a single map representing one of the 
qGRE parameters (S0, *2R t  and 2′R ). 

In this study, we have trained the DANSE model separately for each map of the three biophysical 
model parameters pn, i.e. S0, *2R t  and 2′R . The ground truth maps for each parameter were 
generated by fitting the biophysical model in Eq. (3) as discussed in previous section. Our model 
processes data from individual spatial slices extracted from 3D qGRE MRI data. The 3D image of 
the whole brain is then obtained by concatenating the outputs of the DANSE applied slice-by-slice. 
We represent the magnitudes of the measured 2D qGRE images of M gradient echo times as 
follows: 

 1 2( , ,..., )Ms s s s=  (9) 
where each vector ms  in s (𝑚𝑚 =  1, 2, … ,𝑀𝑀) denotes a vectorized 2D image representing the 
magnitude of the data for one of the gradient echo times. 
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Figure 2: DANSE supervised training model. For each map of the parameters pn, the individual 
model’s weights θn are optimized for the loss, so that ( )ˆn np θ=   is close to the corresponding 
ground-truth maps of pn. 

Figure 2 demonstrates a pictorial schematic design for the prediction of brain maps corresponding 
to each true map. The ground-truth of the desired brain maps (pn) are represented as: 𝑝𝑝1 = 𝑆𝑆0, 
 𝑝𝑝2 = 𝑅𝑅2𝑡𝑡∗ and 𝑝𝑝3 = 𝑅𝑅2′. Let ˆ ( )

nnp sθ=   denote our deep CNN architecture which estimates the 
values 𝑝̂𝑝1,  𝑝̂𝑝2 and 𝑝̂𝑝3 of corresponding true values of 𝑝𝑝𝑛𝑛 determined by the biophysical model from 
the qGRE signal s. The vector θn denotes the trainable set of weights for parameter n in the CNN. 
As illustrated in Fig. 1 DANSE takes 10-echo magnitude data and produces high quality maps of 
biophysical parameters free from field inhomogeneity artifacts. It is to be noted that, we train 
DANSE for each brain parameter map separately and for each case we get 𝑝̂𝑝1 = 𝑆𝑆0� , 𝑝̂𝑝2 = 𝑅𝑅2𝑡𝑡� ∗, 
and 𝑝̂𝑝3 = 𝑅𝑅2�′ as the estimated parameters from DANSE model by minimizing the empirical loss: 

( ){ } 1,2,...,
ˆ ,

L
p p

= 



 over the training set consisting of L 2D-slices. Common choices for ℒ include 

the Euclidean and the ℓ1 distances. The equation can be expressed as follows: 

 ( )( ),min ,θθ ∑
 



n

L

ns p   (10) 

where ,np  represents maps of one of the reference biophysical parameters {𝑝𝑝1,𝑝𝑝2,𝑝𝑝3} for each 
slice 𝑙𝑙. To solve the minimization problem the stochastic gradient-based optimization algorithms 
such as Adam (Bottou, 2012; Kingma & Ba, 2014) is used. Once the optimal set of parameters (
θn ) has been learned on the training data, the operator (

θn
 ) is applied to solve the computational 

problem on previously unseen data. It is important to note that the function Fmacro is required only 
for generating ground truth maps of biophysical parameters but it is not used either for model 
training or testing. Each 3D qGRE MR dataset is normalized to the mean brain signal of first 
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gradient echo of corresponding dataset before feeding the slices to the DANSE model. This step 
is intended to make our DANSE model compatible with MR data obtained from different scanners. 

Noise Sensitivity of DANSE model 
To address the question of how noise affects our model, we have generated simulated data by using 
maps of parameters S0, *2R t , ζ  and δω and values of Fmacro(TE) obtained from 26 subjects. For 
the ground truth we used 26 simulated image data-sets obtained by substituting values of these 
parameters in Eq. (3) thus obtaining 26 new data-sets, each containing 10 3D images 
corresponding to 10 TEs. The noisy data were generated by adding noise corresponding to SNRs 
50, 100, 175 and 200 to the simulated data. The random noise values were drawn from the standard 
normal distribution generated by a built-in function in MATLAB.  
The performance of DANSE model is validated by training on noisy simulated data with different 
noise levels. More particularly, the training dataset consists of datasets with varying SNR levels. 
We made four sets where each having 7 datasets with SNRs 50, 100 and 175 while remaining 5 
were with SNR 200. This was done to make our model more robust to different noise levels. Then 
we tested our model on data with SNRs 50, 75, 125, 175 and 200.  
To quantitatively assess the performance of DANSE model, we use relative error (RE) and 
structural similarity index (SSIM) between the estimated result ( x̂ ) with its reference x values. 
SSIM is a perceptual metric which assesses the perceived quality of an image based on luminance, 
contrast and structure. It can be computed using its definition in (Z. Wang, Bovik, Sheikh, & 
Simoncelli, 2004). RE is defined as: 

 
ˆ

100%
x x

RE
x
−

= ×  (11) 

where x̂  and x  are the estimated result from DANSE and its corresponding ground truth reference, 
respectively. Here, ⋅  denotes the standard Euclidean norm. 

 

Results 
Our DANSE model generates the qGRE parameters’ maps free from magnetic field inhomogeneity 
artifacts directly from the GRE MRI magnitude data reflecting qGRE signal decay. It is important 
to note that the reference images were generated by considering precomputed magnetic field 
inhomogeneities using voxel spread function (Yablonskiy et al., 2013a) but model application does 
not require any information about field inhomogeneities. Two examples of GRE magnitude images 
are shown in Figure 3 which exhibit reduction in the GRE image intensity due to the R2* signal 
decay with increase in gradient echo time TE. Figure 4 illustrates two examples of estimated brain 
maps for each parameter by DANSE model and their corresponding ground truths. It can be clearly 
noticed that our DANSE model estimates high quality, brain maps as compared to the reference 
brain maps while preserving the contrast for all maps.  
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Figure 3. Two examples of in-vivo magnitude images exhibiting signal decay with gradient echo 
time TE increasing from 4 ms to 36 ms. Only every other gradient echo image is shown while 
actual 10 gradient echo images are collected with 4-ms intervals. 

Figure 4 shows two examples of 0S , *2R t  and 2′R  maps obtained by DANSE and NLLS methods 
from in-vivo data. Relative differences between DANSE and NLLS results are 2%, 3% and 11% 
for 0S , *2R t  and 2′R , respectively. While images look quite similar, the DANSE results appear 
less noisy. Moreover, we have calculated SSIM in order to assess the image quality where the first 
row values for 0S , *2R t  and 2′R  (columns 2, 4 and 6) are 0.99, 0.97 and 0.93, respectively while 
the  second row SSIM values for the same maps are 0.99, 0.94 and 0.90, respectively. 

 
Figure 4. Two examples of qGRE parameter maps estimated by DANSE model and NLLS fitting 
from in vivo data. Columns 1, 3 and 5 show 0S , *2R t  and 2′R  from NLLS approach, respectively 
while columns 2, 4 and 6 show the corresponding maps from DANSE method. Relative 
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Differences between DANSE and NLLS results are 2%, 3% and 11% for 0S , *2R t  and 2′R , 
respectively.  

To quantitatively assess the noise sensitivity of DANSE model we have trained it by generating 
synthetic data based on biophysical model and adding noise with different level corresponding to 
SNRs 50, 100, 175 and 200. Figures 5 and 7 present examples of *2R t  and R2ʹ maps obtained by 
means of NLLS and DANSE method for two slices from simulated data with different noise levels 
(SNR 50, 125 and 200). Figures 6 and 8 show the plots comparing errors in *2R t  and R2ʹ 
parameters estimations by means DANSE and NLLS approaches. It can be observed that the 
DANSE model significantly outperforms the NLLS method for all noise variations.  

 

Figure 5. Two examples of R2t* maps estimated by NLLS and DANSE model from simulated 
data with different noise levels. Reference (noiseless) R2t* maps are also shown in the left column. 
While effect of noise on NLLS results is clearly visible for all SNRs and is increasing with SNR 
reduction, the DANSE model produces results with a small error (about 3%) practically similar to 
the reference R2t* maps independent of the noise level. This result is quantitatively illustrated in 
Fig. 6.  

 
Figure 6. Plots represent percentage of errors between estimated *2R t  by DANSE model and 
NLLS results as function of SNR for two slices presented in Fig. 5. (A) corresponds to the upper 
row in Fig. 5 and (B) to the lower row. 
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Fig. 7. Examples of 2′R  maps from NLLS and DANSE methods for two slices from simulated 
data with different noise levels (SNR 50, 125 and 200). Reference (noiseless) R2ʹ maps are also 
shown in the left column. While effect of the noise on NLLS results is significant even for SNR 
200 and becomes overwhelming for lower SNR, the DANSE model produces practically 
independent of SNR level results with the error less than 20%. These data are quantitatively 
illustrated in Fig. 8. 

 
Fig. 8. Plots represent percentage of errors between estimated 2′R  by DANSE model and NLLS 
results as function of SNR for two slices presented in Fig. 7. (A) corresponds to the upper row in 
Fig. 7 and (B) to the lower row. 
 

Discussion 

Deep learning is becoming a mainstream approach for analyzing medical images. Combining deep 
learning with biophysical model relating MRI data to biological tissue microstructure (Torop et 
al., 2020) allows fast generating of quantitative images with enhanced tissue-specific information 
than so-called weighted images mostly used in clinical practice.  

In this paper we present a Deep-Learning-Based Accelerated and Noise-Suppressed Estimation 
(DANSE) method that permits calculation of quantitative Gradient Recalled Echo (qGRE) MRI 
metrics associated with human brain neuronal structure and hemodynamic properties in a matter 
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of seconds as compared with hours required by using non-linear least square algorithms. DANSE 
method uses a supervised convolutional neural network (CNN) approach for fast and robust 
estimation of high-quality T1-weighted images ( 0S ), as well as *2R t  and 2′R  maps generated 
from qGRE MRI data. 

The *2R t  metric of qGRE signal describes the part of the signal decay resulting from water 
molecules (major source of MRI signal) interaction with cellular and extracellular components of 
biological tissues and is mostly associated with the cortical brain tissue neuronal density (Wen et 
al., 2018). It is sensitive to pre-atrophic neurodegeneration even in preclinical stages of Alzheimer 
disease (Kothapalli et al., 2021; Zhao et al., 2017). It has also proved useful in applications to 
multiple sclerosis (Xiang et al., 2019) and traumatic brain injury (Astafiev et al., 2019). The *2R t  
metric can also provide quantitative information on non-heme iron in basal ganglia (D. A. 
Yablonskiy, J. Wen, S. V. V. N. Kothapalli, & A. L. Sukstanskii, 2021). 

The 2′R  metric of qGRE signal reflects the MRI signal decay due to the BOLD (Blood 
Oxygenation Level Dependent) effect (Ogawa et al., 1992) and provides important information on 
tissue metabolic properties which are important in understanding normal brain operation and 
pathophysiology of different neurological disorders such as, Alzheimer’s disease (Iadecola, 2004, 
2005; Vlassenko et al., 2010), Parkinson’s disease (Beal, 1998; Schapira, 1998), stroke (Derdeyn 
et al., 2002), psychiatric diseases (Mamah et al., 2015) etc. 

In the paper, we have built DANSE model that can act on in vivo data and then also tested model 
resilience to noise. For in vivo applications, the reference 0S images, *2R t  and 2′R  maps for 
training the model were generated by means of bio-physical model, Eq. (3), that unveils MRI 
signal properties related to biological tissue microstructure. Figure 4 shows two examples of 0S

images, *2R t  and 2′R  maps obtained from in vivo data with DANSE model and by means of 
voxel-by-voxel NLLS fitting. DANSE approach generates images reproducing all the features 
present in the NLLS-generated images but with reduced effects of noise in the data. In this context, 
it is to be noted that DANSE method produces the brain maps ( 0S , *2R t  and 2′R ) significantly 
faster than the NLLS fitting procedure. DANSE takes 30 seconds to compute the parameters for 
the entire brain while NLLS takes several hours to estimate the same parameters on modern 
computers. It is important to note that DANSE model recognizes the contributions of magnetic 
field inhomogeneities simply from the intensity inhomogeneity in the qGRE magnitude images 
and produces high quality brain maps similar to NLLS method free of magnetic field 
inhomogeneity artifacts. At the same time, the NLLS procedure estimates the contribution of field 
inhomogeneity effects by additional calculation of the Fmacro  in Eq. (3) by means of the voxel-
spread-function approach (Yablonskiy et al., 2013a).  

To assess the noise resilience of DANSE model we have trained it by generating synthetic data 
based on biophysical model and adding noise with different level corresponding to SNR of 50, 
100, 175 and 200. Figures 5 and 7 show the comparison between qualitative outputs from two 
slices for maps of *2R t  and 2′R , respectively from DANSE and NLLS approaches with different 
levels of SNR. It is quite evident that DANSE model works well even in environments with high 
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noise levels and produces clean images with very low noise contamination as compared with 
NLLS method. While the DANSE model produces practically independent of SNR level results 
with the error less than 20% for 2′R and about 3% for *2R t , the effect of the noise on NLLS results 
is significant even for SNR 200 and becomes overwhelming for lower SNR. Notably, for SNR 50, 
the errors in estimating *2R t  and 2′R by DANSE method are three times smaller than errors of 
NLLS approach. 

Conclusion 
The DANSE method proposed in this paper allows fast reconstruction of quantitative qGRE 
metrics related to biological tissue cellular structure ( *2R t ) and hemodynamic properties ( 2′R ), 
along with T1-weighted images (S0). The key features of DANSE model include: 

1. The DANSE model requires only magnitude images while producing 0S , *2R t  and 2′R  maps 
free of magnetic field inhomogeneity artifacts. This was possible because the DANSE model was 
trained using biophysical model that accounted for the adverse effects of magnetic field 
inhomogeneities (the factor Fmacro(TE) in Eq. (3)) by means of the voxel spread function (VSF) 
method (Yablonskiy et al., 2013b).  
2. The DANSE model has significant “noise-suppressing” advantage as compared with the 
standard NLLS reconstruction that is especially evident for data with low SNR. For example, for 
SNR 50, the errors in estimating *2R t  and 2′R  by DANSE method are three times smaller than 
the errors of NLLS approach. 
3. The DANSE model offers significant advantage in the speed of image reconstruction – it takes 
only 30 seconds to compute the qGRE metrics ( 0S , *2R t  and 2′R ) for the entire brain with 
DANSE while NLLS takes several hours to estimate the same parameters on modern computers. 

   Since the qGRE technique has already proved useful in studying healthy brain aging (Zhao et 
al., 2016), psychiatric diseases (Mamah et al., 2015), loss of neurons at early stages of Alzheimer 
disease (Kothapalli et al., 2021; Zhao et al., 2017), multiple sclerosis (Xiang et al., 2019) and 
traumatic brain injury (Astafiev et al., 2019), the DANSE method, by providing fast and robust 
approach for generating qGRE metrics associated with human brain neuronal structure and 
hemodynamic properties, may open doors to broad qGRE applications in clinical practice.  

ACKNOWLEDGMENTS 
This work was supported by NIH/NIA grant R01AG054513, NSF CAREER award CCF-2043134, 
and Marilyn Hilton Award for Innovation in MS Research.  

 
References 
Abadi, M., Agarwal, A., Barham, P., Brevdo, E., Chen, Z., Citro, C., . . . Devin, M. (2016). Tensorflow: Large-

scale machine learning on heterogeneous distributed systems. arXiv preprint arXiv:1603.04467.  
Aggarwal, H. K., Mani, M. P., & Jacob, M. (2019). MoDL: Model-Based Deep Learning Architecture for 

Inverse Problems. IEEE Trans Med Imaging, 38(2), 394-405. doi:10.1109/TMI.2018.2865356 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted September 11, 2021. ; https://doi.org/10.1101/2021.09.10.459810doi: bioRxiv preprint 

https://doi.org/10.1101/2021.09.10.459810
http://creativecommons.org/licenses/by-nc-nd/4.0/


Astafiev, S. V., Wen, J., Brody, D. L., Cross, A. H., Anokhin, A. P., Zinn, K. L., . . . Yablonskiy, D. A. (2019). A 
Novel Gradient Echo Plural Contrast Imaging Method Detects Brain Tissue Abnormalities in 
Patients With TBI Without Evident Anatomical Changes on Clinical MRI: A Pilot Study. Mil Med, 
184(Suppl 1), 218-227. doi:10.1093/milmed/usy394 

Beal, M. F. (1998). Mitochondrial dysfunction in neurodegenerative diseases. Biochim Biophys Acta, 
1366(1-2), 211-223. doi:10.1016/s0005-2728(98)00114-5 

Bottou, L. (2012). Stochastic gradient descent tricks. In Neural networks: Tricks of the trade (pp. 421-436): 
Springer. 

Castiglioni, I., Rundo, L., Codari, M., Di Leo, G., Salvatore, C., Interlenghi, M., . . . Sardanelli, F. (2021). AI 
applications to medical images: From machine learning to deep learning. Phys Med, 83, 9-24. 
doi:10.1016/j.ejmp.2021.02.006 

Çiçek, Ö., Abdulkadir, A., Lienkamp, S. S., Brox, T., & Ronneberger, O. (2016). 3D U-Net: learning dense 
volumetric segmentation from sparse annotation. Paper presented at the International 
conference on medical image computing and computer-assisted intervention. 

Derdeyn, C. P., Videen, T. O., Yundt, K. D., Fritsch, S. M., Carpenter, D. A., Grubb, R. L., & Powers, W. J. 
(2002). Variability of cerebral blood volume and oxygen extraction: stages of cerebral 
haemodynamic impairment revisited. Brain, 125(Pt 3), 595-607. doi:10.1093/brain/awf047 

Domsch, S., Murle, B., Weingartner, S., Zapp, J., Wenz, F., & Schad, L. R. (2018). Oxygen extraction fraction 
mapping at 3 Tesla using an artificial neural network: A feasibility study. Magnetic Resonance in 
Medicine, 79(2), 890-899. Retrieved from <Go to ISI>://WOS:000419134600029 

Eo, T., Jun, Y., Kim, T., Jang, J., Lee, H. J., & Hwang, D. (2018). KIKI-net: cross-domain convolutional neural 
networks for reconstructing undersampled magnetic resonance images. Magn Reson Med, 80(5), 
2188-2201. doi:10.1002/mrm.27201 

Hammernik, K., Klatzer, T., Kobler, E., Recht, M. P., Sodickson, D. K., Pock, T., & Knoll, F. (2018). Learning 
a variational network for reconstruction of accelerated MRI data. Magn Reson Med, 79(6), 3055-
3071. doi:10.1002/mrm.26977 

Han, Y., Yoo, J., Kim, H. H., Shin, H. J., Sung, K., & Ye, J. C. (2018). Deep learning with domain adaptation 
for accelerated projection-reconstruction MR. Magnetic Resonance in Medicine, 80(3), 1189-
1205. Retrieved from <Go to ISI>://WOS:000434642900031 

He, X., & Yablonskiy, D. A. (2007). Quantitative BOLD: Mapping of human cerebral deoxygenated blood 
volume and oxygen extraction fraction: Default state. Magnetic Resonance in Medicine, 57(1), 
115-126. Retrieved from <Go to ISI>://WOS:000243538900014 

Hubertus, S., Thomas, S., Cho, J., Zhang, S., Wang, Y., & Schad, L. R. (2019). Using an artificial neural 
network for fast mapping of the oxygen extraction fraction with combined QSM and quantitative 
BOLD. Magnetic Resonance in Medicine, 82(6), 2199-2211.  

Iadecola, C. (2004). Neurovascular regulation in the normal brain and in Alzheimer's disease. Nat Rev 
Neurosci, 5(5), 347-360. doi:10.1038/nrn1387 

Iadecola, C. (2005). Rescuing troubled vessels in Alzheimer disease. Nat Med, 11(9), 923-924. 
doi:10.1038/nm0905-923 

Kingma, D. P., & Ba, J. (2014). Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980.  
Knoll, F., Hammernik, K., Kobler, E., Pock, T., Recht, M. P., & Sodickson, D. K. (2019). Assessment of the 

generalization of learned image reconstruction and the potential for transfer learning. Magn 
Reson Med, 81(1), 116-128. doi:10.1002/mrm.27355 

Knoll, F., Hammernik, K., Zhang, C., Moeller, S., Pock, T., Sodickson, D. K., & Akcakaya, M. (2020). Deep-
Learning Methods for Parallel Magnetic Resonance Imaging Reconstruction: A Survey of the 
Current Approaches, Trends, and Issues. IEEE Signal Process Mag, 37(1), 128-140. 
doi:10.1109/MSP.2019.2950640 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted September 11, 2021. ; https://doi.org/10.1101/2021.09.10.459810doi: bioRxiv preprint 

https://doi.org/10.1101/2021.09.10.459810
http://creativecommons.org/licenses/by-nc-nd/4.0/


Kothapalli, S. V. V. N., Benzinger, T. L., Aschenbrenner, A. J., Perrin, R. J., Hildebolt, C. F., Goyal, M. S., . . . 
Yablonskiy, D. A. (2021). Quantitative Gradient Echo MRI Identifies Dark Matter as a New Imaging 
Biomarker of Neurodegeneration that Precedes Tissue Atrophy in Early Alzheimer Disease. 
medRxiv, 2021.2004.2027.21256098. doi:10.1101/2021.04.27.21256098 

Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2012). Imagenet classification with deep convolutional neural 
networks. Advances in neural information processing systems, 25, 1097-1105.  

Mamah, D., Wen, J., Luo, J., Ulrich, X., Barch, D. M., & Yablonskiy, D. (2015). Subcomponents of brain T2* 
relaxation in schizophrenia, bipolar disorder and siblings: A Gradient Echo Plural Contrast Imaging 
(GEPCI) study. Schizophrenia Research, 169(1), 36-45. 
doi:https://doi.org/10.1016/j.schres.2015.10.004 

Ogawa, S., Tank, D. W., Menon, R., Ellermann, J. M., Kim, S. G., Merkle, H., & Ugurbil, K. (1992). Intrinsic 
signal changes accompanying sensory stimulation: functional brain mapping with magnetic 
resonance imaging. Proc Natl Acad Sci U S A, 89(13), 5951-5955. doi:10.1073/pnas.89.13.5951 

Ronneberger, O., Fischer, P., & Brox, T. (2015). U-net: Convolutional networks for biomedical image 
segmentation. Paper presented at the International Conference on Medical image computing and 
computer-assisted intervention. 

Schapira, A. H. (1998). Mitochondrial dysfunction in neurodegenerative disorders. Biochim Biophys Acta, 
1366(1-2), 225-233. doi:10.1016/s0005-2728(98)00115-7 

Schlemper, J., Caballero, J., Hajnal, J. V., Price, A. N., & Rueckert, D. (2018). A Deep Cascade of 
Convolutional Neural Networks for Dynamic MR Image Reconstruction. IEEE Trans Med Imaging, 
37(2), 491-503. doi:10.1109/TMI.2017.2760978 

Spees, W. M., Yablonskiy, D. A., Oswood, M. C., & Ackerman, J. J. H. (2001). Water proton MR properties 
of human blood at 1.5 Tesla: Magnetic susceptibility, T-1, T-2, T-2* and non-Lorentzian signal 
behavior. Magnetic Resonance in Medicine, 45(4), 533-542. Retrieved from <Go to 
ISI>://WOS:000167819100001 

Sriram, A., Zbontar, J., Murrell, T., Defazio, A., Zitnick, C. L., Yakubova, N., . . . Johnson, P. (2020). End-to-
end variational networks for accelerated MRI reconstruction. Paper presented at the International 
Conference on Medical Image Computing and Computer-Assisted Intervention. 

Sun, J., Li, H., & Xu, Z. (2016). Deep ADMM-Net for compressive sensing MRI. Advances in neural 
information processing systems, 29.  

Torop, M., Kothapalli, S. V. V. N., Sun, Y., Liu, J. M., Kahali, S., Yablonskiy, D. A., & Kamilov, U. S. (2020). 
Deep learning using a biophysical model for robust and accelerated reconstruction of 
quantitative, artifact-free and denoisedR2*images. Magnetic Resonance in Medicine, 84(6), 2932-
2942. Retrieved from <Go to ISI>://WOS:000550525900001 

Ulrich, X., & Yablonskiy, D. A. (2016). Separation of cellular and BOLD contributions to T2* signal 
relaxation. Magn Reson Med, 75(2), 606-615. doi:10.1002/mrm.25610 

Vlassenko, A. G., Vaishnavi, S. N., Couture, L., Sacco, D., Shannon, B. J., Mach, R. H., . . . Mintun, M. A. 
(2010). Spatial correlation between brain aerobic glycolysis and amyloid-beta (A beta) deposition. 
Proceedings of the National Academy of Sciences of the United States of America, 107(41), 17763-
17767. Retrieved from <Go to ISI>://WOS:000282809700058 

Wang, X., Sukstanskii, A. L., & Yablonskiy, D. A. (2013). Optimization strategies for evaluation of brain 
hemodynamic parameters with qBOLD technique. Magn Reson Med, 69(4), 1034-1043. 
doi:10.1002/mrm.24338 

Wang, Z., Bovik, A. C., Sheikh, H. R., & Simoncelli, E. P. (2004). Image quality assessment: from error 
visibility to structural similarity. IEEE Trans Image Process, 13(4), 600-612. 
doi:10.1109/tip.2003.819861 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted September 11, 2021. ; https://doi.org/10.1101/2021.09.10.459810doi: bioRxiv preprint 

https://doi.org/10.1016/j.schres.2015.10.004
https://doi.org/10.1101/2021.09.10.459810
http://creativecommons.org/licenses/by-nc-nd/4.0/


Wen, J., Cross, A. H., & Yablonskiy, D. A. (2015). On the Role of Physiological Fluctuations in Quantitative 
Gradient Echo MRI: Implications for GEPCI, QSM, and SWI. Magnetic Resonance in Medicine, 
73(1), 195-203. Retrieved from <Go to ISI>://WOS:000346908800018 

Wen, J., Goyal, M. S., Astafiev, S. V., Raichle, M. E., & Yablonskiy, D. A. (2018). Genetically defined cellular 
correlates of the baseline brain MRI signal. Proc Natl Acad Sci U S A, 115(41), E9727-E9736. 
doi:10.1073/pnas.1808121115 

Wen, J., Zeng, F., Yablonskiy, D. A., Sukstanskii, A. L., Liu, J., Cai, B., . . . Lv, W. (2020). Fast library-driven 
approach for implementation of the voxel spread function technique for correcting magnetic field 
inhomogeneity artifacts. arXiv preprint arXiv:2001.09400. 

Xiang, B., Wen, J., Cross, A. H., & Yablonskiy, D. A. (2019). Single scan quantitative gradient recalled echo 
MRI for evaluation of tissue damage in lesions and normal appearing gray and white matter in 
multiple sclerosis. J Magn Reson Imaging, 49(2), 487-498. doi:10.1002/jmri.26218 

Xu, X., Kothapalli, S., Liu, J., Kahali, S., Gan, W., Yablonskiy, D., & Kamilov, U. (2021). Learning-based Motion 
Artifact Removal Networks (LEARN) for Quantitative $R_2^\ast$ Mapping. 

Yablonskiy, D. A. (1998). Quantitation of intrinsic magnetic susceptibility-related effects in a tissue matrix. 
Phantom study. Magn Reson Med, 39(3), 417-428. doi:10.1002/mrm.1910390312 

Yablonskiy, D. A., & Haacke, E. M. (1994). Theory of Nmr Signal Behavior in Magnetically Inhomogeneous 
Tissues - the Static Dephasing Regime. Magnetic Resonance in Medicine, 32(6), 749-763. Retrieved 
from <Go to ISI>://WOS:A1994PV32900009 

Yablonskiy, D. A., Sukstanskii, A. L., Luo, J., & Wang, X. (2013a). Voxel spread function method for 
correction of magnetic field inhomogeneity effects in quantitative gradient-echo-based MRI. 
Magn Reson Med, 70(5), 1283-1292. doi:10.1002/mrm.24585 

Yablonskiy, D. A., Sukstanskii, A. L., Luo, J., & Wang, X. Q. (2013b). Voxel Spread Function Method for 
Correction of Magnetic Field Inhomogeneity Effects in Quantitative Gradient-Echo-Based MRI. 
Magnetic Resonance in Medicine, 70(5), 1283-1292. Retrieved from <Go to 
ISI>://WOS:000326115000011 

Yablonskiy, D. A., Wen, J., Kothapalli, S., & Sukstanskii, A. L. (2021). In vivo evaluation of heme and non-
heme iron content and neuronal density in human basal ganglia. Neuroimage, 235, 118012. 
doi:10.1016/j.neuroimage.2021.118012 

Yablonskiy, D. A., Wen, J., Kothapalli, S. V. V. N., & Sukstanskii, A. L. (2021). In vivo evaluation of heme and 
non-heme iron content and neuronal density in human basal ganglia. Neuroimage, 235, 118012. 
doi:https://doi.org/10.1016/j.neuroimage.2021.118012 

Yaman, B., Hosseini, S. A. H., Moeller, S., Ellermann, J., Ugurbil, K., & Akcakaya, M. (2020). Self-supervised 
learning of physics-guided reconstruction neural networks without fully sampled reference data. 
Magn Reson Med, 84(6), 3172-3191. doi:10.1002/mrm.28378 

Yang, G., Yu, S., Dong, H., Slabaugh, G., Dragotti, P. L., Ye, X., . . . Dong, H. (2018). DAGAN: Deep De-Aliasing 
Generative Adversarial Networks for Fast Compressed Sensing MRI Reconstruction. IEEE Trans 
Med Imaging, 37(6), 1310-1321. doi:10.1109/TMI.2017.2785879 

Zhao, Y., Raichle, M. E., Wen, J., Benzinger, T. L., Fagan, A. M., Hassenstab, J., . . . Yablonskiy, D. A. (2017). 
In vivo detection of microstructural correlates of brain pathology in preclinical and early Alzheimer 
Disease with magnetic resonance imaging. Neuroimage, 148, 296-304. 
doi:10.1016/j.neuroimage.2016.12.026 

Zhao, Y., Wen, J., Cross, A. H., & Yablonskiy, D. A. (2016). On the relationship between cellular and 
hemodynamic properties of the human brain cortex throughout adult lifespan. Neuroimage, 133, 
417-429. Retrieved from <Go to ISI>://WOS:000377048600038 

Zhu, B., Liu, J. Z., Cauley, S. F., Rosen, B. R., & Rosen, M. S. (2018). Image reconstruction by domain-
transform manifold learning. Nature, 555(7697), 487-492. doi:10.1038/nature25988 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted September 11, 2021. ; https://doi.org/10.1101/2021.09.10.459810doi: bioRxiv preprint 

https://doi.org/10.1016/j.neuroimage.2021.118012
https://doi.org/10.1101/2021.09.10.459810
http://creativecommons.org/licenses/by-nc-nd/4.0/

