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Fig 2. The DMF model reproduces the age variations in the high-order
interactions of redundancy and synergy. A: First, the within age-group average
SC matrix was calculated. B: Next, the optimal G value for each group was obtained.
C: We simulated brain activity within each group using the average SC and the
corresponding optimal Gi, computed the O-information as a function of the interaction
order, and separated sets of elements into the dominantly redundant (positive
O-information values) and synergistic (negative O-information values). Here, the total
redundancy (R) and synergy (S) was obtained as the average O-information over the
redundant and synergistic sets, respectively. The p-values of the Wilcoxon test are also
depicted as a function of the interaction order, after comparing the values in I4 versus
the ones obtained from the combination of I1,I2, and I3. When the value of redundancy
(or synergy) survived the false discovery rate correction, the diamonds (or circles) were
filled.

Connectome degeneration heterogeneity revealed two 139

differentiated communities of age-related links 140

We have shown that our connectome degeneration model based on a second-degree 141

polynomial, reproduced the structure of high-order synergetic and redundant 142

interactions of the oldest group. Interestingly, the non-linearity implies that not all the 143

connectome links age in the same way. To further investigate this issue, we assessed 144

across all participants in our cohort (N=161) the association between SC weights and 145

age, by calculating the Pearson correlation r between age and each link of the SC 146

matrix. This is illustrated in Fig. 4A. 147

By using the correlation values as links of a new matrix (Fig. 4B), we applied the 148

Louvain community detection method and obtained three distinct communities that 149

aged differently. Moreover, after correcting for multiple comparisons two communities 150

contained significant values. All the survived correlations had r values ranging from 151

-0.25 to -0.5, thus showing a reduction in SC when age progressed. 152

Of note, the second community was dominated by interactions involving the brain 153

atlas regions 15 and 18, showing the highest values of node-strength of the matrix after 154

multiple comparison correction. These regions encompass several subcortical structures, 155

such as the striatum, thalamus, brain stem, amygdala and the hippocampus (for a 156

complete description of all regions in the atlas, see references [51,52]). In contrast, the 157

third community showed that regions 6,9 and 20 had higher values of strength, 158
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Fig 3. Connectome-based ageing model: A: A polynomial fit of second degree

was used to link the weights of the average connectome within I1, denoted by w
(1)
ij , and

the corresponding ones in I4 (w
(4)
ij ). B: (left) Twenty-eight empirical young

connectomes are transformed by the second-order polynomial fit, obtaining the synthetic
aged connectomes (right). C: We simulated the DMF model of the aged connectomes
and the optimal value G4. The O-information was assessed and separated into the total
redundancy (left) and synergy (center). The third panel at the right corresponds to the
p-values of the Wilcoxon test after comparing the redundancy and synergy of the
synthetic I4 group with the ones in I1. When the value of redundancy or synergy
survived multiple-comparison correction, both the diamonds and circles were filled.

indicating a major contribution of these three regions. Importantly, a common structure 159

present in these three regions is the cerebellum. Therefore, the two communities 160

exhibited age-induced reduction in within-community correlations, but in one, the 161

degeneration was centered around the connectivity of the striatum and hippocampus, 162

and in the other around that of the cerebellum. 163

Discussion 164

In this article we used a combination of functional and diffusion MRI data together 165

with DMF whole-brain modelling to investigate the mechanisms underlying 166

age-variations in the structure of high-order functional interactions. The DMF model 167

successfully reproduced the increased redundancy-dominated interdependencies of 168

BOLD activity across brain areas in the older participants, and across all interaction 169

orders, in full agreement with recent observations Ref. [24]. Furthermore, we provided 170

evidence that these high-order functional changes are driven by localised non-lineal 171

processes of neurodegeneration in the connectome. Leveraging this finding, we proposed 172

a non-linear connectome-based degeneration model of ageing, which can be applied to 173

young connectomes to simulate age-induced changes in functional brain patterns. 174

Whole-brain models of neuronal activity have significantly increased our 175

understanding of how functional brain states emerge from their underlying structural 176

substrate, and have provided new mechanistic insights into how brain function is 177

affected when other factors are altered such as neuromodulation [28, 53, 54], connectome 178
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Fig 4. Heterogeneity of the connectome degeneration: A: The Pearson
correlation r between age and individual weights wij of the SC matrix was calculated
across all the different participants (N=161). A correction for multiple comparisons was
also applied. The final number of weights which survived to multiple comparisons is
represented in the right panel, with values ranging from -0.25 to -0.50. B: We built a
new connectivity matrix using as links the values of r obtained for each weight (left
panel). After applying the Louvain Method of community detection to this matrix,
three major communities were found (center), but only two communities had significant
values of links (right). As an illustration, we showed one arbitrary link within each of
these communities (colored in green and pink).

disruption [38,55], or external stimuli [56, 57]. Adding to these findings, the present 179

results provide a causal link between a localised connectome-based degeneration model 180

of aging and age-variations of high-order functional interdependencies. These results 181

establish a first step towards explaining how the reconfiguration of brain activity along 182

the lifespan intertwines with changes in the underlying neuroanatomy. 183

Our results revealed two communities with differentiated age-induced deteriorated 184

connectivity, one focused on the striatum and hippocampus, and the other on the 185

cerebellum. In relation to striatal connectivity, previous studies showed that the 186

fronto-striato-thalamic circuit was the most dominant for age prediction in healthy 187

participants [58]. Moreover, age-related deterioration of striatal connectivity has also 188

been associated with reduced performance in rest [26] and action selection tasks [59], 189

inhibitory control [60], and executive function [61]. In relation to hippocampus, a 190

gold-standard structure affecting memory-impaired degenerative diseases, is also 191

affected in normal aging [62], with implications in spatial and episodic memories 192

processing [63]. In relation to cerebellar connectivity, both sensorimotor and cognitive 193

task performance in the older population has been shown to be associated with 194

cerebellar engagement with the default mode network and striatal pathways [64]. The 195

connectivity between cerebellum and striatum was also shown to be affected by age and 196

exhibited relations with motor and cognitive performance [65]. Therefore, our results 197

provide further support for the important behavioral implications that 198

age-disconnection has on these circuits. 199
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Limitations and future work 200

This work makes use of a brain parcellation of only 20 regions from the brain 201

hierarchical atlas (BHA) [51]. It has to be noted that, compared to other parcellations 202

that focus into the cerebral cortex, the BHA encompasses the whole brain including 203

brainstem, cerebellum, thalamus, striatum, amygdala, hippocampus, and cerebral cortex. 204

While this parcellation was shown to maximize the cross modularity index between the 205

functional and structural data, future work may also consider other brain parcellations 206

to elucidate the robustness of our results by studying if age related changes in SC can 207

also explain the differences high-order functional interactions in whole brain models. 208

Analogously, some variations in the MRI preprocessing pipeline could also affects our 209

results [66], as previous works have shown that affect pairwise FC studies [67]. 210

Our analyses assessing high-order functional interactions are based on some specific 211

metrics such as mean values of O-information at each interaction order. Future studies 212

may consider different algebraic or topological properties of the full O-information 213

hypergraph [68–73], which may provide complementary insights. It is also worth noting 214

that the reported values of the O-information are not indicative of ‘pure’ synergy or 215

redundancy, but correspond to the balance between them. The O-information was 216

chosen because it is a convenient measure to assess high-order effects up to relatively 217

high orders. However, the O-information is a whole-minus-sum type of measure, and 218

hence its analysis does not fully discriminate e.g. net increases in redundancy from 219

decreases in synergy. Future studies could perform more detailed analyses by employing 220

partial information decomposition (PID) measures [74–81]. 221

Final remarks 222

In summary, our results extend previous findings on high-order interdependencies of the 223

ageing brain using a novel framework that incorporated whole brain modelling and 224

connectome datasets along the lifespan. Whole-brain models have enhanced our 225

understanding of the brain across different conditions, and therefore provide a highly 226

promising avenue of research in the field of ageing neuroscience. In this context, our 227

work constitutes the first step towards mechanistic explanations on how functional 228

high-order interdependencies in the human brain are affected by the age-connnectome 229

degeneration. Future work should validate our modelling approach in the presence of 230

other forms of brain degeneration, such as the interplay between aging and pathologies 231

like Alzheimer or Parkinson diseases. 232

Materials and methods 233

Participants 234

A cohort of N = 161 healthy volunteers with an age ranging from 10 to 80 years (mean 235

age 44.35 years, SD 22.14 years) were recruited in the vicinity of Leuven and Hasselt 236

(Belgium) from the general population by advertisements on websites, announcements 237

at meetings and provision of flyers at visits of organizations, and public gatherings (PI: 238

Stephan Swinnen). Informed consent was obtained before participation in the study, 239

according to the local ethical committee for biomedical research and the Declaration of 240

Helsinki. None of the participants had a history of ophthalmological, neurological, 241

psychiatric, or cardio-vascular diseases potentially influencing imaging measures. The 242

participants were divided into four distinct age groups: I1 consists of N1 = 28 243

participants with ages ranging from 10–20 years, I2 of N2 = 46 from 20–40 years, I3 of 244

N3 = 29 from 40–60 years and I4 of N4 = 58 from 60–80 years. 245
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Image acquisition and preprocessing 246

Image acquisition was performed on a MRI Siemens 3T MAGNETOM Trio MRI 247

scanner with a 12-channel matrix head coil. The anatomical images were acquired with 248

a 3D magnetization prepared rapid acquisition gradient echo (MPRAGE) and the 249

following parameters: repetition time (TR) = 2,300 ms,echo time (TE) = 2.98 ms, voxel 250

size = 1 × 1 × 1.1 mm3, slice thickness = 1.1 mm, field of view (FOV) = 256 × 240 251

mm2, 160 contiguous sagittal slices covering the entire brain and brainstem. The 252

anatomical images were then used for preprocessing of the functional data, here 253

acquired with a gradient echo-planar imaging sequence over a 10 min session using the 254

following parameters: 200 whole-brain volumes with TR/TE = 3000/30 ms, flip angle = 255

90, inter-slice gap = 0.28 mm, voxel size = 2.5×3×2.5 mm3, 80×80 matrix, slice 256

thickness = 2.8 mm, 50 oblique axial slices, interleaved in descending order. Functional 257

imaging preprocessing was performed following a similar procedure to that in Ref. [25]. 258

The preprocessing pipeline included slice-time correction, head motion artifacts removal, 259

intensity normalization, regressing out of the average cerebrospinal fluid and average 260

white matter signal, bandpass filtering between 0.01 and 0.08 Hz, spatial normalization 261

to a template of voxel size of 3 × 3 × 3 mm3, spatial smoothing, and scrubbing. This 262

resulted in a total of 2514 time series of fMRI BOLD signal for each participant, 263

corresponding to the functional partition used in Ref. [51]. Moreover, because for the 264

calculation of high-order interactions at order n we have to deal with n−plets of region 265

combinations (for details see the following subsections), we reduced complexity grouping 266

the original 2514 regions into 20 final brain atlas regions, simply by averaging the time 267

series of all regions within a given atlas region. For this stage, we made use of the Brain 268

Hierarchical Atlas [51], that has been previously used [82–85]. The partition of 20 269

regions is the one that maximized the cross-modularity, a metric that accounts for the 270

triple optimization of the functional modularity, the structural modularity and the 271

similarity between structural and functional regions (for details see Ref. [51]). To obtain 272

the structural connectivity matrices, we acquired diffusion weighted single shot spin-echo 273

echo-planar imaging (DTI SE-EPI) images with the following parameters: TR = 8,000 274

ms, TE = 91 ms, voxel size = 2.2 × 2.2 × 2.2 mm3, slice thickness = 2.2 mm, FOV = 275

212 × 212 mm2, for each image, 60 contiguous sagittal slices were acquired covering the 276

entire brain and brainstem. A total number of 64 volumes were acquired corresponding 277

to different gradient directions with b=1000 s/mm2. One extra 3D diffusion image was 278

acquired for b = 0 s/mm2, needed for the diffusion imaging preprocessing. Although full 279

details are given in Ref. [58], the pipeline consisted in eddy current correction, motion 280

correction, tensor estimation per voxel, fiber assignment, and functional partition 281

projection to the individual diffusion space. This resulted in SC matrices of dimension 282

2514 × 2514, one per participant, and each matrix entry corresponding with the number 283

of white matter streamlines connecting that given region pair. Finally, we reduced 284

complexity of these matrices by grouping the 2514 × 2514 matrix into 20 × 20 using 285

the BHA, and averaging the BOLD signals of all regions within a given atlas region. 286

Whole-brain dynamic mean field model 287

To simulate neuronal activity of each region, we used Dynamic Mean Field Modelling 288

(DMF) [28,31]. Each brain region is modelled by interacting neural inhibitory (I) and 289

excitatory (E) populations. DMF assumes that the the inhibitory currents I(I) are 290

mediated by GABA-A receptors, and the excitatory ones I(E) by NMDA receptors. The 291

connectivity between two different nodes n and p is given by the Cnp. In this work, we 292

took Cnp equal to the element of the structural matrix SCnp. Summarizing, neuronal 293

activity followed: 294
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Table 1. Dynamic Mean Field (DMF) model parameters

Symbol Parameter name Value

I0 External current 0.382 nA

WE Excitatory scaling factor for I0 1

WI Inhibitory scaling factor for I0 0.7

w+ Local excitatory recurrence 1.4

JNMDA Excitatory synaptic coupling 0.15 nA

I
(E)
thr Threshold for F (I

(E)
n ) 0.403 nA

I
(I)
thr Threshold for F (I

(I)
n ) 0.288 nA

gE Gain factor of F (I
(E)
n ) 310 nC−1

gI Gain factor of F (I
(I)
n ) 615 nC−1

dE Shape of F (I
(E)
n ) around I

(E)
thr 0.16 s

dI Shape of F (I
(I)
n ) around I

(I)
thr 0.087 s

γ Excitatory kinetic parameter 0.641

σ Amplitude of uncorrelated Gaussian noise vn 0.01 nA

τNMDA Time constant of NMDA 100 ms

τGABA Time constant of GABA 10 ms

I(E)
n = WEI0 + w+JNMDAS

(E)
n +GJNMDA

N∑
p=1

CnpS
(E)
p − JFIC

n S(I)
n ,

I(I)n = WII0 + JNMDAS
(E)
n − S(I)

n ,

r(E)
n = F

(
I(E)
n

)
=

gE

(
I
(E)
n − I(E)

thr

)
1− exp

{
−dE gE

(
I
(E)
n − I(E)

thr

)} ,

r(I)n = F
(
I(I)n

)
=

gI

(
I
(I)
n − I(I)thr

)
1− exp

{
−dI gI

(
I
(I)
n − I(I)thr

)} ,

dS
(E)
n (t)

dt
= − S

(E)
n

τNMDA
+
(

1− S(E)
n

)
γr(E)
n + σvn(t)

dS
(I)
n (t)

dt
= − S

(I)
n

τGABA
+ r(I)n + σvn(t)

(1)

where the synaptic gating variable of excitatory pools is denoted by S
(E)
n and the one 295

for inhibitory populations as S
(I)
n . The excitatory and inhibitory firing rates are denoted 296

by r
(E)
n and r

(I)
n respectively. The feedback inhibitory control weight, JFICn was 297

adjusted for each node n in a way such that the firing rate of the excitatory pools r
(E)
n 298

remains fixed at about 3 Hz, using the linear fitting strategy proposed by Herzog and 299

colleagues [38]. The precise values of the parameters used here are given in Table 1. 300

The complete DMF implementation was performed in Matlab, and is freely available 301

at https://gitlab.com/concog/fastdmf. 302
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Haemodynamic model 303

The excitatory firing rates r
(E)
n were transformed into BOLD-like signals, following a 304

well-known hemodynamic model [86]. It is assumed that an increment in the firing rate 305

r
(E)
n triggers a vasodilatory response sn, that produces a blood inflow fn, and changes 306

the blood volume vn and the deoxyhemoglobin content qn. In particular, we modeled 307

these interactions as: 308

dsn
dt

=0.5r(E)
n + 3− ksn − γ (fn − 1)

dfn
dt

=sn

τ
dvn
dt

=fn − vα
−1

n

τ
dqn
dt

=
fn(1− ρ)f

−1
n

ρ
− qnv

α−1

n

vn

(2)

where ρ is the resting oxygen extraction fraction, τ is a time constant and α represents 309

the resistance of the veins. The BOLD-like signal of node n, denoted Bn(t), is a 310

non-linear function of qn(t) (deoxyhemoglobin content) and vn(t) (blood volume), that 311

can be written as: 312

Bn = V0 [k1 (1− qn) + k2 (1− qn/vn) + k3 (1− vn)] (3)

where V0 represent the fraction of venous blood (deoxygenated) in the resting-state, and 313

k1 = 2.77, k2 = 0.2, k3 = 0.5 are kinetic constants, chosen from [86]. 314

The numerical integration of the system in Eq. (2) was performed using Euler 315

method, using an integration step of 1 ms. The signals were finally band-pass filtered 316

between 0.01 and 0.1 Hz with a 3rd-order Bessel filter. To match the duration of the 317

BOLD signals obtained from the participants of this study, we simulate 160 time-points 318

of BOLD signals corresponding to 8 minutes for each brain region.These BOLD-like 319

signals were the ones used for the calculation of the FC matrices and the O-information, 320

the latter used for the calculation of high-order synergistic and redundant interactions. 321

Model fitting across age groups 322

We ran the DMF model using the average connectome SCi per age group, and chose the 323

corresponding global coupling parameter Gi by minimizing the Kolmogorov–Smirnov 324

distance between the two distributions of FC, one obtained from simulations and the 325

other corresponding to the empirical FC (the one obtained from the real functional 326

data). In both cases, we built FC matrices by calculating the mutual information 327

between pairs of time series using Gaussian Copulas. For choosing the minimizing G, we 328

varied it from 1 to 3 with steps of size 0.1. For each G value, we run 112 simulations 329

using different random seeds. We obtained a convex curve where the x-axis represents 330

the G values and the y-axis is the Kolmogorov–Smirnov distance. The value of G 331

corresponding to the minimum Kolmogorov-Smirnov distance between the real and 332

simulated data represents the optimal model. 333

Connectome-based ageing model 334

We analysed the dependencies between the average SC in group I4 vs the group I1. The 335

best fitting was achieved by a second-degree polynomial f , which was used as the 336

connectome-based model for aging. For each participant of the youngest group, we 337
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modeled a synthetic aged version of his connectome. To obtain this synthetic 338

connectome, we applied f for each element of the matrix SC of each participant within 339

the group I1. Finally, we used these synthetic anatomical connectivity matrices and the 340

parameter G4 = 2.8 as inputs for the DMF. For each synthetic SC, we run a number of 341

four different simulations and obtained for each one a total number of 112 whole-brain 342

simulations, corresponding to different initial conditions in the simulations. 343

Communities of age-related links 344

We first assessed the association for each individual connection and age. To do so, we 345

calculated the Pearson correlation between each entry of the SC matrix and age, using 346

the different participants as observations (N=161). To find different communities of 347

age-related brain links, we made use of the Louvain community detection algorithm 348

available in the Brain Connectivity Toolbox [87]. The optimal network partition 349

corresponds to a subdivision of non-overlapping node groups (or communities) that 350

maximize the within-group links and minimize between-group links. The network nodes 351

were the 20 brain regions of the Brain Hierarchical Atlas [51], and the links were the 352

absolute value of the Pearson correlation coefficients. After applying the community 353

detection algorithm, we pruned the non-significant links using a Bonferroni correction. 354

High-order functional interactions 355

Following Rosas et al. [88], we summarize here the main information-theoretic measures 356

employed in this article. To begin, we defined the total correlation [89] TC and the dual 357

total correlation [90] DTC as: 358

TC(Xn) ≡
n∑
i=1

H(Xi)−H(Xn) , (4)

DTC(Xn) ≡ H(Xn)−
n∑
i=1

H(Xi |Xn
−i) , (5)

where H(·) represents the Shannon entropy, and Xn
−i represents the vector of n− 1 359

variables composed by all vector components except Xi i.e., 360

(X1, . . . , Xi−1, Xi+1, . . . , Xn). Both TC and DTC are non-negative generalizations of 361

mutual information, meaning they are zero if and only if all variables X1, . . . , Xn are 362

statistically independent of one another. 363

For a set of n random variables Xn = (X1, . . . , Xn), the O-information [88] (denoted 364

by Ω) was calculated as follows: 365

Ω(Xn) = TC(Xn)−DTC(Xn) , (6)

The O-information is a real-valued measure that captures the balance between 366

redundancies and synergies in arbitrary sets of variables, thus extending the properties 367

of the interaction information of three variables [91] to larger sets (see related discussion 368

in Ref. [48]). In particular, the sign of the O-information serves to discriminate between 369

redundant and synergistic groups of random variables: Ω > 0 corresponds to 370

redundancy-dominated interdependencies, while Ω < 0 characterizes synergy-dominated 371

variables. 372

From the time series of n different brain regions, we built vectors Xn and computed 373

all these quantities using Gaussian Copulas [92]. This approach exploits the fact that 374

the Mutual Information does not depend on the marginal distributions, and therefore, 375

the different quantities can be conveniently transformed to Gaussian random variables 376
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from which efficient parametric estimates of high-order interactions exist. All these 377

quantities are always computed using natural logarithms. 378

Interaction order, redundancy and synergy 379

We calculated the O-information for all the different n−plets of brain regions, with
3 ≥ n ≥ 20. Per participant, we computed the average O-information in which the
region m participates when interacting with other n regions as

Ωmn (k) =
1

Zn

∑
i1

· · ·
∑
in−1

Ω(k)(Xm, Xi1 , . . . , Xin−1) . (7)

Above, k is the participant’s index, m the interacting region index, n the interaction
order, and

Zn ≡
(
M − 1

n− 1

)
is the total number of subsets of size n− 1 in a brain partition of M regions (in this
work we used M = 20). The summations in Eq. (7) included all the n-plets that
included Xm. Finally, the grand average O-information of order n is calculated
averaging over all M regions.

Ωn(k) =
1

M

M∑
m=1

Ωmn (k) , (8)

We then split the O-information on positive and negative values using 380

Ω+ = max{Ω, 0} ; Ω− = −min{Ω, 0} , (9)

so that Ω = Ω+ − Ω−. Using these quantities, we calculated the following metrics for 381

redundancy and synergy, for each subject k, interacting region m, and interaction order 382

n: 383

Rmn (k) =
1

N+
n,m

∑
i1

· · ·
∑
in−1

Ω+
(k)(Xm, Xi1 , . . . , Xin−1

) , (10)

Smn (k) =
1

N−
n,m

∑
i1

· · ·
∑
in−1

Ω−
(k)(Xm, Xi1 , . . . , Xin−1) , (11)

where N+
n,m and N−

n,m represent the number of n-plets with positive and negative 384

O-information values, respectively. 385

Finally, the average of these quantities over all subjects and regions can be also
calculated as

Rn(k) =
1

M

M∑
m=1

Rmn (k) , (12)

Sn(k) =
1

M

M∑
m=1

Smn (k) . (13)

The code to compute all these metrics is available at 386

https://github.com/brincolab/High-Order-interactions. 387
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19. Betzel RF, Byrge L, He Y, Goñi J, Zuo XN, Sporns O. Changes in structural and
functional connectivity among resting-state networks across the human lifespan.
NeuroImage. 2014;102(P2):345–357. doi:10.1016/j.neuroimage.2014.07.067.

20. Fjell AM, Sneve MH, Storsve AB, Grydeland H, Yendiki A, Walhovd KB. Brain
Events Underlying Episodic Memory Changes in Aging: A Longitudinal
Investigation of Structural and Functional Connectivity. Cerebral Cortex.
2016;doi:10.1093/cercor/bhv102.

21. Grady C, Sarraf S, Saverino C, Campbell K. Age differences in the functional
interactions among the default, frontoparietal control, and dorsal attention
networks. Neurobiology of Aging. 2016;41:159–172.
doi:10.1016/j.neurobiolaging.2016.02.020.

22. Geerligs L, Renken RJ, Saliasi E, Maurits NM, Lorist MM. A Brain-Wide Study
of Age-Related Changes in Functional Connectivity. Cerebral Cortex.
2015;doi:10.1093/cercor/bhu012.

September 15, 2021 16/21

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted September 17, 2021. ; https://doi.org/10.1101/2021.09.15.460435doi: bioRxiv preprint 

https://doi.org/10.1101/2021.09.15.460435
http://creativecommons.org/licenses/by-nc-nd/4.0/


23. King B, van Ruitenbeek P, Leunissen I, Cuypers K, Heise K, Santos Monteiro T,
et al. Age-Related Declines in Motor Performance are Associated With Decreased
Segregation of Large-Scale Resting State Brain Networks. Cereb Cortex.
2018;28:4390–4402. doi:10.1093/cercor/bhx297.

24. Gatica M, Cofre R, Mediano PA, Rosas FE, Orio P, Diez I, et al. High-order
interdependencies in the aging brain. Brain Connectivity.
2021;doi:https://doi.org/10.1089/brain.2020.0982.

25. Camino-Pontes B, Diez I, Jimenez-Marin A, Rasero J, Erramuzpe A, Bonifazi P,
et al. Interaction Information Along Lifespan of the Resting Brain Dynamics
Reveals a Major Redundant Role of the Default Mode Network. Entropy.
2018;20(10):742. doi:10.3390/e20100742.

26. Monteiro T, King B, Zivari AH, Mantini D, Swinnen S. Age-related differences in
network flexibility and segregation at rest and during motor performance.
Neuroimage. 2019;194:93–104. doi:10.1016/j.neuroimage.2019.03.015.

27. Deco G, Kringelbach ML. Great expectations: using whole-brain computational
connectomics for understanding neuropsychiatric disorders. Neuron.
2014;84(5):892–905. doi:https://doi.org/10.1016/j.neuron.2014.08.034.

28. Deco G, Cruzat J, Cabral J, Knudsen GM, Carhart-Harris RL, Whybrow PC,
et al. Whole-brain multimodal neuroimaging model using serotonin receptor
maps explains non-linear functional effects of LSD. Current biology.
2018;28(19):3065–3074. doi:https://doi.org/10.1016/j.cub.2018.07.083.
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