Macroscopic dynamics of gene regulatory networks revealed by individual entropy
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Abstract Complex systems are usually high-dimensional with intricate interactions among internal components, and may display complicated dynamics under different conditions. While it is difficult to measure detail dynamics of each component, proper macroscopic description of a complex system is crucial for quantitative studies. In biological systems, each cell is a complex system containing a huge number of molecular components that are interconnected with each other through intricate molecular interaction networks. Here, we consider gene regulatory networks in a cell, and introduce individual entropy as a macroscopic variable to quantify the transcriptional dynamics in response to changes in random perturbations and/or network structures. The proposed individual entropy measures the information entropy of a system at each instant with respect to a basal reference state, and may provide temporal dynamics to characterize switches of system states. Individual entropy provides a method to quantify the stationary macroscopic dynamics of a gene set that is dependent on the gene regulation connections, and can be served as an indicator for the evolution of network structure variation. Moreover, the individual entropy with reference to a preceding state enable us to characterize different dynamic patterns generated from varying network structures. Our results show that the proposed individual entropy can be a valuable macroscopic variable of complex systems in characterizing the transition processes from order to disorder dynamics, and to identify the critical events during the transition process.
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1 Introduction

Complex systems exist widely in physical, biological, ecological, and social sciences, often compose a large number of strongly interdependent components,
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and show unanticipated consequences upon small changes in system inputs or structures[1, 2, 3, 4]. From a statistical physical point of view, detail descriptions of each component in a complex system may be entirely intractable (e.g., location and velocity of each molecule in a gas), characterizing the macroscopic properties may not only be tractable but also provide us important information of the system (e.g., the pressure, temperature, density, compressibility, etc.). In biological systems, a single cell is a complex system with a great number of molecules, the molecules connect to each other through molecular interaction networks and their numbers dynamically change over time[5, 6, 7]. Nowadays, advances in a multitude of single-cell sequencing technologies have provide opportunities for direct measurement of molecular details inside a cell[8, 9, 10]. There is an urgent need to develop proper macroscopic variables of a single cell based upon molecule details that can quantify the dynamic process of cell states.

A single cell contains thousands of genes whose expressions are regulated by molecular interplay between DNA, RNA, and proteins, and form a complex system of extremely high dimensional. The signal pathways to regulate the expression process of genes form a gene regulatory network (GRN) that control cellular differentiation and govern the phenotype of an adult somatic cell[11]. Single-cell RNA sequencing technology has made it possible to trace cellular transcriptome at cell level, thereby gives microscopic state of gene transcription in a cell. Biologically, the phenotype of a cell is usually identified by marker genes. Alternatively, low dimensional variables defined by single-cell data may provide more insightful information of a cell that cannot be seen by specific marker genes. Recently, a novel concept of single-cell entropy (scEntropy) was proposed to measure the intrinsic transcriptional state of a cell based on single-cell RNA-seq data[12]. The scEntropy provides a macroscopic variable that can be used to measure the process of early human embryonic development[12], to distinguish malignant cells from normal tissue cells by quantifying the transcriptional order[12], and to describe the dynamics of reprogramming and differentiation of induced pluripotent stem cells[13]. Here, we asked how the data driven concept of scEntropy be extended to model driven complex dynamical systems. Whether the concept of scEntropy is able to quantify the kinetics of transcription state transitions that often show noticeable changes in gene expression patterns? How the concept is incorporated with the complex gene regulatory network dynamics to characterize the gene expression profile?

In this paper, we consider gene regulatory networks modeled with differential equations with random perturbations, propose the concept of individual entropy that extends scEntropy to incorporate the temporal dynamics of complex systems, and investigated how individual entropy can be applied to quantify the transition of system state from stationary to oscillatory dynamics. The original scEntropy was defined as the information entropy of the difference in transcriptions between the cell and a predefined reference cell. In defining the individual entropy, we select proper reference state in accordance with either initial conditions or sliding windows, and consider the system state at each instant as an individual microsystem. The proposed individual entropy provides a method to quantify the stationary macroscopic dynamics of a gene set, and can be served
as an indicator for the evolution of network structure variation. Moreover, the individual entropy with proper sliding window based reference enable us to characterize different dynamic patterns generated from varying network structures.

2 Method and Model

2.1 Individual entropy

The concept of scEntropy was first proposed to measure the order of cellular transcription from single-cell RNA sequencing data with respect to a reference level, larger entropy means lower order in the transcriptions[12]. Consider a gene set of $M$ genes, let $r \in \mathbb{R}^M$ represents the expression vector of reference levels of all genes, and $x \in \mathbb{R}^M$ the gene expression vector of a cell. scEntropy of the cell $x$ with reference to $r$, denoted as $S(x|r)$, is defined as the information entropy of the signal sequence of the difference $y = x - r$. Explicitly, let

$$y = x - r = (y_1, y_2, \cdots, y_M) \in \mathbb{R}^M,$$

the values $\{y_i\}$ are only informations for the cell $x$ (with reference to $r$). While we overlook the order of genes, only the statistical profile of components $y_i$, defined by the probability density function $p(y)$, is relevant in defining the macroscopic variable. The scEntropy $S(x|r)$ is then defined as

$$S(x|r) = -\int p(y) \log_2 p(y) dy.$$

(1)

Despite the straightforward and parameter free definition, scEntropy defines an intrinsic transcriptional state of a cell that show results consistent with comment sense observations, e.g., increasing entropy along with cell differentiation and larger value entropies for disorder malignant cells[12, 13].

Now, consider dynamics of a complex system with state variables $x(t) = (x_1(t), \cdots, x_M(t)) \in \mathbb{R}^M$, the dimension $M$ is often a large number. Usually, the components $x_i$ are normalized to yield the same dimension values, e.g., nondimensionalized variables. Thus, similar to the above definition, let $r \in \mathbb{R}^M$ a reference state, the individual entropy of the system at time $t$, with reference to $r$, is defined as

$$S_r(t) = S(x(t)|r).$$

(2)

Here, we note that the reference state $r$ is a variable for the individual entropy, different choices of the reference state should yield different interpretation of $S_r(t)$.

When the system dynamics $x$ is described by a differential equation (either deterministic or stochastic) with initial condition of form

$$\begin{cases}
\frac{dx}{dt} = F(x, t) \\
x(0) = x_0,
\end{cases}$$

(3)
it is straightforward to select the initial state $x_0$ as the reference state. Hence, we obtain a temporal evolution of the individual entropy

$$S_0(t) = S(x(t)|x(0)),$$

and, obviously, $S_0(0) = 0$. The entropy $S_0(t)$ measures the variance of the order of states $x(t)$ with respect to the initial condition.

We can also select dynamics reference states as the preceding state with lag time $s$, so that the individual entropy with reference to the preceding states as

$$S(t; s) = S(x(t)|x(t-s)).$$

Here, the lag time $s$ is the only parameter to define the individual entropy. It is easy to see that $S(t; s)$ is the information entropy for the sequence $y = x(t) - x(t-s)$.

Hence, $S(t; s)$ can be used to measure the changes in the macroscopic state in a time step $s$.

The above definitions $S_0(t)$ and $S(t; s)$ are general for any complex systems dynamics. Physically, the individual entropy measures the information of system state $x(t)$ away from the reference state, and hence provides a macroscopic measurement for the order of system states while we overlook detail interactions in the system. In this paper, we consider specific systems of gene regulatory networks, and investigate how the entropies are applied to study the transition of system dynamics.

### 2.2 Formulation of a gene regulatory network

Now, we considered a system of $M$ genes $g_i$ ($i = 1, 2, \cdots, M$), and let $x_i$ represents the expression level of the gene $g_i$. The system state is represent by $x = (x_1, x_2, \cdots, x_M)$. Expression of each gene can be repressed or promoted by other genes, and hence form a complex gene regulatory network. The network structure of regulation relationships is represent by a matrix $V = (v_{ij})$, so that

$$v_{ij} = \begin{cases} 
1, & \text{if gene } j \text{ activates gene } i \\
-1, & \text{if gene } j \text{ inhibits gene } i \\
0, & \text{otherwise}
\end{cases}$$

To formulate gene expression dynamics under the regulation network, we need to formulate the overall activation or inhibition effects of all genes to a given gene, which can be biologically complicated with delicate structures[14]. The exact form of mathematical formulation is not important in the current study. Here, we only considered a simple form through Hill type functions.

Consider the gene $g_i$, and assume that the effective promotion of all genes activating $g_i$ expression is represented by the weighted average of all active gene
expressions, i.e., the effective activation factor $w_i$ defined by
\[ w_i = \frac{\sum_{j=1}^{M} \alpha_{ij} h(v_{ij}) x_j}{\sum_{j=1}^{M} h(v_{ij})}, \]
where $\alpha_{ij}$ is the weighted coefficient of $g_j$ to $g_i$, and $h(\cdot)$ is a Heaviside function
\[ h(z) = \begin{cases} 1, & z > 0 \\ 0, & z \leq 0. \end{cases} \]
We assumed that the expression rate of $g_i$ depends on the activation factor $w_i$ through an increased Hill type function of form
\[ F(w_i) = \rho_1 + (1 - \rho_1) \frac{(w_i/\theta)^n}{1 + (w_i/\theta)^n}. \]  
(6)
Here $n$ represents the Hill coefficient, and $\theta$ represents the parameter for 50% effective concentration.
Similarly, the effective repression factor $u_i$ for all genes repressing $g_i$ is defined as
\[ u_i = \frac{\sum_{j=1}^{M} \beta_{ij} h(-v_{ij}) x_j}{\sum_{j=1}^{M} h(-v_{ij})} \]
with weighted coefficients $\beta_{ij}$. The expression rate of $g_i$ depends on $u_i$ through a decreased Hill type function
\[ G(u_i) = \rho_2 + (1 - \rho_2) \frac{1}{1 + (u_i/\theta)^n}. \]  
(7)
Here, for simplicity, we adopted the same parameters of Hill coefficient and 50% effective concentration as those in the function $F$.
Finally, the dynamic equation of gene expressions were given by differential equations of form
\[ \frac{dx_i}{dt} = \lambda_i F(w_i)G(u_i) - x_i, \quad (i = 1, 2, \ldots, M), \]  
(8)
where $\lambda_i$ is the maximum expression rate of gene $g_i$, and the degradation rates of all genes products are normalized to 1.
Thus, given a gene regulatory network structure $V = (v_{ij})$, the dynamical equations for gene expressions were formulated as
\[
\begin{align*}
\frac{dx_i}{dt} &= \lambda_i F(w_i)G(u_i) - x_i, \quad (i = 1, 2, \ldots, M) \\
w_i &= \frac{\sum_{j=1}^{M} \alpha_{ij} h(v_{ij}) x_j}{\sum_{j=1}^{M} h(v_{ij})}, \\
u_i &= \frac{\sum_{j=1}^{M} \beta_{ij} h(-v_{ij}) x_j}{\sum_{j=1}^{M} h(-v_{ij})}, \\
F(w) &= \rho_1 + (1 - \rho_1) \frac{(w/\theta)^n}{1 + (w/\theta)^n}, \\
G(u) &= \rho_2 + (1 - \rho_2) \frac{1}{1 + (u/\theta)^n}. 
\end{align*}
\]  
(9)
Summary of all notations are given in Table 1.

Next, to consider random perturbations to the gene expression dynamics, we introduced color noise perturbation to model coefficients. Here, we considered external random perturbations to the degradation rates, so that the above equation becomes

\[
\frac{dx_i}{dt} = \lambda_i F(w_i)G(u_i) - e^{\eta_i - \frac{x_i^2}{2}} x_i, \quad (i = 1, 2, \cdots, M),
\]

\[
\frac{d\eta_i}{dt} = -\frac{1}{\tau} \eta_i dt + \frac{\sqrt{2}}{\tau} \sigma dW_i(t),
\]

where \(W_i(t)\) is the Weiner process, \(\tau\) is the parameter for the correlation time, and \(\sigma\) represents the perturbation strength. Here, \(\eta_i(t)\) represents an Ornstein-Uhlenbeck process, which satisfies

\[
E[\eta_i(t)] = 0, \quad E[\eta_i(t_1)\eta_i(t_2)] = \sigma^2 e^{-|t_1-t_2|/\tau}
\]

at the stationary state.

In this case, the model equations with random perturbation to degradation
rates were formulated as

\[
\begin{align*}
\frac{dx_i}{dt} &= \lambda_i F(w_i) G(u_i) - e^{\eta_i - \sigma^2} x_i, \quad (i = 1, 2, \ldots, M), \\
\frac{d\eta_i}{dt} &= -\frac{1}{\tau} \eta_i dt + \sqrt{\frac{2}{\tau}} \sigma dW_i(t), \\
w_i &= \sum_{j=1}^{M} \alpha_{ij} h(v_{ij}) x_j, \\
u_i &= \sum_{j=1}^{M} \beta_{ij} h(-v_{ij}) x_j, \\
F(w) &= \rho_1 + (1 - \rho_1) \left( \frac{w}{\theta} \right)^n, \\
G(u) &= \rho_2 + (1 - \rho_2) \left( \frac{u}{\theta} \right)^n.
\end{align*}
\]

Equations (9) and (10) provide general forms of gene regulatory network dynamics in a cell, and are the main equations considered in the current study.

2.3 Network structure

This paper was intended to investigate the method to quantify the macroscopic dynamics of a gene regulatory network, instead of study the exact genetic network in a cell. Hence, we did not consider real signaling networks that are mostly not well understood\cite{15}. We considered specific gene regulatory networks generated from a regular structure involved both promotion and repression interactions. The networks were designed so that system states display transition from order to disorder dynamics, either due to random perturbation or modifications in model structures.

![Diagram of the network structure $V_1$. a. Schematic diagram of $M$ genes. The blue boxes represent different genes, '→' indicates promotion interaction between genes and '⊣' indicates repression interaction between genes. b. Heat map of network structure $V_1$ (here, $M = 30$). Each color unit indicates the interaction of gene $g_j$ on gene $g_i$.](image)
First, we construed a regular network structure \( V_1 \) of \( M \) genes, so that each gene \( g_i \) is self-activation and be activated by the preceding gene \( g_{i-1} \), and is repressed by \( g_{i-2} \) (Fig. 1a), i.e., \( v_{i,i} = v_{i,i-1} = 1, v_{i,i-2} = -1 \). Moreover, all genes are located in a circle so that \( g_{M+i} = g_i \) for \( i > 0 \). The structure \( V_1 \) is represented as a matrix form of (Fig. 1b)

\[
V_1 = \begin{bmatrix}
1 & 0 & 0 & \cdots & -1 & 1 \\
1 & 1 & 0 & \cdots & 0 & -1 \\
-1 & 1 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & 1
\end{bmatrix}
\]

Starting from the regular network \( V_1 \), we randomly rewired each edge to obtain an irregular network \( V_2 \) so that the system may display disorder dynamics. Biologically, the rewiring process is an analogy of the process of mutation in gene regulations. Transcription networks in a cell show features of a small-world network[16], and the procedure of rewiring edges from a regular network is a standard way to generate a small-world network[17].

3 Results

3.1 Bifurcation analysis

To identify the parameters used in our study, we performed bifurcation analysis to investigate the possible dynamics of the system with varying parameter values. First, to simplify the bifurcation analysis, we considered the regular regulation network \( V_1 \), and applied the symmetric assumption so that

\[
\alpha_{ij} = \beta_{ij} = 1, \quad \rho_1 = \rho_2 = \rho,
\]

and assumed that the maximum expression rates of all genes are the same

\[
\lambda_1 = \lambda_2 = \cdots = \lambda_M = \lambda.
\]

Moreover, we always assumed \( \theta = 1 \) and \( n = 4 \) in following studies. Therefore, we have only two parameters \( \lambda \) and \( \rho \) in the deterministic equation (9).

First, we considered a simple case with 3 genes, and the model equation (9) becomes

\[
\begin{align*}
\frac{dx_1}{dt} &= \lambda f(x_1, x_2, x_3) - x_1, \\
\frac{dx_2}{dt} &= \lambda f(x_2, x_3, x_1) - x_2, \\
\frac{dx_3}{dt} &= \lambda f(x_3, x_1, x_2) - x_3.
\end{align*}
\]

where

\[
f(x, y, z) = \left( \rho + \frac{(1 - \rho) (\frac{x+y}{2})^n}{1 + (\frac{x+y}{2})^n} \right) \left( \rho + \frac{1 - \rho}{1 + y^n} \right).
\]
Let \( \rho = 0.1 \) and applied bifurcation analysis with XPPAUT[18], we obtained a bifurcation diagram shown in Fig. 2a. There are saddle-node bifurcations \( \lambda_1(= 2.9956) \) and \( \lambda_2(= 3.4589) \) so that three steady states exist \( \lambda_1 < \lambda < \lambda_2 \) (shadow in Fig. 2a), and the steady state with lower value \( x_1 \) is stable. Moreover, there are Hopf bifurcations \( \lambda_3(= 2.9994) \) and \( \lambda_4(= 9.1642) \), so that the steady state with higher value \( x_1 \) is unstable when \( \lambda_3 < \lambda < \lambda_4 \) and there exists an oscillatory solution.

Base on the above bifurcation analysis, we take \( \lambda = 3.2 \) \( (\lambda_3 < \lambda < \lambda_2) \) in this study, so that there is co-existence of stable steady state and oscillatory state. In particularly, while we assume a symmetric steady state \( x_1 = x_2 = x_3 = x^* \), then \( x^* \) satisfies the equation

\[
\lambda f(x^*, x^*, x^*) - x^* = 0.
\]

When \( \lambda = 3.2 \), there are three solutions \( x^{1,*} \approx 0.371, x^{2,*} \approx 0.641, \) and \( x^{3,*} \approx 0.955, \) so that (11) has three steady states \( E^{i,*} = (x^{i,*}, x^{i,*}, x^{i,*}), (i = 1, 2, 3) \). Moreover, the state \( E^{1,*} \) is stable, and the other two states are unstable. Here, we note that the steady states \( E^{i,*} \) only include those states with equal components, the system may also possess steady states with unequal components. Specifically, when the dimension \( M \) is large, there are multiple steady states with unequal components.

Based on the above analysis, we set \( \lambda = 3.2 \) and considered the situation with a large number of genes \( (M = 100) \). System dynamics depend on the initial conditions, either converge to stable steady states or oscillatory states (Fig. 2b). Here, we note the existence of multiple steady states, and the system dynamics may sensitively depend on the initial conditions.

### 3.2 Individual entropy with varying initial conditions

From the above analysis, the gene network dynamics show multi-stability, and may display different type dynamics depending on the varying initial conditions. To quantify the dependence of macroscopic dynamics with initial conditions, we took the perturbation strength \( \sigma = 0.1 \), and varied the initial conditions over three regions \( 0.366 < x_i < 0.376, 0.636 < x_i < 0.646, 0.95 < x_i < 0.96 \), respectively, and solved the equation (10) for dynamic trajectories. The solution dynamics show increasing complexity with varying initial conditions, from homogeneous values, to heterogeneous values, and oscillatory dynamics (Fig. 3a-c, upper panels). Moreover, the distributions of system states for different type dynamics are distinguishable to each other (Fig. 3).

For each initial value regions, we randomly solve 100 independent trajectories, each show different dynamics depending on the initial conditions. We calculated the individual entropy \( S_0(t) \) for each trajectory, and examine the stationary individual entropy at \( t = 800 \). The distribution of stationary individual entropies with varying initial conditions is shown in Fig. 4. The distribution of entropies shown well separate for the three region initial conditions, and increase with the increasing complexity of system dynamics. This result indicates
Figure 2: **Bifurcation diagram of the deterministic equation.** 

**a.** Bifurcation diagram of the three-dimensional equation (11). The horizontal axis represents the bifurcation parameter $\lambda$, the vertical axis represents the component $x_1$. Solid black line represents the stable steady state, red dashed line represents the unstable steady state, green dashed lines represent the upper and lower bound of oscillation solutions generated by Hopf bifurcations, the blue solid dots pointed by the two arrows are Hopf bifurcation points, and the solid purple dots are the saddle-node bifurcations. The grey shadow region represents the range of bifurcation parameter $\lambda$ to yield three equilibrium states. Other parameters are $\rho = 0.1, n = 4$.

**b.** Sample solutions of the model equation (9) (here, $M = 100$) started from different initial conditions. Horizontal axis represents the time $t$ and vertical axis represents the component $x_1$. The top, middle, and bottom panels show solutions started from initial conditions near $x_i \approx 0.371, x_i \approx 0.641,$ and $x_i \approx 0.955,$ respectively. Different colored curves in the graph represent the solution curves starting from different initial values.
Figure 3: **System dynamics under random perturbations.** Solution trajectories with different initial conditions, corresponding to (a) $x_i \approx 0.371$, (b) $x_i \approx 0.641$, and (c) $x_i \approx 0.955$, respectively, and noise perturbation with $\sigma = 0.1$. Upper panels show dynamics of different components (only 5 components are shown with different color curves for clarity), bottom panels show the corresponding distribution of system states $\{x_i(t)\}_{1 \leq i \leq M}$ at time $t = 800$. Here, $M = 100$. 

\[\text{Figure 3: System dynamics under random perturbations. Solution trajectories with different initial conditions, corresponding to (a) } x_i \approx 0.371, \text{ (b) } x_i \approx 0.641, \text{ and (c) } x_i \approx 0.955, \text{ respectively, and noise perturbation with } \sigma = 0.1. \text{ Upper panels show dynamics of different components (only 5 components are shown with different color curves for clarity), bottom panels show the corresponding distribution of system states } \{x_i(t)\}_{1 \leq i \leq M} \text{ at time } t = 800. \text{ Here, } M = 100.\]
that individual entropy can be used to characterize the dynamic complexity of the system with different initial conditions.

![Figure 4: Distribution of individual entropies under different trajectories with different initial values at $t = 800$. Blue, black, and red curves correspond to the initial conditions over three regions $0.366 < x_i(0) < 0.376$, $0.635 < x_i(0) < 0.646$, and $0.950 < x_i(0) < 0.960$, respectively.](image)

### 3.3 Individual entropy to quantify the transition dynamics

To examine how individual entropy can be applied to quantify the transition dynamics, we varied the perturbation strength $\sigma$ so that the system dynamics show transition from low to high complexity. To this end, we initialized the system states $0.366 < x_i < 0.376$, and set $\sigma$ linearly increase with time $t$ as follows

$$\sigma(t) = t/1000, \quad 0 < t < 500.$$  

The system dynamics show obviously fluctuation along with the increasing of $\sigma$, and switches to oscillation dynamics at about $t = 200$ ($\sigma = 0.2$). To quantify the switches dynamics, we calculated the individual entropy $S_0(t)$ with reference to the initial condition. The entropy shows gradually increase from $S_0 = 0$ at the initial state to a high level of $S_0 = 5.8$ after the system switches to oscillatory dynamics, akin to the situation with initial condition $0.95 < x_i < 0.96$ in Fig. 4.

Changes of the individual entropy mainly originate from two sources, the increasing in noise perturbations and the occurring of oscillatory dynamics.
Figure 5: Transition dynamics characterized by the individual entropy. 

a. Evolution of system dynamics with increasing random perturbation strength $\sigma$. Vertical axis show dynamics of all state variables. Inset show the enlarged of transition dynamics with $180 < t < 220$. Vertical orange line shows the time of transition that pointed by the arrow in c. 

b. Evolution of individual entropy along the transition dynamics. Blue triangles are obtained from original data, and the red solid line show the fitting function $h(t) = h_0(t) + h_1(t)$. 

c. The derivative $h'_1(t)$. Orange arrow shows the transition time $t$ marked with the peak value of $h'_1(t)$. 
To study how changes in the individual entropy associate with the dynamical switches, we fitted the simulated individual entropy. We note that the simulated data in Fig. 5b presents two phases increases, and each segment increase is in line with a Hill type function. Thus, we fitted the simulated individual entropy with an additive function of two parts as

$$h(t) = h_0(t) + h_1(t),$$

where $h_0$ and $h_1$ are Hill type functions defined as

$$h_0(t) = \frac{c_0 t^\gamma}{(a + t)^\gamma}, \quad h_1(t) = b_0 t^{m-1} t^n + t^n,$$

and the parameters $\gamma = 0.75, m = 10, n = 11, a = 95.0312, b_0 = 0.622351, b_1 = 230, c_0 = 6.31048$. To obtained the parameters, we manually turned the parameters $\gamma, m, n, b_1$, and consequently determined other parameters by fitting $h(t)$ with simulated data. Here, $h_0(t)$ represents the changes in the entropy due to random perturbation, and $h_1(t)$ represents the additional changes due to the emerge of oscillation dynamics. Fitting of the function $h(t)$ with simulated $S_0(t)$ is shown in Fig. 5b.

Now, the derivative of $h(t)$, $h'(t) = h'_0(t) + h'_1(t)$, represents the changes of individual entropy $S_0(t)$ with $t$. Specifically, the derivative $h'_1(t)$ should give the change in entropy due to the emerge of oscillation dynamics, i.e., characterization of the transition dynamics. The derivative $h'_1(t)$ is shown at Fig. 5c, which shows a peak value at $t = 190$ (marked by the arrow in Fig. 5c), corresponding to the occurrence of oscillatory dynamics (Fig. 5a). We further examined the dynamics of each components, the emerge of global oscillatory dynamics starts from oscillations in some components, along which the derivative $h'_1(t)$ reaches the peak value, and induce the switch of the whole system dynamics. These results suggest that the individual entropy and its derivative can be used to quantify the switches of system state from order to disorder dynamics.

### 3.4 Individual entropy to quantify variations in the network structure

To further investigate how individual entropy is applied to quantify variations in the network structure, we started from the regular network $V_1$ and randomly rewired the edges to obtain an irregular network $V_2$ so that system dynamics display oscillations in all components (Fig. 6a). Next, we studied the system dynamics when the network structure randomly change from $V_1$ to $V_2$, and examined how individual entropy varies along with changes in the network structure.

We performed model simulation with network structure randomly changes from $V_1$ to $V_2$ according to the scheme

$$V = \begin{cases} V_1, & 0 \leq t < 100 \\ V_1 \rightarrow V_2, & 100 \leq t < 1100 \\ V_2, & 1100 \leq t < 1200. \end{cases}$$

(12)
Here, $V_1 \to V_2$ represents a process that randomly change elements in $V_1$ one-by-one toward $V_2$ at time $t = 1100$ (detailed in the Appendix). We note that there are multiple pathways from $V_1$ to $V_2$, each pathway may yield different dynamics. In performing model simulations, we set the noise perturbation strength $\sigma = 0.1$, and the initial conditions $x_i = 0.371$ ($i = 1, 2, \cdots, M$). From the above analysis, the system dynamics show small fluctuation around $x_i(t) \approx 0.371$ at early stage when the network structure $V$ is close to $V_1$, and disorder oscillatory dynamics at later stage when $V$ is changed toward $V_2$ (Fig. 6b-d).

Figure 6: **Switches of system dynamics induced by changes in network structures.** a. System dynamics under network structure $V_2$. Vertical axis shows the component $x_1$, and different color lines represent solutions starting from different initial values. b-d. Different dynamics generated under different pathways from $V_1$ to $V_2$. Vertical axis show all state variables $x_i(t)$. e-g. Evolution of individual entropies corresponding to different pathways in b-d.

Fig. 6b-d show example cases of network structure changes and the switches of system dynamics. Individual entropies $S_0(t)$ for each cases are shown in Fig. 6e-g, respectively. From Fig. 6, the system dynamics preserve during the early stage of structure modifications, followed with sudden switch to oscillations in some components, along with a jumping increase in the individual entropy. Moreover, oscillation components may emerge at different time points along the structure modification process, which is in accordance with sudden increases in the individual entropy (Fig. 6e-g). These results suggests that temporal dynamics of the individual entropy $S_0(t)$ can effectively reveal the critical moment when there is sudden change in the macroscopic system dynamics.

To further quantify changes of individual entropy along with the process of structure changes, we randomly generated an ensemble of 1000 independent
pathways according to the procedure (12), and calculated individual entropies of the system along these pathways. Temporal evolution of the distribution of these individual entropies are shown at Fig. 7. From Fig. 7, despite different dynamics of individual entropy along different pathways of structure modifications (Fig. 6e-g), the entropies are in general increase with changes of the network structure from regular to irregular regulations.

Figure 7: Evolution of the distribution individual entropies along changes of network structure from $V_1$ to $V_2$. The fours curves (from left to right) correspond to the time point of $t =$ 100, 300, 500, 1100, respectively.

Next, we investigated how individual entropy may quantify the process of reversible change of network structures. To this end, we again start from the structure $V_1$ and randomly changed the structure to $V_2$. Next, we randomly recovered the network structure from $V_2$ to $V_1$. Thus, the network structure $V(t)$ is defined as

$$ V = \begin{cases} 
V_1, & 0 \leq t < 100; \\
V_1 \rightarrow V_2, & 100 \leq t < 1000; \\
V_2, & 1000 \leq t < 1100; \\
V_2 \rightarrow V_1, & 1100 \leq t < 2000; \\
V_1, & 2000 \leq t < 2500. 
\end{cases} \quad (13) $$

Similar to the previous situation, the system dynamics showed switches between different type dynamics when the structure was changed from $V_1$ to $V_2$, from small fluctuations of different components around the same steady states (type I) to random switches between different steady states (type II), and further disorder oscillations (type III) (Fig. 8a). Nevertheless, when the structure recovered from $V_2$ to $V_1$, the system dynamics can undergo changes from type
III to type II, but not type I dynamics (Fig. 8a). The individual entropy showed increases from $t = 100$ to $t = 1100$ when $V(t)$ changed from $V_1$ to $V_2$, and sudden increases at the moment of switches from type I to type II and from type II to type III dynamics (Fig. 8b). Next, the individual entropy continuously decreases when the structure changed from $V_2$ to $V_1$ ($t > 1100$), along with the loss of oscillatory dynamics (Fig. 8b).

To measure how the individual entropy may depend on changes in the network structure, we introduced the differences in network structure $V$ as

$$|\Delta V| = \|V - V_1\|_0,$$

i.e., the number of nonzero elements in $V - V_1$. Fig. 8c shows the dependence of individual entropy with $|\Delta V|$ along the above process. We can see an increase in the entropy when $V$ changed from $V_1$ back to $V_2$, and a decrease when $V$ changed from $V_1$ to $V_2$. Interestingly, dependence of the entropy $S_0(t)$ with $|\Delta V|$ is consistent during the reserved process when the difference $|\Delta V|$ is large (the shadow region in Fig. 8c), and there is a fork bifurcation at a critical value marked by the dashed line in Fig. 8c. There is a sudden increase when $|\Delta V|$ increase across the critical value, however continuously decrease when $|\Delta V|$ decrease. These results showed irreversible system dynamics along with

Figure 8: **System dynamics in response to reversible change of network structures.** a. Transition dynamics along with changes of the network structure between $V_1$ and $V_2$ follow the equation (13). Vertical axis show all state variables $x_i(t)$. b. Evolution of individual entropy with time $t$. c. Dependence of individual entropy with structure variation $|\Delta V|$. Arrows show the direction of time increasing.

To measure how the individual entropy may depend on changes in the network structure, we introduced the differences in network structure $V$ as

$$|\Delta V| = \|V - V_1\|_0,$$

i.e., the number of nonzero elements in $V - V_1$. Fig. 8c shows the dependence of individual entropy with $|\Delta V|$ along the above process. We can see an increase in the entropy when $V$ changed from $V_1$ back to $V_2$, and a decrease when $V$ changed from $V_1$ to $V_2$. Interestingly, dependence of the entropy $S_0(t)$ with $|\Delta V|$ is consistent during the reserved process when the difference $|\Delta V|$ is large (the shadow region in Fig. 8c), and there is a fork bifurcation at a critical value marked by the dashed line in Fig. 8c. There is a sudden increase when $|\Delta V|$ increase across the critical value, however continuously decrease when $|\Delta V|$ decrease. These results showed irreversible system dynamics along with
changes in network structures, individual entropy can be served as an index to represent the macroscopic system dynamics.

3.5 Individual entropy with reference to a preceding state to represent the macroscopic dynamics

In the above transition dynamics (Fig. 6), the system showed type II or III dynamics during the transition of network structures, both with high level individual entropies with reference to initial conditions. To further characterize changes in macroscopic states during the transition process, we considered the individual entropy $S(t; s)$ along the transition dynamics with reference to the preceding state with lag time $s$.

In Fig. 9, we show transition dynamics along with changes of the network structure between $V_1$ and $V_2$ follow the equations (12) (Fig. 9a) or (13) (Fig. 9b). Here, to be more focus at the dynamical features of heterogeneity in different components, we omitted the noise perturbation and hence $\sigma = 0$; moreover, maximum expression rates ($\lambda_i$) are assumed to be different for each genes, and take values randomly over $3.2 \pm 1.0$.

Figure 9: Description of individual entropy on the transition of dynamical patterns. a. The network structure changed from $V_1$ to $V_2$ according to (12). b. The network structure changed between $V_1$ and $V_2$ according to (13). The upper panels show plots of individual entropy over time, different color lines indicate different selection of reference states, either with reference to the initial state ($S_0(t)$), or preceding state with different lag time $s$ ($S(t; s)$); bottom panels showed system dynamics over time. Here, the expression rate $\lambda_i \in [2.2, 4.2]$, and the noise strength $\sigma = 0$. 
Dynamical patterns during the transition process are shown in bottom panels in Fig. 9. To quantify the dynamical patterns, we calculated the individual entropy along process with reference to the initial state \((S_0(t))\), and the preceding states with lag time \(s\) \((S(t;s))\). When referred to the initial state, the individual entropy show continuously increase during the transition process, and cannot distinguish different dynamical patterns (Fig. 9, red lines in upper panels). Nevertheless, when we referred to preceding states, the individual entropy showed up and down dynamics in accordance with changes in dynamical patterns of system states (Fig. 9). Moreover, we varied the lag time from \(s = 1\) to \(s = 50\), and the entropy \(S(t;s)\) was insensitive with \(s\). These results suggest that individual entropy with reference to preceding state provides a reasonable quantity measurement for the dynamical patterns during the transition dynamics.

3.6 Comparison with other type entropies

Now, we recall our definition, the proposed individual entropy is the information entropy of the probability function for the signal sequence of the difference \(y = x - r\), denoted as \(S(x|r)\). Alternatively, we can directly calculate the information entropy of probability function for the signal sequence of \(x\), denoted as \(S(x)\); or, given the reference state, the relative entropy (Kullback-Leibler divergence) of the probability function for the sequence \(x\) with respect to that for the reference sequence \(r\), denoted as \(KL(x,r)\).

To compare how different type definitions may be applied to quantify the system dynamics, we considered again the transition processes in Fig. 6b and Fig. 9a. We set the reference state \(r\) as the initial condition, and calculated the entropies \(S(x(t)|r), S(x(t)), \) and \(KL(x(t), r)\) respectively. The results of various types entropies are shown in Fig. 10.

In the dynamics shown by Fig. 6b, all components in the reference state \(r\) take the same value, the sequence \(y = x - r\) is simply a translation of \(x\), and hence the individual entropy \(S(x|r)\) is the same as the information entropy \(S(x)\), both of them are able to characterize the sudden change in dynamical patterns (Fig. 10a). Nevertheless, the Kullback-Leibler divergence \(KL(x,r)\) fail to quantify obvious changes in the system dynamics (Fig. 10a).

In the dynamics shown by Fig. 9a, different components in the reference state \(r\) are different from each other, and hence the individual entropy \(S(x|r)\) is different from \(S(x)\). From Fig. 10b, \(S(x|r)\) shows more significant difference for different pattern dynamics, which suggest better characterization of macroscopic dynamics than the traditional information entropy \(S(x)\). Moreover, the Kullback-Leibler divergence fail to quantify changes in the system dynamics in this situation (Fig. 10b).
**4 Conclusions**

In this paper, we proposed a concept of individual entropy as a macroscopic measurement of the complexity for complex system dynamics. Individual entropy was defined following a novel concept of single-cell entropy that was originally proposed to measure the intrinsic transcriptional state of a cell based single-cell RNA-seq data[12]. Consider dynamics of a complex system with state variables \( x(t) \), individual entropy of the system state at any time \( t \), with reference to a state \( r \), is defined as the information entropy of the signal sequences of the difference \( y(t) = x(t) - r \). The proposed individual entropy provides a macroscopic measurement for the order of system states while we overlook detail interactions in a complex system. This is certainly important in biological systems that detail molecular interactions are mostly unclear.

In our study, we considered dynamical systems from a gene regulatory network as an example to investigate how the concept of individual entropy is applied to quantify the transition dynamics. Results showed that critical events of sudden changes in system dynamics due to random perturbation can be described by variations in the individual entropy (Fig. 5). Moreover, different type dynamics during the transition process induced by network structure alterations can be described by sudden changes in the individual entropy (Figs. 6-8).

In defining the individual entropy, the reference state provides a degree of freedom for the baseline state with the minimum entropy of zero. Different selection of the reference state may yield different interpretation of the results.
our study, we found that the individual entropy with reference to the preceding state with a lag time is able to describe changes in dynamical patterns during state transition induced by changes in the network structure. These results showed that the proposed individual entropy with proper selection of reference states can be a practical variable to quantify complex gene regulation dynamics.

To conclude, main outcomes of the present study concerns the macroscopic dynamics of complex systems. We proposed a concept of individual entropy as an effective indicator to describe the transition dynamics of system states. The current study was performed based on an artificial gene regulatory network. However, the concept can easily be extended to dynamics related with general genetic networks, and hence can guide the studies of cell state transition in various biological processes. Moreover, the concept of individual entropy can also be applied to other complex dynamics systems, and provides a variable quantity for complex systems without enough knowledge in the detail informations of the system.
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Appendix: Random changes of network structure

To simulate the random changes of network structure $V_1 \rightarrow V_2$ in (12), we let

$$ U = V_2 - V_1 = (u_{i,j}), $$

and denote $\Sigma$ for all nonzero elements $u_{i,j}$. Assume that $\Sigma$ contains totally $m$ nonzero elements, we divide the time interval $t \in (100, 1100)$ into $m$ time points

$$ 100 < t_1 < t_2 < \cdots < t_m < 1100. $$

Next, let

$$ V_1 = (v_{i,j}), $$

and do the following iteration:

\begin{verbatim}
for k from 1 to m do
    • randomly select one element in $\Sigma$, said $u_{i,j}$;
    • let $v_{i,j} = v_{i,j} + u_{i,j}$;
    • remove $u_{i,j}$ from $\Sigma$.
\end{verbatim}

This process randomly changes the network structure from $V_1$ to $V_2$. 
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