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Abstract

Motivation: Fast, lightweight methods for
comparing the sequence of ever larger assem-
bled genomes from ever growing databases
are increasingly needed in the era of accu-
rate long reads and pan-genome initiatives.
Matching statistics is a popular method for
computing whole-genome phylogenies and for
detecting structural rearrangements between
two genomes, since it is amenable to fast
implementations that require a minimal setup
of data structures. However, current imple-
mentations use a single core, take too much
memory to represent the result, and do not
provide efficient ways to analyze the output in
order to explore local similarities between the
sequences.
Results: We develop practical tools for com-
puting matching statistics between large-scale
strings, and for analyzing its values, faster and
using less memory than the state of the art.
Specifically, we design a parallel algorithm
for shared-memory machines that computes
matching statistics 30 times faster with 48
cores in the cases that are most difficult to par-
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allelize. We design a lossy compression scheme
that shrinks the matching statistics array to a
bitvector that takes from 0.8 to 0.2 bits per
character, depending on the dataset and on
the value of a threshold, and that achieves
0.04 bits per character in some variants.
And we provide efficient implementations of
range-maximum and range-sum queries that
take a few tens of milliseconds while operating
on our compact representations, and that
allow computing key local statistics about the
similarity between two strings. Our toolkit
makes construction, storage, and analysis
of matching statistics arrays practical for
multiple pairs of the largest genomes available
today, possibly enabling new applications in
comparative genomics.
Availability ad implementation:
Our C/C++ code is available at
https://github.com/odenas/indexed ms

under GPL-3.0.

1 Introduction

Several large-scale projects are under way
to assemble the genome of hundreds of new
species, and comparing such genomes is cru-
cial for understanding the genetic basis and
origin of complex traits and related diseases
(for a small sampler, see e.g. [39, 34, 14,
37, 16, 44, 26, 25]). Efficient tools for com-
paring genome-scale sequences are thus be-
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coming increasingly necessary. The match-
ing statistics of a string S, called the query,
with respect to another string T , called the
text, is an array MSS,T [0..|S| − 1] such that
MSS,T [i] is the length of the longest prefix of
S[i..|S|−1] that occurs anywhere in T without
errors. Since the match can occur anywhere
in T , matching statistics is robust to large-
scale rearrangements and horizontal transfers
that are common in genomes, and the average
matching statistics length over the whole se-
quence has been used for building consistent
whole-genome phylogenies without alignment
– and, unlike k-mer methods, without param-
eters [8, 43]. The effectiveness of matching
statistics in alignment-free phylogenetics has
even motivated variants that allow for a user-
specified number of mismatches (for a small
sampler see e.g. [2, 27, 30, 40, 41]); and
other, seemingly different, distances can be ex-
pressed in terms of matching statistics as well
[13, 42, 7]. For genomes from the same or
from closely related species, matching statis-
tics has been used for computing estimators
of the number of substitutions per site, of the
number of pairwise mismatches, and of the
occurrence of recombination events (see e.g.
[23, 21, 19, 20, 10]); finally, the related notion
of shortest unique substring, defined on a sin-
gle sequence, has been employed for computing
measures of genome repetitiveness [24, 22], and
it could be used as a parameter-free method for
detecting segmental duplications [31]. Since
every position of the query S is assigned a
match length, matching statistics can reveal
ranges of locally high similarity (i.e. of large
average matching statistics in the range) in-
duced e.g. by horizontal gene transfer, or con-
versely ranges of locally low similarity induced
by chromosomes of S missing from T , or by
horizontal transfer events that affected S but
not T [24, 23, 20, 11, 12]. See Figures 6 and
7 in the supplement for a concrete example.
This idea has been recently applied to targeted
Nanopore sequencing, using online matching
statistics to eject from the pore a long DNA

molecule that is not likely to belong to the
species of interest, after having read just a
short segment of the molecule [1].

Computing MSS,T is a classical problem in
string processing, and in practice it involves
building an index on a fixed T to answer a
large number of queries S. Thus, solutions
typically differ on the index they use, which
can be the textbook suffix tree, the compressed
suffix tree [29] or compressed suffix array, the
colored longest common prefix array [17], a
Burrows-Wheeler index combined with the suf-
fix tree topology [3, 4], or the r-index com-
bined with balanced grammars [6]. In the fre-
quent case where T consists of one genome (or
proteome), or of the concatenation of few sim-
ilar genomes or of many dissimilar genomes,
the Burrows-Wheeler transform of T does not
compress well, and the best space-time trade-
offs are achieved by the implementation in [4]
(see [6] for a runtime comparison, and see Fig-
ure 2 in the supplement for a memory compari-
son). In this paper we develop several practical
tools for computing the matching statistics ar-
ray between genome-scale strings, and for ana-
lyzing its values, faster and using less memory
than the state of the art.

Specifically, we design a practical variant of
the algorithm by [4] that computes MS in par-
allel on a shared-memory machine, and that
achieves approximately a 41-fold speedup of
the core procedures and a 30-fold speedup of
the entire program with 48 cores on the in-
stances that are most difficult to parallelize.
Our implementation takes around 12 min-
utes to compute the MS between the Homo
sapiens and the Pan troglodytes genomes on
a standard 48-core server. We also de-
scribe a theoretical variant with better asymp-
totic complexity, which takes O(|S| log σ/t +
(log |T | log σ)(log t + log log t log log |T |)) time
and 2|T | log σ + O(n) bits of space when ex-
ecuted on t processors, where σ is the inte-
ger alphabet of S and T . To the best of our
knowledge, no algorithm for computing match-
ing statistics in parallel existed before.
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Then, we implement fast range queries for
computing the average and maximum match-
ing statistic value inside a substring of S,
taking advantage of the compact encoding of
MSS,T introduced by [3]: this encoding takes
just 2|S| bits, and allows one to retrieve MS[i]
in constant time for any i using just o(|S|)
more bits. In some cases this bitvector is com-
pressible, so our code can operate both on the
plain encoding and on its compressed versions.
Overall, we can answer queries over arbitrary
ranges of the human genome in a few tens of
milliseconds, taking just a few extra megabytes
of space. No tool for fast range queries over a
compact matching statistics encoding existed
before.

Finally, we describe a lossy compression
scheme that can reduce the size of our compact
encoding to much less than 2|S| bits when S
and T are dissimilar, by replacing small match-
ing statistics values (that typically arise from
random matches) with other, suitably chosen
small values. In practice this is most useful
in applications that need the matching statis-
tics array of every pair of genomes in a large
dataset. The threshold of our lossy compres-
sion can be set according to some expected
length of matches (see e.g. [20, 21, 23]), or it
could be learnt from the distribution of match
lengths itself, which usually peaks at noisy val-
ues (see e.g. Figure 4 in the supplement).
Depending on the threshold, our scheme can
shrink the encoding from 40% to 10% of its
original size of 2 bits per character, and one
of our variants achieves 2% for large thresh-
olds. Another popular data structure in string
indexing, the permuted longest common pre-
fix array [35], has a similar bitvector encoding
and shrinks at similar rates under our scheme
in practice.

Our compression method bears some simi-
larities to the lossless algorithm by [5], which
builds an approximation of the select function
on arbitrary bitvectors, and stores corrections:
in our case, discarding the corrections would
amount to replacing every matching statistics

value (regardless of whether it is small or large)
with another value (which could be either big-
ger or smaller) within a user-specified error.
This might be undesirable for matching statis-
tics, since there is often an expected length of
random matches, and large values that carry
information should better be kept intact for
downstream analysis. The two lossy schemes
are incomparable. In practice the one by [5]
tends to produce smaller files, since it has more
degrees of freedom; our methods manage to
achieve compression rates of similar magnitude
in several cases (see Figure 15 in the supple-
ment). The lossless version of [5] expands our
bitvectors for all settings (see Figure 3 in the
supplement).

2 Preliminaries and nota-
tion

2.1 Strings and string indexes

Let Σ = [1..σ] be an integer alphabet, and let
T ∈ Σ+ be a string. We call the reverse of T
the string T obtained by reading T from right
to left, and we denote by fT (W ) the number
of occurrences (or frequency) of string W in
T . For reasons of space we assume the reader
to be already familiar with the notion of suffix
tree STT = (V,E) of T , which we do not define
here. We just recall that every edge in E is la-
belled with a string of length possibly greater
than one, and that a substring W of T can be
extended to the right with at least two distinct
characters iff W = `(v) for some internal node
v of the suffix tree, where `(v) is the string label
of node v ∈ V obtained by concatenating the
label of every edge in the path from the root to
v. It is well-known that all the nodes in a suffix
tree path have distinct frequencies, which de-
crease from top to bottom. If u is a node of the
suffix tree of T , we use fT (u) as a shorthand
for fT (`(u)). We assume the reader to be fa-
miliar with the notion of suffix link connecting
a node v with `(v) = aW for some a ∈ [1..σ],
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to a node w with `(w) = W . Here we just
recall that inverting the direction of all suffix
links yields the so-called explicit Weiner links.
Given an internal node v of STT and a symbol
a ∈ [1..σ], it might happen that string a`(v)
occurs in T , but that it is not the label of any
internal node: all such left extensions of inter-
nal nodes that end in the middle of an edge or
in a leaf are called implicit Weiner links. An
internal node of STT can have several outgoing
Weiner links, and every one of them is labelled
with a distinct character.

We call suffix tree topology a data struc-
ture that supports operations on the shape
of STT , like parent(v), which returns the
parent of a node v; lca(u, v), which returns
the lowest common ancestor of nodes u and
v; leftmostLeaf(v) and rightmostLeaf(v),
which compute the identifier of the leftmost
(respectively, rightmost) leaf in the subtree
rooted at node v; selectLeaf(i), which re-
turns the identifier of the i-th leaf in preorder
traversal; leafRank(v), which computes the
number of leaves that occur before leaf v in
preorder traversal. It is known that the topol-
ogy of an ordered tree with n nodes can be
represented using 2n+ o(n) bits as a sequence
of 2n balanced parentheses, and that 2n+o(n)
more bits suffice to support every operation
described above in constant time [28, 36]. We
assume the reader to be familiar also with
the Burrows-Wheeler transform of T (denoted
BWTT in what follows). Here we just recall
that every suffix tree node corresponds to a
compact lexicographic interval in the BWT,
and that following a Weiner link in the suf-
fix tree, i.e. extending a string W = `(v) to
the left with one character, corresponds to the
well-known backward step from the BWT inter-
val of W . We also mention the classical oper-
ations rank(T, a, i), which returns the number
of occurrences of character a in string T up to
position i, inclusive; and select(T, a, i), which
returns the position of the i-th occurrence of a
in T .

In what follows we omit subscripts that are

Figure 1: Values of matching statistics (ver-
tical axis) in a range of positions along hu-
man chromosome 1 (horizontal axis). Query:
Homo sapiens. Text: Pan troglodytes. The
right panel is a zoom-in of the left panel. See
Figure 6 in the supplement for a bigger range.
The PLCP array of a single genome (defined
in Section 4) has a similar shape.

clear from the context, and we use ST and
BWT as shorthands for STT and BWTT , re-
spectively.

2.2 Matching statistics in small
space

As mentioned, given a query string S ∈ Σm,
we call matching statistics MSS,T [0..m − 1]
an array such that MSS,T [i] is the length of
the longest prefix of S[i..m − 1] that occurs
somewhere in T without errors. In this paper
we work with the compact representation of
MSS,T as a bitvector msS,T of 2|S| bits, which
is built by appending, for each i ∈ [0..|S| − 1]
in increasing order, MSS,T [i]−MSS,T [i−1]+1
zeros followed by a one [3]. MSS,T [−1] is as-
sumed to be one. Since the number of zeros
before the i-th one in ms equals i+ MS[i], one
can compute MS[i] for any i ∈ [0..|S|−1] using
select operations on ms. We also work with the
algorithm by [3], which we summarize here for
completeness. This offline algorithm computes
ms using both a backward and a forward scan
over S, and it needs in each scan just BWT
with rank support, and the topology of ST, or
just BWT with rank support, and the topol-
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ogy of ST. The two phases are connected via a
bitvector runs[1..|T |−1], such that runs[i] = 1
iff MS[i] = MS[i−1]−1, i.e. iff there is no zero
between the i-th and the (i− 1)-th ones in ms.

First, we scan S from right to left, using
BWT with rank support, and the suffix tree
topology of T , to determine the runs of con-
secutive ones in ms. Assume that we know the
interval [i..j] in BWT that corresponds to sub-
string W = S[k..k + MS[k]− 1], as well as the
identifier of the proper locus v of W in the
topology of ST. We try to perform a back-
ward step using character a = S[k − 1]: if
the resulting interval [i′..j′] is nonempty, we
set runs[k] = 1 and we reset [i..j] to [i′..j′].
Otherwise, we set runs[k] = 0, we update the
BWT interval to the interval of parent(v) us-
ing the topology, and we try another backward
step with character a.

In the second phase we scan S from left to
right, and we build ms using BWT with rank
support, the suffix tree topology of T , and
bitvector runs. Assume that we know the in-
terval [i..j] in BWT that corresponds to sub-
string W = S[k..h− 1] such that MS[k − 1] =
h − k but MS[k] ≥ h − k. We try to per-
form a backward step with character S[h]: if
the backward step succeeds, we continue issu-
ing backward steps with the following char-
acters of S, until we reach a position h∗ in
S such that a backward step with character
S[h∗] from the interval [i∗..j∗] of substring
W ∗ = S[k..h∗ − 1] in BWT fails. At this point
we know that MS[k] = h∗ − k, so we append
h∗ − k − MS[k − 1] + 1 = h∗ − h + 1 zeros
and a one to ms. Moreover, we iteratively re-
set the current interval in BWT to the inter-
val of parent(v∗), where v∗ is the proper lo-
cus of W ∗ in ST, and we try another back-
ward step with character S[h∗], until we reach
an interval [i′..j′] for which the backward step
succeeds. Let this interval correspond to sub-
string W ′ = S[k′..h∗ − 1]. Note that MS[k′] >
MS[k′ − 1]− 1 and MS[x] = MS[x− 1]− 1 for
all x ∈ [k + 1..k′ − 1], so k′ is the position
of the first zero to the right of position k in

runs, and we can append k′ − k − 1 ones to
ms. Finally, we repeat the whole process from
substring S[k′..h∗] and its interval in BWT.

3 Computing MS in paral-
lel

It is natural to try and parallelize the construc-
tion of MS when query strings are long. In
the case of proteomes, or of concatenations of
several small genomes, reads, or contigs, one
could just split the query in chunks of approx-
imately equal size along concatenation bound-
aries, and process each chunk in parallel. For
the large, contiguous genome assemblies that
are increasingly achievable with long reads, one
could compute MS in parallel for each chromo-
some, but chromosomes might have widely dif-
ferent lengths and their number might be much
smaller than the number of cores available. In
this section we describe algorithms for com-
puting MS in parallel for long query strings,
without assuming that they are the concate-
nation of shorter strings.

We work in the concurrent read, exclusive
write (CREW) model of a parallel random ac-
cess machine, in which multiple processors are
allowed to read from the same memory loca-
tion at the same time, but only one processor
is allowed to write to a memory location at any
given time. Let S0, . . . , St−1 be a partition of
S into t blocks of equal size, and let pi be the
first position of block Si. Once S and runs are
loaded in memory, one can build ms in parallel
with t threads, by computing MS[pi, . . . , pi+1−
1] independently for each i: this works since
every thread can safely read the suffix of S to
the right of its own block, as well as the cor-
responding positions of runs. Recall however
that the algorithm outputs a compact repre-
sentation of array MS, rather than array MS
itself. Let msi be the bitvector representation
of MS[pi, . . . , pi+1−1]. Thread i computes msi

starting from position pi of S, and it appends
to the beginning of msi a sequence of MS[pi]
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Figure 2: Scaling of our parallel implementation as the number of threads t increases. Line: ideal
scaling 1/t. Circles along the line: genomes of similar species, proteomes of similar species, pairs of
human chromosome 1 from distinct random individuals. Circles far from the line: identical query
and text (human chromosome 1 from two random individuals). Vertical axis: time of the parallel
implementation divided by the time of the sequential implementation. Correction of ms is not shown
since it is negligible. See Figure 1 in the supplement for more details.

zeros and a one; however, in the final bitvector
ms, such a sequence of bits should be replaced
by a sequence of MS[pi] − MS[pi − 1] + 1 ze-
ros and a one. We perform this correction in
a final pass, in which a single thread concate-
nates all output bitvectors. Specifically, we use
MS[|S0| − 1] = |ms0| − 2|S0|+ 1 to correct the
first run of zeros of ms1, and so on for the other
blocks.

We compute bitvector runs with t par-
allel threads, as follows. Let R0, . . . , Rt−1

be the partition of runs induced by blocks
S0, . . . , St−1. Thread i executes the algorithm
for computing runs independently just inside
blocks Si and Ri, starting with filling the last
bit of Ri. Assume that thread i, while pro-
ceeding from right to left, sets bit bi of Ri to
zero, and that it sets Ri[bi + 1..|Ri| − 1] to all
ones. All the bits that thread i sets in Ri[0..bi]
are correct, since they can be decided without
looking at blocks Si+1, . . . , St−1. However, to
decide the value of bits Ri[bi + 1..|Ri| − 1] one
needs to look at the blocks that follow Si. We
call marked the last block Rt−1, as well as any
block Ri that contains a zero after this phase.
If Ri is marked, let W i = S[pi..pi+MS[pi]−1]:
then, thread i stores the BWT interval and the
topology identifier of the locus of Wi in STT .

In practice we expect bi to be close to |Ri|−1,
and we expect most blocks to be marked. How-
ever, there could be an Ri that contains no zero
after this phase. Thus, we have to run a sec-
ond phase in which, for every marked block Ri,
we start a thread that updates all the one-bits,
in all blocks between Ri−1 and the rightmost
marked block Rj before Ri, including the suf-
fix of Rj after its last zero. We perform this
correction using the information stored in the
previous phase. Note that this strategy might
result both in using fewer than t threads (since
we issue just one thread per marked block),
and in linear time per thread, since the num-
ber of one-bits that a thread might have to
update could be proportional to |S|.

These problems occur when S and T have
long exact matches, and they become extreme
when S = T . Thus, we experiment with the
pairs of similar genomes and proteomes de-
scribed in Section 1 of the supplement. The
construction of both runs and ms scales well
on genomes and proteomes of similar species,
although achieving the ideal speedup gets more
difficult as the number of threads increases
(Figure 2). Correcting the runs bitvector takes
a negligible fraction of the total time for pro-
cessing runs, even for similar genomes, and
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it takes more time for proteomes than for
genomes, probably because the proteomes of
related species are more similar to one another
than their genomes (see Figure 1 in the supple-
ment). The fraction of time spent in correcting
runs grows with the number of threads, proba-
bly because more threads imply shorter blocks,
and shorter blocks are more likely to intersect
with exact matches between S and T , or to
be fully contained in them. Correcting the ms

bitvector takes even less time than correcting
runs. Even running the algorithm on the very
similar pairs of chromosome 1 from different
human individuals shows the same trends (Fig-
ure 1 in the supplement). When S = T , cor-
recting runs uses just one thread, since only
the last block is marked, and it takes time pro-
portional to |S|(t−1)/t (Figure 2); building ms

uses all threads, but each one of them has to
process the whole suffix of S that starts from
its block, thus there is no speedup with re-
spect to the sequential version. In the follow-
ing section we describe a way to achieve better
asymptotic complexity even when S = T .

3.1 Better asymptotic complex-
ity

Another way of computing runs in parallel
could be by performing a backward search from
the end of every block Si using BWT, by map-
ping the resulting interval to the corresponding
interval in BWT, and by starting the compu-
tation of each block from such intervals. This
naive approach has the disadvantage of requir-
ing linear time per thread in the worst case
to compute the initial BWT intervals of the
blocks, and of needing to translate intervals
from one BWT to the other. However, the
general idea can be used to achieve better com-
plexity, as follows:

Lemma 1. Let T be a string on alphabet [1..σ],
and assume that we have a representation of
SAT that support suffix array and inverse suf-
fix array queries in O(p) time, and a repre-
sentation of STT that support weinerLink and

parent queries in O(q) time. Given a query
string S and t processors, we can compute
msS,T in time O(|S| · q/t + log log |T | · p log t)
using O(|S|+ t log |T |) bits of working space.

Proof. Without loss of generality, we assume
that t is a power of two. To compute the runs

bitvector, we proceed as follows. First, we
split S into t blocks S0, . . . , St−1, and we build
the BWT interval of every block Si in paral-
lel, spending O(|S|q/t) time overall. Then, we
build the BWT interval of every disjoint su-
perblock that consists of 2j adjacent blocks,
for all j ∈ [0.. log t − 1], in log t phases. In
phase j we compute the BWT interval of ev-
ery one of the t/2j superblocks in parallel, by
merging the BWT intervals of the two smaller
superblocks from the previous phase that com-
pose it. Every such merge can be performed
in O(p log log |T |) time using a data structure
that takes O(|S|) additional bits of space [15],
so all merging phases take O(log t·p log log |T |)
time in total. Note that storing the BWT in-
tervals of all superblocks from all phases takes
just O(t log |T |) bits of working space. Then
we compute, for every i ∈ [0..t− 1], the largest
j ≥ i such that Si+1 · · ·Sj occurs in T (we
call g(i) such a value of j in what follows).
This can be done by assigning a processor to
every block Si, and by making the processor
merge the BWT intervals of O(log t) pairs of
superblocks computed previously. This takes
again O(log t · p log log |T |) time overall. Fi-
nally, for every Si in parallel, we try to ex-
tend the BWT interval of Si+1 · · ·Sg(i) inside
the next block Sg(i)+1, by performing O(|S|/t)
backward steps in overall O(|S|q/t) time.

We use the resulting intervals for comput-
ing the block of runs that corresponds to ev-
ery block Si, independently and in parallel, in
overall O(|S|q/t) time. To compute the block
of ms that corresponds to each Si, indepen-
dently and in parallel, we first need to com-
pute the interval in BWT of the longest prefix
of Si, . . . , St−1 that occurs in T : we compute
all such intervals using the same superblock
approach described above.
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Plugging into Lemma 1 some well-known
suffix array representations, we can get
O(|S| log σ/t + log log |T | log |T | log σ log t)
time and 2|T | log σ + O(n) bits of
space for an integer alphabet of size σ,
or O(|S|/t + log log |T | log t) time and
O(|T | log |T |) bits of space for an alphabet
that is polynomial in |T |.

We can further improve on the complexity
of every step of Lemma 1, by using a paral-
lel rather than a sequential algorithm for com-
puting the BWT interval of VW , given the
BWT intervals of V and of W . Specifically,
we use the algorithm by [15], which runs in
O(p logt log |T |) time with t processors, taking
again O(|S|) bits of working space:

Lemma 2. Given the assumptions of Lemma
1, we can compute msS,T in time O(|S| · q/t+
log log |T | · p log log t + p log t) using O(|S| +
t log |T |) bits of working space.

Proof. To build the BWT interval of every su-
perblock, we proceed as follows. In phase j
we have to merge t/2j pairs of BWT inter-
vals (one for each superblock of 2j blocks),
thus we can afford to allocate 2j processors to
each merge: it is easy to see that this yields
O(log log |T | · p log log t+ p log t) time overall.

Then, to compute g(i) for each i, we proceed
as follows. If we had to solve the problem just
for the blocks whose ID is a multiple of

√
t,

we could allocate
√
t processors to each task

and be done in O(log t · p log√t log |T |) time,
which is O(p log log |T |). More generally, we
could organize the computation in O(log log t)
iterations: at iteration j we solve the problem
for all remaining blocks whose ID is a multi-
ple of t2

−j

for increasing j (i.e. from larger to
smaller offsets). Thus, every block i that we
want to solve at iteration j lies between two
blocks ix < i < ix+1 that we solved at itera-

tion j − 1. Clearly there are t2
−j+1 − 1 total

blocks between Six and Six+1 (excluded), thus
in the current iteration we have to compute the
solution for t2

−j−1 blocks that lie between Six

and Six+1 . Moreover, since we are dealing with

matching statistics, g(ix) ≤ g(i) ≤ g(ix+1),
and the sum of g(ix+1) − g(ix) over all x is
at most t. It follows that, if we assigned
g(ix+1)− g(ix) processors to compute each so-
lution between Six and Six+1 , we would end up
using t · (t2−j − 1) processors in total: since we
have just t processors, we should thus assign
r = (g(ix+1) − g(ix))/(t2

−j − 1) processors to
each solution1. Since g(ix) ≤ g(i) ≤ g(ix+1),
we need to merge just O(log(g(ix+1)− g(ix)))
pairs of superblocks to compute the solution
for any Si, thus the total running time of one
iteration isO(log(g(ix+1)−g(ix))·p logr log |T |)
using the parallel algorithm by [15]: it is easy
to see that this is O(p log log |T |), thus we
get the claimed bound over O(log log t) iter-
ations.

By plugging into Lemma 2 the same
data structures as before, we can get
O(|S| log σ/t+log log |T | log |T | log σ log log t+
log |T | log σ log t) time and 2|T | log σ + O(n)
bits of space, or O(|S|/t+ log log |T | log log t+
log t) time and O(|T | log |T |) bits of space,
which is comparable to the complexity of prefix
matching queries described by [15].

4 Compressing the MS
bitvector

Even though msS,T takes just 2|S| bits, stor-
ing the bitvector of every pair of genomes in
a large dataset for later analysis and query-
ing might still require too much space overall.
Real ms bitvectors, however, have several fea-
tures that could be exploited for lossless com-
pression. Specifically, if S and T are similar,
they are likely to contain long maximal exact
matches (MEMs), i.e. triplets (i, j, `) such that
S[i..i+`−1] = T [j..j+`−1], S[i−1] 6= T [j−1]
and S[i+`] 6= T [j+`]. In practice, MEMs tend

1Actually, since at iteration j we compute up to

t/t2
−j

total solutions, we could afford to allocate r =

((g(ix+1) − g(ix))/(t2
−j − 1) + t2

−j
)/2 processors per

solution.
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Figure 3: Ratio between the size of the RLEVector data structure by [38] built on a permuted
ms bitvector, and the size of the bit vector data structure from SDSL built on the original ms
bitvector, for the D, DL, and ND lossy variants on pairs of genomes from different species and
on pairs of genomes from human individuals, allowing and disallowing negative MS values. Size is
measured on disk. The vertical axis in the middle panel shows negative powers of ten. Computation
is exact for windows with up to 300 zeros and 300 ones, then it uses the first greedy strategy
described in the text.

to be surrounded in S by regions with short
matches with T (see the example in Figure 1),
so MS[i−1] is likely to be short, and the run of
`−MS[i−1]+1 zeros induced by S[i..i+ `−1]
in ms is likely to be long; moreover, in practice
MS[i′] = MS[i′ − 1] for all i′ ∈ [i+ 1..i+ `− k]
for some small k (see again Figure 1). Thus,
every MEM is likely to induce a long run of ze-
ros followed by a long run of ones in ms, and if
S and T share several long MEMs, run-length
encoding ms might save space. Another prop-
erty of real ms bitvectors is that the length of
a long run of zeros tends to be similar to the
length of the following long run of ones, since
` −MS[i − 1] + 1 − ` + k = k −MS[i − 1] + 1
is likely to be small (see Figures 18 and 19 in
the supplement). So, given a pair (zi, oi) repre-
senting a run of zi zeros and the following run
of oi ones, and given an encoder δ, one might
encode the pair as δ(zi)δ(oi − zi) if zi is large,
and as δ(zi)δ(oi) otherwise.

Run-length encoding the bitvectors of pairs
of genomes from human individuals using e.g.
the RLEVector data structure by [38] yields

compression rates of about 20 (Figure 3, right
panel), and compressing the same bitvectors
with the rrr vector data structure from the
SDSL library [18] (which implements the RRR
scheme by [33]) yields compression rates of
about 6 (see Figure 8 in the supplement). How-
ever, the bitvectors of pairs of genomes from
different species are recalcitrant to compres-
sion, even when the species are related: run-
length encoding expands those files by a factor
of two (Figure 3, insert in the left panel), and
RRR expands most of them slightly (by a fac-
tor of 1.1), and manages to compress just few
pairs with rate 1.25 (Figure 8 in the supple-
ment). The same happens with pairs of artifi-
cial strings with controlled mutation rate (see
Figures 16, 17 in the supplement).

In some applications, including genome com-
parison, short matches are considered noise by
the user, and the precise length of a match can
be discarded safely as long as we keep track
that at that position the match was short.
Given an array MSS,T and a user-defined
threshold τ , let a thresholded matching statis-
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tics array MSS,T,τ be such that MSS,T,τ [i] =
MSS,T [i] if MSS,T [i] ≥ τ , and MSS,T,τ [i] equals
an arbitrary (possibly negative) value smaller
than τ otherwise2. This notion is symmetri-
cal to the one defined by [9], which discards
instead long MS values in order to prune the
suffix tree topologies and to make the data
structures smaller. Given an encoder δ, we are
interested in the MSS,T,τ array whose msS,T,τ
bitvector takes the smallest amount of space
when encoded with δ. In what follows, we drop
S and T from the subscripts whenever they are
clear from the context.

Note that every msS,T,τ is a permutation of
msS,T , since the two bitvectors must contain
the same number of zeros and ones. Moreover,
if MS[x] ≥ τ corresponds to the one-bit at po-
sition y in ms, then every msτ must also have a
one at position y, which corresponds to MSτ [x]
and is preceded by the same number of ones
and zeros as position y in ms (this follows from
the fact that MS[x] = select(ms, x, 1) − 2x).
Let x0, . . . , xk−1 be the sequence of all and only
the positions of S whose MS value is at least
τ , and let y0, . . . , yk−1 be the sequence of the
corresponding one-bits yi = select(ms, xi, 1)
in ms. Clearly it can happen that xi+1 = xi+1;
if this does not happen, then MS[xi] must be
equal to τ , and ms[yi + 1] must be a one and
ms[yi+1 − 1] must be a zero, both in ms and in
any msτ . Thus, if we compress msτ by delta-
coding the length of every run, we can build
an msτ that is smallest after compression, by
concatenating a permutation of every such in-
terval [yi..yi+1 − 1] of ms that is smallest after
compression, as well as of the non-empty inter-
vals [0..y0−1] and [yk−1+1..2|S|] (and all such
permutations can be computed in parallel).

Assume that we want to compute a small-
est permutation of window [yi..yi+1−1], where
MS[xi] = τ and every run is delta-coded in iso-
lation. Clearly we could just replace the win-
dow with 1p0q, where p (respectively, q) is to-

2In some applications τ might even change along S,
e.g. when S is the concatenation of several genomes
with different similarity to T .

tal the number of ones (respectively, zeros) in
the window; this could make some MS values
negative, thus the resulting msτ might not be
a valid MS bitvector, and before replacing ms

with msτ one should make sure that any imple-
mentation that used ms handles negative values
correctly. Building an MS bitvector without
negative values is easy:

Lemma 3. Given an interval [yi + 1..yi+1] of
ms, with z total zeros and o total ones, we can
compute a smallest permutation with no nega-
tive value in O(zoτ2) time and words of space.

Proof. Every permutation of the interval
can be represented as a sequence of pairs
(z0, o0), (z1, o1), . . . , (zk, ok) for some k ≥ 0,
where zi is the length of a run of zeros, oi is
the length of a run of ones, z0 ≥ 0, zi > 0
for all i > 0, and oi > 0 for all i ≥ 0. We
work with the sequence of cumulative pairs
(Z0, O0), (Z1, O1), . . . , (Zk, Ok), where Zi =∑i
j=0 zi and Oi =

∑i
j=0 oi. Given a pair

(Zi, Oi), we use MS(Zi, Oi) as a shorthand for
τ+Zi−Oi (i.e. the MS value that corresponds
to the last one-bit of the pair), and we say that
the pair is valid iff it satisfies Zi < z, Oi < o,
and MS(Zi, Oi) ∈ [0..τ − 1]. We draw a di-
rected arc from every valid pair (Zi, Oi) to ev-
ery other valid pair (Zj , Oj) such that Zj > Zi,
Oj > Oi, and MS(Zi, Oi) + Zj − Zi − 1 < τ
(this is the MS value of the first one-bit in the
last run of ones in the pair), and we assign
cost δ(Zj −Zi) + δ(Oj −Oi) to the arc. More-
over, we add the invalid pair (z, o), we connect
it to every valid pair (Zi, o − 1), and we as-
sign cost δ(z − Zi) to the arc. A start pair
(Zi, Oi) is a valid pair with Zi = 0, and it is
assigned cost δ(Oi). A permutation of smallest
size corresponds to a path in the resulting DAG
G = (V,E), from a start pair to pair (z, o),
that minimizes the sum of the costs of its arcs
plus the cost of the start pair. This can be de-
rived by computing, for every node v ∈ V that
does not correspond to a start pair, quantity
f(v) = min{f(u) + c(u, v) : (u, v) ∈ E}, using
dynamic programming over the topologically-
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sorted DAG.

One can easily modify this construction to
enforce MS values in the permuted interval to
be at least a positive number, rather than zero.
To make compression faster in practice, we fix
z and o to a large value and, for every τ used
by the target application, we precompute and
store a variant of the DAG that answers ev-
ery possible query of length at most z + o: in
addition to (z, o), this variant includes every
pair (Zi, Oi) with MS(Zi, Oi) ≥ τ , it connects
it to all valid pairs (Zj , Oi − 1) as described
for (z, o), and it computes the min-cost path
to every node. To permute a window with z′

zeros and o′ ones such that z′ ≤ z, o′ ≤ o, and
z′+o′ ≤ z+o, we go to node (z′, o′) in the DAG
and we backtrack along an optimal precom-
puted path. If (z′, o′) does not belong to the
DAG, we select a valid in-neighbor (Zi, Oi) of
(z′, o′) using a greedy strategy (for example the
neighbor that maximizes gi = z′−Zi + o′−Oi
or gi/(δ(z

′ − Zi) + δ(o′ −Oi))): if (Zi, Oi) be-
longs to the DAG, we backtrack, otherwise we
take another greedy step. In what follows, we
label this approach “ND”.

As mentioned, in real MS bitvectors the
length of a run of zeros and of the following
run of ones tend to be similar: we can take this
into account by setting the cost of an arc be-
tween (Zi, Oi) and (Zj , Oj) to δ(x)+δ(g(y|x)),
where x = Zj −Zi, y = Oj −Oi, and g(y|x) is
the following map: since y−x ≥ 1−x, we map
all the negative values of y−x to the even inte-
gers up to 2(x−1) in increasing order of |y−x|,
we map the positive values of y−x up to x−2
to the odd integers ≥ 3, and we map every re-
maining value of y − x to y. We use integer
one to encode y = x. Recall that the interval
of ms that we want to permute is [yi..yi+1− 1],
where yi belongs to a (possibly long) run of
one-bits, and yi+1 is the first one-bit of a (pos-
sibly long) run. We might not want to alter
the lengths of such runs of ones, so we might
be interested in permuting just the subinterval
[p..q] where p is the first zero after yi and q is

the last one before yi+1 (if negative values of
MS are allowed, the trivial scheme of writing
all the ones at the beginning of [p..q] cannot be
used, since it would alter the length of the run
of yi). We call this variant “D” in what fol-
lows. Since in practice the correlation between
the length of a run of zeros and the following
run of ones is strong only for long runs, one
might want to encode a run of x zeros ad the
following run of y ones as δ(x)+δ(g(y|x)) only
when x ≥ τ , and to encode it as δ(x) + δ(y)
otherwise. This would require permuting just
[p..q], but in an optimal way with respect to
the latter encoding. We call this variant “DL”
in what follows.

When S and T are dissimilar, run-length
compressing the permuted ms bitvectors ex-
pands them for small values of τ when neg-
ative MS values are not allowed (Figure 3, in-
sert in the left panel). For τ = 32, run-length
encoding most of our msτ variants shrinks the
bitvector to approximately 40% of its original
size, and increasing τ progressively brings its
size down to 10% of the original. We do not
detect any clear difference in performance be-
tween the variants, with D being significantly
smaller in some but not all cases (Figure 11 in
the supplement). A detailed analysis of how
the permutation schemes compare when vary-
ing the similarity between query and text is
provided in Figures 16, 17 in the supplement.
For pairs of genomes from human individuals,
run-length encoding the original ms bitvector
already brings its size down to approximately
4.5% of the original, and increasing τ shrinks
the bitvectors to 2% of the input (Figure 3,
right panel). Allowing for negative MS values
compresses some pairs of genomes from differ-
ent species already at τ = 16, and for τ ≥ 32 it
shrinks the bitvector to approximately 2% of
the original (Figure 3, center panel). Negative
MS values do not give any significant gain for
genomes of individuals (data not shown). Pairs
of proteomes display similar trends, but this
time run-length encoding is able to compress
some ms bitvectors, and τ = 8 is enough to
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compress most pairs (Figures 9, 10 in the sup-
plement). Finally, we test our lossy compres-
sion on the permuted longest common prefix
array (PLCP) of the genomes in our dataset,
since this data structure is amenable to a com-
pact encoding that is very similar to ms [35]:
we observe again a shrinkage from 40% to 10%
of the original size when setting τ ≥ 32 (Figure
14 in the supplement).

Clearly, when very few MS values are above
threshold, storing just those values might take
less space than compressing the ms bitvector.
We call Aτ a scheme that stores every MS value
at least τ and its position in the minimum
number of bits necessary to encode the respec-
tive numbers, and we call Bτ a scheme in which
every MS value at least τ is stored in dlogMe
bits and every position is stored in dlogLe bits,
where M is the maximum observed MS value
and L is the length of the query. Accessing
MS from such structures might be much slower
than using the ms bitvector with select queries.
For τ ≥ 32, large values are rare enough in the
MS arrays of genomes from different species
that most compressed bitvectors take much
more space than Aτ or Bτ (Figure 12 in the
supplement). When negative values of MS are
allowed, however, the permuted bitvectors of
several pairs of genomes become smaller than
or comparable to Aτ and Bτ (Figure 13 in the
supplement), and for pairs of individuals the
permuted bitvectors are always two or three
orders of magnitude smaller than Aτ and Bτ ,
since 80% or more of all MS values are above
threshold for every τ (Figure 12 in the supple-
ment).

4.1 Compressing frequency and
position arrays

Given a position i of the query S, knowing
the frequency of the matching statistics string
S[i..i+MSS,T [i]−1] in the text T can be useful
in genome-genome and read-genome compari-
son, since it can tell for example whether the
longest match belongs to an exact repeat of T

(see e.g. Figure 22 in the supplement). One
might also want to keep the exact values of
MS just for the positions with low frequency,
i.e. one might want to compute a frequency
thresholded MS array in which every window
of ms between two low-frequency one-bits can
be permuted to achieve compression. We de-
fine the frequency array FS,T [0..m − 1] to be
such that FS,T [i] = fT (S[i..i+ MSS,T [i]− 1]).

The algorithm for computing ms described in
Section 2.2 can be easily adapted to compute
the F array as well. Specifically, during the first
scan of S (from right to left), we set runs[i] = 0
iff either: (1) MS[i] 6= MS[i−1]−1, as before, or
(2) if MS[i] = MS[i− 1]− 1 but F[i] 6= F[i− 1].
We can detect the latter case since we know
the frequency of the current string after every
backward step. Consider now the first few op-
erations of the second scan of S (from left to
right): we managed to match some prefix of
S, and we are now witnessing a Weiner link
fail from some node v of ST, thus we move to
the parent u of v. Node u must have a dif-
ferent frequency in T than v, so we know that
the first parent operation we take leads to the
position i of the first zero-bit from the left in
the runs bitvector. We can measure f(u) with
the topology, and we know that F[j] = f(v)
for all j ∈ [0..i − 1]. We repeat this process
after every parent operation. At some point
the Weiner link succeeds, so we derive the up-
dated frequency from the BWT and we restart
the whole process. This algorithm can be par-
allelized using the same methods as in Section
3.

When S and T are similar, most matches
are long and the values of F are more likely to
be small or equal to one (and vice versa when
S and T are dissimilar), thus delta-coding F
achieves better compression when S and T are
similar. Moreover, assume that most edges of
STT are labelled by long strings. If S and T are
dissimilar, they mostly have short matches, the
loci of such short matches have low tree depth
in STT , and they do not create long runs in
F. If S and T are similar, they have many long
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matches, the loci of such long matches are more
likely to have large tree depth in ST, and this
can induce long runs in F. If the edges of ST
have short labels, there is little to be gained
in having S similar to T . In practice, for pairs
of genomes from different species, represent-
ing F as a delta coding of its runs produces
bigger files than just delta-coding every entry
of F in isolation; but for pairs of human in-
dividuals, the run-length encoded F is about
15 times smaller (data not shown for brevity).
Note that the values in the run-length encoded
F can be accessed easily using the runs bitvec-
tor.

We conclude this section by mentioning one
more array that is easy to compress. Let
PS,T [1..|S|] be the array that stores at po-
sition i an arbitrary location of T at which
S[i..i+MS[i]−1] starts3 [6]. Rather than stor-
ing all locations, it suffices to store just those
of the informative positions, i.e. of positions
i such that MS[i] > MS[i − 1] − 1: for every
other position j, P[j] can be reconstructed by
recurring on P[j−1] + 1. Statistical properties
of informative positions in random sequences
were described by [32]. In practice, when com-
paring genomes from different species, approx-
imately half of all positions are informative;
this fraction ranges from 0.7 to 0.2 in pro-
teomes, whereas in human individuals it be-
comes smaller than 0.01 (see Figure 5 in the
supplement). One can imagine other position
arrays that might be useful in genome compar-
ison, for example an array that stores zero if
a match occurs in distinct chromosomes of the
text, or the identifier of the only chromosome
that contains the match otherwise.

5 Querying the MS bitvec-
tor

As mentioned, it is natural to formulate ques-
tions on the similarity between a substring

3One could of course define lossy variants in which
the locations of short matches are discarded.

of the query and the whole text in terms of
matching statistics, and this approach has al-
ready been used in bioinformatics for detect-
ing horizontal gene transfer and other struc-
tural variations between two genomes. In this
section we focus on two types of range query,
which we implement on the ms bitvector: given
an interval [i..j], we want to return either∑j
k=iMS[k] (e.g. to compute a local version

of the score by [43]) or max{MS[k] : k ∈ [i..j]}
(e.g. to detect the presence of significant
matches).

We answer the max query using the stan-
dard approach of dividing the ms bitvector into
blocks with a fixed number of bits, extracting
for each block the maximum MS value that cor-
responds to a one-bit in the block, and building
a range-maximum query (RMQ) data struc-
ture on such values4. Given a range MS[i..j] in
the query, we find the block i′ of ms that con-
tains the i-th one-bit, the block j′ that contains
the j-th one-bit, and we query the RMQ data
structure on the range of blocks i′ + 1..j′ − 1
(if it is not empty): this returns the index of
a block with largest value, thus we perform a
linear scan of the returned block, as well as
of the suffix of block i′ and of the prefix of
block j′ (if any). We implement this approach
using the rmq succinct sct and bit vector

data structures from the SDSL library [18].
For ranges i..j approximately equal to two
blocks or larger, this method allows answering
a range-max query in the same time as scan-
ning two full blocks and querying the RMQ
(see Figure 4); for shorter ranges, it takes the
same time as a linear scan of the range. In
practice, when the query is the human genome
and the block size is, say, 1024 bits, we can
answer arbitrary range-max queries in a few
milliseconds using just two megabytes for the
RMQ and 12 megabytes for the precomputed
maximum of each block (if we do not want
to compute it on the fly). Other space/time

4Clearly the maximum of each block is assumed by
an informative position defined in Section 4.1, thus it
suffices to consider just those during construction.
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tradeoffs are possible, but we omit a detailed
analysis for brevity.

After taking care of some details, this ap-
proach can be applied to compressed versions
of the ms bitvector as well: our implementation
supports RRR and run-length encoding (RLE)
using the rrr vector and RLEVector data
structures, from SDSL and from the RLCSA
code by [38], respectively. During a scan, issu-
ing one access operation for every bit is clearly
suboptimal: instead, in the uncompressed and
in the RRR-compressed ms, we extract 64 bits
at a time and we look up every byte in a pre-
computed table. This gives speedups between
2 and 8, depending on dataset and range size
(see Figure 20 in the supplement). In the RLE-
compressed ms we process one run at a time,
and in very similar strings scanning becomes
from a hundred to a thousand times faster than
accessing every bit, or more. Overall, scanning
the RLE-compressed bitvector of very similar
strings processing one run at a time, is approxi-
mately ten times faster than scanning the cor-
responding uncompressed bitvector processing
64 bits at a time (see Figure 21 in the supple-
ment). Thus, if the target application is not
interested in MS values below some threshold,
one might swap the uncompressed bitvector
with one of the permuted and RLE-compressed
variants described in Section 4, and this might
speed up range-max queries at no cost.

As customary, by recurring on the output
of RMQ queries one can report all blocks in
the range with maximum MS value, or all
blocks with MS value at least τ , in linear time
in the size of the output. Setting the block
size to log |S| gives an RMQ data structure
of O(|S|/ log |S|) bits, and it allows replacing
the linear scan of a block with a constant-time
lookup from a table of o(|S|) bits in which we
store the relative location of a largest value in-
side each block. We use the RMQ to detect
all blocks in the range that contain at least
one large value, and we use lookups from an-
other table of o(|S|) bits (which stores offsets
between one-bits with MS value at least τ) to

report all locations with MS value at least τ in
linear time on their number.

The optimized scanning can be applied
to range-sum queries as well, with similar
speedups (see Figure 21 in the supplement).
To implement a range-sum query [i..j] over an
arbitrary range, we just store the prefix sums
that correspond to the last one-bit in every
block, and we scan the two blocks that contain
the one-bit that corresponds to i and the one-
bit that corresponds to j. Scanning can also
be used to implement other primitives in ana-
lytics, like plotting all MS values in a range or
their histogram, computing the position k of a
longest interval [k..k+MS[k]−1] that contains
[i..j], or finding all windows of fixed length k
inside [i..j] with maximum sum.
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Liliana M Dávalos, David A Ray,
M Thomas P Gilbert, Eugene Myers,
Bat1K Consortium, et al. Bat biology,
genomes, and the Bat1K project: to gen-
erate chromosome-level genomes for all
living bat species. 2018.

[40] Sharma V Thankachan, Alberto Apos-
tolico, and Srinivas Aluru. A provably ef-
ficient algorithm for the k-mismatch aver-
age common substring problem. Journal
of Computational Biology, 23(6):472–482,
2016.

[41] Sharma V. Thankachan, Sriram P. Chock-
alingam, Yongchao Liu, Ambujam Kr-
ishnan, and Srinivas Aluru. A greedy
alignment-free distance estimator for phy-
logenetic inference. BMC Bioinformatics,
18(8):238, 2017.

[42] Esko Ukkonen. Approximate string-
matching with q-grams and maximal
matches. Theoretical computer science,
92(1):191–211, 1992.

[43] Igor Ulitsky, David Burstein, Tamir
Tuller, and Benny Chor. The average
common substring approach to phyloge-
nomic reconstruction. Journal of Compu-
tational Biology, 13(2):336–350, 2006.

[44] Guojie Zhang, Cai Li, Qiye Li, Bo Li,
Denis M Larkin, Chul Lee, Jay F Storz,
Agostinho Antunes, Matthew J Green-
wold, Robert W Meredith, et al. Compar-
ative genomics reveals insights into avian
genome evolution and adaptation. Sci-
ence, 346(6215):1311–1320, 2014.

Page 17

.CC-BY-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted October 7, 2021. ; https://doi.org/10.1101/2021.10.05.463202doi: bioRxiv preprint 

https://doi.org/10.1101/2021.10.05.463202
http://creativecommons.org/licenses/by-nd/4.0/

