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Abstract
Biomarkers have been the focus of research for more than 30 years [REF1] . Paone et al.
were among the first scientists to use the term biomarker in the course of a comparative
study dealing with breast carcinoma [REF2]. In recent years, in addition to proteins and
genes, miRNA or micro RNAs, which play an essential role in gene expression, have gained
increased interest as valuable biomarkers. As a result, more and more information on
miRNA biomarkers can be extracted via text mining approaches from the increasing amount
of scientific literature. In the late 1990s the recognition of specific terms in biomedical texts
has become a focus of bioinformatic research to automatically extract knowledge out of the
increasing number of publications. For this, amongst other methods, machine learning
algorithms are applied. However, the recognition (classification) capability of terms by
machine learning or rule based algorithms depends on their correct and reproducible training
and development. In the case of machine learning-based algorithms the quality of the
available training and test data is crucial. The algorithms have to be tested and trained with
curated and trustable data sets, the so-called gold or silver standards. Gold standards are
text corpora, which are annotated by expertes, whereby silver standards are curated
automatically by other algorithms. Training and calibration of neural networks is based on
such corpora. In the literature there are some silver standards with approx. 500,000 tokens

.CC-BY-NC 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted October 19, 2021. ; https://doi.org/10.1101/2021.10.18.464801doi: bioRxiv preprint 

https://doi.org/10.1101/2021.10.18.464801
http://creativecommons.org/licenses/by-nc/4.0/


[REF3]. Also there are already published gold standards for species, genes, proteins or
diseases. However, there is no corpus that has been generated specifically for miRNA. To
close this gap, we have generated GoMi, a novel and manually curated gold standard
corpus for miRNA. GoMi can be directly used to train ML-methods to calibrate or test
different algorithms based on the rule-based approach or dictionary-based approach. The
GoMi gold standard corpus was created using publicly available PubMed abstracts.

GoMi can be downloaded here: https://github.com/mpc-bioinformatics/mirnaGS---GoMi.

1. Introduction

1.1 miRNA as research target

Micro RNA (miRNA) are short non-coding RNA fragments that have usually 21-23
nucleotides. miRNAs do not encode proteins but are involved in gene expression via
transcriptional or translational pathways. [REF4] MiRNA was first observed in C.Elegans in
the late 20th century.[REF6] In the course of protein translation, miRNA can inhibit various
substances or degrade messenger RNA (mRNA). Their biogenesis is influenced by different
factors such as mutations or phosphorylation. These factors are also influenced by
environmental factors such as stress or certain diseases.[REF5] Therefore, miRNAs can
also function as biomarkers to diagnose diseases, to follow the course of a disease or to
evaluate the success of a therapy. A well researched example is breast cancer. The
expression values of different miRNAs can provide information about the stage of the
disease and serve as a prognostic marker, while miRNA-200a can also be used for
diagnosis. [RE6] In recent years, research projects have focused on miRNA, in particular
regarding the relationship between viral diseases and miRNA, e.g. for COVID-19. In the
context of a SARS-COV-2 infection, miRNAs were found to be potential biomarkers [REF2]
and were also investigated in the course of the vaccine developed by the company
BioNTech SE. [REF4]. In addition to SARS-Cov-2 infections, other viral diseases are also
associated with miRNA exosomes, such as influenza A.[REF7]. The increasing interest in
miRNA research is reflected by the related publication activity. In PubMed there are 125,030
publications (as of July 2021) tagged with the keywords "miRNA" or "micro RNA". Using
biomedical text mining, additional information and/or knowledge may be automatically
extracted from this literature.

1.2 Natural Language Processing in biomedical texts
Natural Language Processing (NLP) includes different algorithms which are all related to text
processing, including the manipulation of texts or the extraction of certain keywords from a
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text. These could be from medical texts but also from any other subject area. [REF9]. Two
well-known aspects in NLP are Named Entity Recognition (NER) and Relation Extraction
(RE). The first refers to the process of identifying and tagging a word or groups of words of
interest in a given text with the correct entity class. For example, one task may be to tag all
surface proteins in a scientific article. RE is used to identify the relationship between the
tagged entities. [REF9] An example for RE is BIONDA, a biomarker database that extracts
the relations between diseases and their potential biomarkers based on a sentence-wise
co-occurrence approach. [REF10] However, obviously a correct NER is a crucial prerequisite
for the RE.
The different approaches for NER can be divided into three categories, dictionary-based
approaches, rule-based approaches and machine learning-based approaches.
The dictionary-based approach uses dictionaries, i.e. lists of terms, which are searched in
the texts. The texts are examined word by word and it is checked whether they occur in the
dictionary. This approach is usually very time-consuming due to the brute force approach
and achieves worse recall scores than other approaches due to its strictness. A fuzzy search
can help to make the approach more flexible but can also lead to wrong results being found.
However, many NER models, especially older ones, use the dictionary-based approach
because of well annotated dictionaries in the biomedical domain and because of their
simplicity and availability [REF 11]. E.g. high-quality sources for dictionaries for diseases, the
Disease Ontology, for genes/proteins UniProt and for miRNA mirBase are available.
[REF12,13,14]. Rule-based approaches use self-defined rules to tag and recognize
words.These rules are based on different patterns. The creation of these rules requires
expert knowledge and there is a risk that the rules are kept too simple and the algorithm
loses specificity due to this. On the other hand, the rules can also be too strict and therefore
lead to poor recall [REF7,8]. A successful implementation of a rule-based approach is
offered by DrNER [REF15], a model developed by Eftimov et al. to extract dietary
recommendations from unstructured texts. The rules are based on chemical notations and
regular expressions. The construction of such rules was very time consuming. However, the
results are satisfactory and the authors reported a precision of 99% and a recall of 96% for
the category "FOOD" from scientifically validated websites, scientific publications and other
text corpora [REF15].
Finally, as part of the machine learning-based approach, trained neural networks recognize
the words of interest and tag them. Different concepts and network architectures have been
published. REF16] While Google uses a transformer architecture with BERT, HunFlair uses
an NLP framework[REF17]. HunFlair is a software library that offers various algorithms. On
the one hand it is based on Huner approach with a pre-trained languages module. On the
other hand, it contains the framework Flair which includes methods for labelling, training and
other classifications for text sequences.[REF17] As transformer networks PubMedBert and
BioBert are offered for the biomedical area, where these differ only in the supplied training
data for pre-training, while BioBert uses Wikipedia books as training data, PubMedBert uses
exclusively PubMed abstracts.[REF16]

1.3 Silver and gold standards for text mining
Training data is enormously important to achieve good NER results with machine-learning
approaches. Therefore, it is important to use correctly annotated training data.[REF18] In the
literature, a distinction is made between gold and silver standards. Silver standards are
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automatically annotated by algorithms and are therefore not placed on the same level as
gold standards, which are manually curated by experts. For the silver standard for
phenotype recognition published by Oellrich et al. an F-Score between 0.5 and 0.6 was
observed outperforming other three competitor tools in almost all cases. [REF19]
On the other hand, gold standards are more reliable due to the manual curation by experts
and are therefore used to validate NER approaches or to train neural networks. In the
literature, there are already some NER gold standard datasets like NCBI-Disease for
diseases [REF20] or JNLPBA for genes/proteins [REF21]. The number of tokens ranges
from about 80,000 to 3,700 for the gold standards presented by Habibi et al. BCSCHEMD is
the largest with 79,852 tokens and deals with chemicals and the smallest dataset is
Species-800 with 3,708. Three of nine datasets described in [REF22] deal with diseases, the
others with species, drugs or genes/proteins. [REF22]. In addition, there are already gold
standards that deal with relation extraction or question answering, but these are relatively
small corpora ranging between 355 and 10,035 tokens [REF23]. In total there are many
different gold standards for various questions. But there is no known dataset that has been
specifically generated for miRNAs. Hence, there is a need for such a corpus, e.g., to train a
machine learning-based NER-model tagging only miRNAs in a given text. Moreover, also
miRNA-specific rule-based and dictionary-based approaches could be assessed and
compared using such a corpus. Among other things, GoMi also contains a development
dataset which is required for validation in the ML approaches.

2. Methods

2.1 Structure of the dataset
GoMi contains 169,995 tokens. These are divided into subsets for testing and training of
NER algorithms. For the neuronal network use case, ten successive training datasets have
been formed out of the training part of GoMi. The 10th and therefore largest training dataset
contains all the others. The test part of GoMi has also been split into ten non-overlapping
test datasets. They are also stored as a complete version under Final_Test_Set on GitHub.
This structure makes it possible for the user to combine the different test and train splits and
therefore to adapt GoMi  to their individual questions and data.

2.2 Information retrieval and text preprocessing
All article abstracts annotated here were downloaded from PubMed [REF24] in the PubMed
text format. Since the novel corpus was also aimed to evaluate the biomarker database
BIONDA, the query to retrieve the article abstracts was set to "mirna biomarker". This
ensured that only abstracts relevant to BIONDA were used to generate the corpus. The
abstracts were downloaded via the web interface of PubMed.

In order to annotate the abstracts so that they can be used later for validation or the training
of ML-models, they must be tokenized. This means that the abstract is taken apart word by
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word. The desired output is then a .tsv file in which each word contained in the abstract is
placed in a single row. To accomplish this task the Stanza package[REF25] was used and
integrated in a Python script implemented for this purpose.

2.3 Manual annotation of PubMed abstracts
After tokenization of the abstracts, they were annotated manually. The annotation is done
according to the CoNLL-U annotation format [REF26] in combination with the BIO principle
[REF21]. The CoNLL-U format is a way of structuring texts, which was defined at the
Conference on Computational Natural Language Learning (CoNLL). The annotations are
encoded in UTF-8 format and stored as plain text without further formatting. The original
format consists of 10 columns: ID,FORM, LEMMA, UPOS, XPOS, FEATS,HEAD,DEPREL,
DEPS and MISC. For GoMi, a modification was used and only the LEMMA, i.e. the actual
word, was used [REF26] The gold standards already mentioned above, such as
NCBI-Disease or JNLPBA, also were annotated following the BIO annotation format [REF
20,21]. Here, a “B” marks the beginning of an entity, an “I” stands for words inside an entity
and an “O” represents words outside entities. To demonstrate this, table 1 shows an
annotated example from the novel miRNA corpus. In order to ensure the correctness of the
manual annotation, it was performed twice. Finally, the annotated GoMi dataset was
structured as follows: there are 10 different training sub-corpora and 10 different test
sub-corpora in different sizes, which have been predefined.The users can therefore
assemble their set from the total data in such a way that they resemble their data to calibrate
a network or to test a NER algorithm.

Table 1: Example from the first test dataset. In the left column the single words of an
abstract obtained from the tokenizer are listed. In the right column the annotation following
the BIO format and performed by the curator is shown, where a single miRNA entity was
tagged. Here, the "B" marks the beginning of the miRNA entity, "I" is used for words that are
inside the entity and "O" represents all tokens that are outside the  miRNA entity.
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2.4 Training of the data set in the neural network
All 10 training data and test sub-corpora of GoMi, as well as the devel dataset, have been
used to re-train and evaluate the resulting PubMedBERT and BioBERT network models.
This was implemented in Python in order to test the usability of GoMi and whether it may be
used to improve the training of neural network models that are focused on miRNA. For both
network training procedures a 10-fold cross-validation was used. With this, recall, precision
and the F-Score were calculated [REF27] Finally, the runtime of both networks was recorded
and compared.

2.5 Hardware-Setup

The networks were performed in Google Colab with the setup shown in table 2.

Table 2: PC setup for the neuronal networks

Processor Intel i5-4460

Graphic card Nvidia GTX 960

Ram 16gb DDR3

3. Results
In order to generate GoMi, in total 600 PubMed abstracts with approx. 49,000 sentences
have been downloaded and annotated. As shown in table 2, this results in different token
numbers for the individual training and test sub-corpora. In order to test the data set in
different combinations, it was divided into 10 parts as shown in table 2. For later use, it is up
to the users to combine these sub-corpora according to their requirements. The records for
the training data range from 145,373 to 10,974 tokens.
To test the novel GoMi corpus as a use case for the training of neural network-based NER
models, it was split up as explained in 2.1. The number of tokens increases in steps of
approx. 10,000 tokens from sub-corpus to sub-corpus. The test sub-corpora is completely
distinct from the training sub-corpora. On the other side, the training sub-corpora build on
each other, i.e. the previous dataset is always part of the next one. This applies to all 10
sets, therefore the 10th training sub-corpus contains the union of all previous GoMi training
subsets. The test sub-corpora were constructed differently, here we decided that all of them
should be independent, due to their smaller size. The sum represents the complete GoMi
corpus, which can be found as “Complete_Test” in Github.

Table 3: Overview of all annotated tokens and tokens in general of the training and test
sub-corpora of GoMi.
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Tokens Annotations

Train Test Train Test

1 10,974 569 628 8

2 21,216 1,174 1,236 23

3 43,717 3,499 2,024 96

4 86,032 7,293 2,106 59

5 96,594 9,789 2,208 125

6 108,221 13,260 2,326 110

7 118,671 18,189 2,441 129

8 129,806 20,299 2,566 149

9 137,183 22,314 2,603 277

10 145,373 24,622 2,702 228

Sum 145,373 100,928 2,702 1,204

The training data sub-corpora contain 628 and 2,702 and the test sub-corpora contain 8 to
229 annotations. For our test purposes, the corpus was divided as shown in table 3 and 10
different combinations were tested. This is a combination of the 5th test dataset and all
existing training datasets. The supplement contains an Excel sheet with the calculations for
the test runs of the re-trained PubMedBERT and BioBERT network models. In addition to the
F-Score, recall, precision, runtime and loss are also recorded. For PubMedBert, recall and
precision range from 0.94 to 0.7 for all runs except for the run with the smallest training data
set, where precision and recall values of 0.41 and 0.53 were achieved. BioBert, on the other
hand, achieved precision and recall values between 0.8 and 0.9 for every run except for run
6. In the sixth run, only a precession of 0.625 was achieved. GoMi thus achieves similarly
good values as in the BioCreative Study, although no miRNA dataset was tested here.

Figure 1 shows the F-score of 10 runs for the combination of the 5th test dataset against all
available training data. The 5th test dataset contains 9,789 tokens including 125 annotated
miRNA tokens.

Figure 1: The graph shows the F-score calculated by PubMedBert and BioBert for 10 runs
of the re-trained network models using the 5th test sub-corpus against all training
sub-corpora.
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The highest F-score is achieved by PubMedBERT and BioBERT with the 6th training
sub-corpus. For the small training sub-corpora 1 and 2, PubMedBERT shows a poorer
performance than BioBERT, which ranges 0.4 - 0.8 than BioBERT. On the other hand,
BioBERT is approx. 0.1 point worse on the larger training sub-corpora and performs
0.73-0.83 in contrast to PubmedBERT with 0.82-0.87.

Figure 2: Re-training runtime for PubMedBERT and BioBERT
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In general, the re-training runtime of BioBert was always lower than that of PubMedBERT
(Fig.2). In runs 4-8 both have an identical runtime of 13 minutes, which is also maintained in
the last runs of BioBERT. PubMedBert, on the other hand, achieves a runtime of 14 minutes
in runs 9 and 10.

4. Discussion
The GoMi corpus presented here contains 139,885 tokens in total, of which 22,542 are
annotated as miRNAs. Hence, this expert curated corpus represents a medium sized
dataset compared to other datasets in the biomedical field as can be seen in Habibi et al
[REF22]. However, it is much larger than the Species-800 [REF28] and the LINNAEUS[29]
data sets. However, it is smaller than the commonly used corpora for chemicals like
BC4CHEMD [REF30], which also include many other entity classes than miRNA. On the
other hand, the number of annotated miRNA corresponds to corpora for proteins/genes,
such as JNLPBA with 35,460 annotations and BC2GM with 20,703 annotations [REF30,31].
However, in these two datasets the focus is much more narrow as proteins and genes are
tagged and thus they are not useful for testing an approach that is completely specialized to
miRNA. To our knowledge, there is no comparable gold standard dataset like GoMi, which
focuses explicitly on miRNA. GoMi offers valuable data for various NLP tasks in the
biomedical field as a stand alone dataset or in combination with other gold standards like
BC4CHEMD. Due to the original intention to use GoMi for testing the biomarker database
BIONDA only PubMed abstracts were used since BIONDA contains only information
extracted from these texts; an extension to this would be the annotation of clinical patient
data, as in the publication Akhondi et. al [REF29]. Another extension could be the annotation
of preprints or full text articles.
Furthermore, the datasets in the PubMedBert and BIoBert networks achieve comparable
F-scores as presented in the BioCreative Study [REF34]. PubMedBERT achieves higher
values, which could be due to the fact that the annotated articles are also PubMed articles
and PubMedBERT was finally trained on exactly this data type. With smaller training data,
however, BioBERT is better, which could be related to the fact that BioBERT has generally
been trained with more training data than PubMedBERT.

As a conclusion, GoMi is a large and well annotated gold standard corpus to calibrate the
setting in neural networks and to test dictionary, rule-based and machine learning
approaches.

Data availability
GoMi can be downloaded here: https://github.com/mpc-bioinformatics/mirnaGS---GoMi.

.CC-BY-NC 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted October 19, 2021. ; https://doi.org/10.1101/2021.10.18.464801doi: bioRxiv preprint 

https://github.com/mpc-bioinformatics/mirnaGS---GoMi
https://doi.org/10.1101/2021.10.18.464801
http://creativecommons.org/licenses/by-nc/4.0/


Acknowledgement
This work was supported by the German Network for Bioinformatics Infrastructure (de.NBI),
a project of the German Federal Ministry of Education and Research (BMBF) [FKZ 031 A
534A]. The funding of M.E. relates to PURE and VALIBIO, projects of Northrhine-Westphalia.

References
[REF1] Aronson JK, Biomarkers and surrogate endpoint. Br J Clin Pharmacol. 2005
May;59(5):491-4. doi: 10.1111/j.1365-2125.2005.02435.x.

[REF2] Paone JF, Waalkes TP, Baker RR, Shaper JH.  Serum UDP-galactosyl transferase
as a potential biomarker for breast carcinoma J Surg Oncol. 1980;15(1):59-66.
doi: 10.1002/jso.2930150110.

[REF3] Rebholz-Schuhmann  D,  Yepes AJJ, Van Mulligen EM, Kang N,Kors J, Milward D,
Corbett P, Buyko E, Beisswanger E, Hahn U. CALBC silver standard corpus. J Bioinform
Comput Biol. 2010 Feb;8(1):163-79.doi: 10.1142/s0219720010004562

[REF4] Chen L, Heikkinen L,  Wang  C , Yang  Y, Sun H,  Wong G. Trends in the
development of miRNA bioinformatics tools. Brief Bioinform. 2019 Sep
27;20(5):1836-1852. doi: 10.1093/bib/bby054.

[REF5] de Sousa  MC, Gjorgjieva  M, Dolicka  D, Sobolewski  C, Foti M. Deciphering
miRNAs' Action through miRNA Editing. Int J Mol Sci. 2019 Dec 11;20(24):6249.
doi: 10.3390/ijms20246249.

[REF6] McGuire  A, Brown JAL,  Kerin MJ. Metastatic breast cancer: the potential of
miRNA for diagnosis and treatment monitoring. Cancer Metastasis Rev. 2015
Mar;34(1):145-55. doi: 10.1007/s10555-015-9551-7.

[REF7]  Keshavarz  M, Dianat-Moghadam  H , Hamidi Sofiani  V, Karimzadeh  M,  Zargar  M,
Moghoofei  M, Biglari  H , Ghorbani  S,  Nahand  JS , Mirzaei H. miRNA-based strategy for
modulation of influenza A virus infection. Epigenomics . 2018 Jun;10(6):829-844.
doi: 10.2217/epi-2017-0170. Epub 2018 Jun 11.

[REF8] Yim  WW , Yetisgen  M, Harris  WP , Kwan SW. Natural Language Processing in
Oncology: A Review. JAMA Oncol . 2016 Jun 1;2(6):797-804. doi:
10.1001/jamaoncol.2016.0213.

.CC-BY-NC 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted October 19, 2021. ; https://doi.org/10.1101/2021.10.18.464801doi: bioRxiv preprint 

https://doi.org/10.1101/2021.10.18.464801
http://creativecommons.org/licenses/by-nc/4.0/


[REF9] Perera  N, Dehmer  M, Emmert-Streib F. Named Entity Recognition and Relation
Detection for Biomedical Information Extraction. Front Cell Dev Biol . 2020 Aug
28;8:673.doi: 10.3389/fcell.2020.00673. eCollection 2020.

[REF10] Turewicz M, Frericks-Zipper A, Stepath M, Schork K, Ramesh S, Marcus K,
Eisenacher M. BIONDA: a free database for a fast information on published
biomarkers. Bioinformatics Advances, Volume 1, Issue 1, 2021, vbab015,
https://doi.org/10.1093/bioadv/vbab015

[REF11]  Cho  H, Lee  H.Biomedical named entity recognition using deep neural
networks with contextual information. BMC Bioinformatics. 2019 Dec 27;20(1):735.
doi: 10.1186/s12859-019-3321-4.

[REF12] Schriml  LM, Mitraka  E, Munro  J, Tauber  B, Schor  M, Nickle  L, Felix  V, Jeng  L,
Bearer  C, Lichenstein  R, Bisordi  K, Campion  N,  Hyman  B, Kurland  D, Oates  CP, Kibbey
S, Sreekumar  P, Le  C, Giglio  M, Greene  C. Human Disease Ontology 2018 update:
classification, content and workflow expansion. Nucleic Acids Res . 2019 Jan
8;47(D1):D955-D962. doi: 10.1093/nar/gky1032.

[REF13] UniProt Consortium UniProt: a worldwide hub of protein knowledge Nucleic
Acids Res . 2019 Jan 8;47(D1):D506-D515. doi: 10.1093/nar/gky1049.

[REF14] Kozomara  A, Birgaoanu  M, Griffiths-Jones  S. miRBase: from microRNA
sequences to function. Nucleic Acids Res. 2019 Jan 8;47(D1):D155-D162.
doi: 10.1093/nar/gky1141.

[REF15] Eftimov  T, Koroušić Seljak  B, Korošec  P. A rule-based named-entity
recognition method for knowledge extraction of evidence-based dietary
recommendations. PLoS One . 2017 Jun 23;12(6):e0179488. doi:
10.1371/journal.pone.0179488. eCollection 2017.

[REF16] Lee  J, Yoon  W, Kim  S , Kim  D, Kim  S, Ho So  C, Kang J.BioBERT: a
pre-trained biomedical language representation model for biomedical text mining.
Bioinformatics . 2020 Feb 15;36(4):1234-1240. doi: 10.1093/bioinformatics/btz682.

[REF17] Weber  L, Sänger  M,  Münchmeyer  J, Habibi  M, Leser  U, Akbik A. HunFlair: An
Easy-to-Use Tool for State-of-the-Art Biomedical Named Entity Recognition.
Bioinformatics . 2021 Jan 28;37(17):2792-2794. doi: 10.1093/bioinformatics/btab042. Online
ahead of print.

[REF18] Lütcke  H, Gerhard  F, Zenke  F, Gerstner  W, Helmchen  F. Inference of neuronal
network spike dynamics and topology from calcium imaging data. Front Neural Circuits
. 2013 Dec 24;7:201. doi: 10.3389/fncir.2013.00201. eCollection 2013.

[REF19]  Oellrich  A, Collier  N, Smedley  D, Groza  T. Generation of silver standard
concept annotations from biomedical texts with special relevance to phenotypes.
PLoS One. 2015 Jan 21;10(1):e0116040. doi: 10.1371/journal.pone.0116040. eCollection
2015.

.CC-BY-NC 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted October 19, 2021. ; https://doi.org/10.1101/2021.10.18.464801doi: bioRxiv preprint 

https://doi.org/10.1093/bioadv/vbab015
https://doi.org/10.1101/2021.10.18.464801
http://creativecommons.org/licenses/by-nc/4.0/


[REF20] Islamaj Doğan  R, Leaman  R, Lu  Z. NCBI disease corpus: a resource for
disease name recognition and concept normalization. J Biomed Inform. 2014
Feb;47:1-10. doi: 10.1016/j.jbi.2013.12.006. Epub 2014 Jan 3.

[REF21] Rebholz-Schuhmann  D, Kafkas S, Kim JH, Li C, Yepes AJ, Hoehndorf R, Backofen
R, Lewin I. Evaluating gold standard corpora against gene/protein tagging solutions
and lexical resources. J Biomed Semantics . 2013 Oct 11;4(1):28. doi:
10.1186/2041-1480-4-28.

[REF22] Habibi  M, Weber  L, Neves  M, Wiegandt  DL,  Leser  U. Deep learning with word
embeddings improves biomedical named entity recognition. Bioinformatics . 2017 Jul
15;33(14):i37-i48. doi: 10.1093/bioinformatics/btx228.

[REF23] Wang  X, Zhang  Y, Ren  X, Zhang  Y, Zitnik  M, Shang  J, Langlotz  C, Han  J:
Cross-type biomedical named entity recognition with deep multi-task learning:
Bioinformatics . 2019 May 15;35(10):1745-1752. doi: 10.1093/bioinformatics/bty869

[REF24] National Center for Biotechnology Information (NCBI)[Internet]. Bethesda (MD):
National Library of Medicine (US), National Center for Biotechnology Information; [1988] –
[cited 2017 Apr 06]. Available from: https://www.ncbi.nlm.nih.gov/

[REF25]  Zhang Y, Zhang Y, Qi P,  Manning CD,  Langlotz CP. Biomedical and Clinical
English Model Packages in the Stanza Python NLP Library, Journal of the American
Medical Informatics Association. 2021.

[REF26] CoNLL-X Shared Task on Multilingual Dependency Parsing
DOI:10.3115/1596276.1596305

[REF27] Koroleva  A, Kamath  S, Paroubek  S. Measuring semantic similarity of clinical
trial outcomes using deep pre-trained language representations. J Biomed Inform.
2019;100S:100058. doi: 10.1016/j.yjbinx.2019.100058. Epub 2019 Oct 17.

[REF28] Pafilis E, Frankild SP, Fanini L, Faulwetter S, Pavloudi C, Vasileiadou A, Arvanitidis
C, Jensen LJ. The SPECIES and ORGANISMS resources for fast and accurate
identification of taxonomic names in text. PLoS ONE. 2013;8(6):65390

[REF29]  Gerner M, Nenadic G, Bergman C. Linnaeus: a species name identification
system for biomedical literature. BMC Bioinform. 2010;11:8

[REF30] Hong  SK, Lee  JG. DTranNER: biomedical named entity recognition with deep
learning-based label-label transition model BMC Bioinformatics . 2020 Feb 11;21(1):53.
doi: 10.1186/s12859-020-3393-1.

[REF31] Kim J-D, Ohta T, Tsuruoka Y, Tateisi Y, Collier N. Introduction to the bio-entity
recognition task at JNLPBA. In: Proceedings of the international joint workshop on
natural language processing in biomedicine and its applications, 2004; p. 70–5.

.CC-BY-NC 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted October 19, 2021. ; https://doi.org/10.1101/2021.10.18.464801doi: bioRxiv preprint 

https://doi.org/10.1093/jamia/ocab090
https://doi.org/10.1101/2021.10.18.464801
http://creativecommons.org/licenses/by-nc/4.0/


[REF32] Akhondi  SA, Klenner  AG, Tyrchan  C, Manchala  AK, Boppana  K, Lowe  D,
Zimmermann  M,  Jagarlapudi  SARP, Sayle R, Kors JA, Muresan  S. Annotated chemical
patent corpus: a gold standard for text mining.  PLoS One . 2014 Sep 30;9(9):e107477.
doi: 10.1371/journal.pone.0107477. eCollection 2014.

[REF33] Smith  L, Tanabe LK, nee Ando RJ, Kuo CJ, Chung I,  Hsu C,  Lin Y, Klinger R,
Friedrich CM, Ganchev K, Torii M, Liu H, Haddow B, Struble CA, Povinelli RJ,  Vlachos A,
Baumgartner Jr WA,  Hunter L,  Carpenter B,  Tzong-Han Tsai R,  Dai H,  Liu F, Chen Y, Sun
C,  Katrenko S,  Adriaans P,  Blaschke C,  Torres R,  Neves M,  Nakov P,  Divoli A,
Maña-López M,  Mata J, Wilbur WJ Overview of BioCreative II gene mention recognition
Genome Biol . 2008;9 Suppl 2(Suppl 2):S2. doi: 10.1186/gb-2008-9-s2-s2. Epub 2008 Sep 1

.CC-BY-NC 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted October 19, 2021. ; https://doi.org/10.1101/2021.10.18.464801doi: bioRxiv preprint 

https://doi.org/10.1101/2021.10.18.464801
http://creativecommons.org/licenses/by-nc/4.0/

