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Abstract 

Human language has a remarkable capacity to encode complex ideas. This capacity arises 
because language is compositional: the form and arrangement of words in sentences (structure) 
determine the conceptual relations that hold between the words’ referents (meaning). A 
foundational question in human cognition is whether the brain regions that support language are 
similarly factored into structure-selective and meaning-selective areas. In an influential study, 
Pallier et al. (2011, PNAS) used fMRI to investigate the brain response to sequences of real words 
and pseudowords and reported a sharp dissociation between structure-selective and meaning-
selective brain regions. In the present study, we argue that no such dissociation emerges when 
individual differences in brain anatomy are considered. We report three experiments (including a 
close conceptual replication of Pallier et al.’s original study) that use precision fMRI methods to 
capture separation or overlap of function in the brains of individual participants. Our results replicate 
Pallier et al.’s finding that the brain's response is modulated by the sequential structure of language 
but paint a different picture with respect to the structure-meaning relationship. Instead of distinct 
structure-selective and meaning-selective brain areas, we find distributed sensitivity to both 
linguistic structure and meaning throughout a broad frontotemporal brain network. Our results join 
a growing body of evidence for an integrated network for language in the human brain within which 
internal specialization is primarily a matter of degree rather than kind, in contrast with influential 
proposals that advocate distinct specialization of different brain areas for different types of linguistic 
functions. 

Significance Statement 

Using fMRI, we show that a broad network of frontal and temporal areas in the left hemisphere of 
the human brain is sensitive to both the structure of language and the meaning that it encodes. 
This finding challenges many current theories of the neurobiology of language, which propose a 
sharp separation between areas that encode structure and areas that encode meaning. Instead, 
results support a broad distribution of word- and sentence-level processing across an integrated 
brain network for language. 
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Main Text 
 
Introduction 

Human language is a powerful medium for communicating complex thoughts. This power comes 
from its compositional structure (1): meaning is encoded not only by individual words, but by the 
form and sequential arrangement of those words, which express the relationships that hold 
between the words’ referents. For example, the sentence There are octopuses inside the bathtub! 
is (probably) unfamiliar to the reader and also (probably) expresses a meaning with which the 
reader has no direct experience. Yet novel meanings are recoverable from novel sentences thanks 
to the systematic relationship between a sentence’s structure and its meaning. This principle even 
extends to unfamiliar words: when we read There are blickets inside the dax!, we can infer that the 
blickets and the dax are in a containment relationship and have certain other properties (e.g., a 
blicket is countable and a dax can contain something), even if we do not know the meanings of the 
words themselves. Thus, the expressive power of language derives from its factorization of 
meaning (semantics) into word-level (lexical) and compositional (combinatorial) dimensions, which 
are mediated by the sentence’s structure (syntax). 

Many models of the neurobiology of language posit a similar factorization at the level of brain areas, 
such that some areas are “syntactic hubs” that selectively represent the structure of sentences, 
whereas others are “semantic hubs” that selectively represent the meaning of words and/or 
sentences, albeit with disagreement as to the precise locations of these functions in the brain (2–
7). If true, this view would have fundamental implications for the organization and evolutionary 
origins of human cognition: brain circuits for abstract combinatorics could be recruited in service of 
other cognitive functions (e.g., mathematics, music, and action planning) with similar hierarchical 
structure to language (8–10), and they may find their origins in changes to brain anatomy that 
enabled algebraic thought, which were later co-opted in service of language (11, 12). One important 
source of evidence in favor of this view has been a landmark study by Pallier, Devauchelle, and 
Dehaene (ref. (13), henceforth PDD), who argued based on fMRI evidence for a dissociation 
between brain areas that selectively represent syntax and areas that selectively represent lexical 
(word-level) and combinatorial (sentence-level) semantics. As of this writing, PDD has been cited 
over 600 times, and its claims have informed theories of cognition, brain function, and evolution, 
especially those that posit neural circuits dedicated to abstract combinatorics (e.g., refs. (11, 12, 
14–17)). 

In PDD’s paradigm (Figure 1A), participants read 12-word stimuli presented one word at a time. 
These stimuli were internally composed of “chunks” (our terminology) of locally coherent connected 
words that varied parametrically in length. At one extreme, a stimulus contained twelve 
concatenated (1-word) chunks (condition "c01” in Figure 1A), and at the other, a stimulus contained 
a single 12-word chunk (condition "c12” in Figure 1A). In the intermediate conditions, the stimuli 
contained concatenated chunks of different lengths: six 2-word chunks (c02), four 3-word chunks 
(c03), three 4-word chunks (c04), or two 6-word chunks (c06). The chunks in these conditions 
always formed valid syntactic constituents, that is, a sequence of words dominated by a node in a 
tree representation of the sentence’s grammatical structure (see Figure 1B). PDD hypothesized 
that language processing requires the comprehender to maintain an increasingly complex 
representation of constituent structure as each new word is processed, and that this increased 
representational complexity will correspond to an increase in overall neuronal activity in conditions 
with longer constituents (because longer constituents contain more internal structure, in the form 
of additional constituents hierarchically nested within them; see Figure 1B). To investigate the 
abstractness of syntactic representations, a ‘Jabberwocky’ version of each condition (e.g., jab-c01, 
jab-c12) was created by replacing the content words (nouns, verbs, adjectives, and adverbs) with 
word-like nonwords (pseudowords), but preserving the syntactic ‘frame’, i.e., function words like 
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articles and auxiliaries, and functional morphological endings (e.g., higher and higher prices > 
hisker and hisker cleeces). 

This design targets three potentially dissociable dimensions of linguistic representation, each of 
which could be either present or absent in a given brain region’s response: lexical semantics 
(stored word meanings, which are only present in the real-word conditions), syntax (the implicit 
structure of the sentence as reflected in the forms and sequential ordering of words, which is 
present in both the real-word and the Jabberwocky conditions, and which increases in complexity 
with chunk length), and combinatorial semantics (the composite meaning denoted by the chunk, 
which is only expressed fully by the real-word conditions, starting with 2-word chunks, and which 
increases in complexity with chunk length). This design therefore gives rise to the eight hypothetical 
response profiles depicted in Figure 2. For example, a selectively syntactic region (–Lex, +Syn, –
Sem) should respond identically across real-word and Jabberwocky conditions; a selectively 
combinatorial-semantic region (–Lex, –Syn, +Sem) should show a length effect (stronger 
responses to longer chunks) only in the real-word conditions; and a combined lexical, syntactic and 
combinatorial-semantic region (+Lex, +Syn, +Sem) should show length effects in both real-word 
and Jabberwocky conditions, with a stronger length effect in the real-word conditions. PDD’s design 
therefore permits empirical discrimination of different logically possible patterns of (in)sensitivity to 
lexical, syntactic, and combinatorial-semantic dimensions of language, with major implications for 
our understanding of the neural substrates that enable language comprehension. 

PDD reported three key findings of relevance to the neural substrates of syntactic and semantic 
processing. Finding 1: Inferior frontal and posterior temporal language regions in the left 
hemisphere responded more strongly to longer constituents, even in the meaningless Jabberwocky 
conditions. Finding 2: The slope of this increase with chunk length was indistinguishable in these 
areas between the real-word and Jabberwocky conditions. The impact of this finding was plausibly 
enhanced by the additional apparent absence of a difference in intercept between conditions, such 
that the overall response profiles in these regions were nearly identical in the two types of conditions 
(similar to the selectively syntactic, –Lex, +Syn, –Sem, profile in Figure 2). Finding 3: By contrast, 
in anterior temporal and temporoparietal language regions, activation increased with chunk length 
in the real-word conditions but not the Jabberwocky conditions, with a significant difference in slope 
between the two condition types (similar to the –Syn, +Sem profiles in Figure 2). These findings 
have been reinforced by other studies showing syntactic/semantic dissociations with a similar 
topography to that reported by PDD (e.g., refs. (18, 19)). 

In addition to their support for neurobiological effects of syntax in general (Finding 1), these findings 
have had a major influence on thinking about the division of labor within the human language 
system, which we group into two broad claims that were made directly by PDD or attributed to them 
by subsequent work. Syntactic Hubs: Finding 2 has been taken to support the existence of 
abstract syntactic hubs in inferior frontal and posterior temporal cortex (11, 13, 20–24). Because 
PDD reported qualitatively identical response profiles in these regions for real-word and 
Jabberwocky conditions, prior invocations of this empirical finding are often ambiguous between a 
strong form in which these hubs exclusively encode abstract combinatorics—with no reference to 
lexical or combinatorial-semantic content (refs. (11, 21, 25); profile –Lex, +Syn, –Sem in Figure 
2)—and a weaker form in which these hubs do not encode combinatorial semantics, but may 
nonetheless respond more strongly to real words than pseudowords overall (ref. (18); profile +Lex, 
+Syn, –Sem in Figure 2). Lexico-Semantic Hubs: Finding 3 has been taken to support a selective 
role for anterior temporal and temporoparietal areas in lexical and combinatorial-semantic 
processing (refs. (5, 13, 16, 26–32); profile +Lex, –Syn, +Sem in Figure 2). For elaboration on the 
ways in which PDD’s study has influenced subsequent thinking about the neurobiology of language, 
see SI Section 1. 

However, these claims now face empirical and methodological objections. Empirically, the 
existence of syntactic hubs (or, at least, the strong form of this claim) has been challenged 
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by evidence of lexical processing in the inferior frontal and posterior temporal areas identified by 
PDD as abstract syntactic hubs (e.g., refs. (18, 33–37)), and the existence of lexico-semantic hubs 
has been challenged by evidence of sensitivity to structure in Jabberwocky materials in anterior 
temporal regions argued by PDD to be insensitive to such effects (e.g., refs. (33–35, 38, 39)). These 
prior studies raise concerns about the robustness and replicability of PDD's reported pattern. 
Methodologically, some of the choices in PDD's design and analyses are problematic. First, PDD 
used a between-subjects design to compare the real-word and Jabberwocky conditions (thus 
simultaneously varying both the sample of participants and the condition), even though this 
manipulation is feasible to perform in a within-subjects design that avoids this confound. Because 
individuals and, by extension, groups of individuals vary along numerous trait and state dimensions 
that are known to affect neural responses (e.g., refs. (40–42)), the magnitudes of neural responses 
in two groups cannot be confidently attributed to differences/similarities between conditions. 
Second, PDD used the same data both to define the regions of interest and to quantify their 
responses, introducing circularity (43). Third, PDD relied on traditional group analyses (40), which 
assume voxel-wise correspondence across individual brains. Ample evidence now exists for 
substantial inter-individual variability in the precise locations of functional areas in the association 
cortex (e.g., refs. (44–46)), including in the language network (e.g., refs. (33, 47)). Given that some 
of PDD’s claims rely on not finding certain effects in certain brain regions, the choice of traditional 
group analyses, which suffer from low sensitivity (48), is suboptimal. We stress that PDD’s 
approach and claims were reasonable for the time, and that some of the concerns above arise from 
empirical findings or methodological insights that were contemporaneous or subsequent to PDD’s 
publication date. However, because PDD’s findings continue to exert substantial influence, it is 
important to consider them in light of subsequent developments. 

Motivated by these concerns, and in line with current emphasis in the field on robustness and 
replicability (49–54), we conduct three fMRI experiments (across a total of n=75 participants) that 
constitute the closest effort to date to replicate PDD's original study while addressing the 
methodological issues above. First, we use a strictly within-subjects design. Second, we use 
independent data to define the regions of interest and to quantify their responses to the critical 
conditions. And third, we define regions of interest functionally in individual brains (e.g., refs. (33, 
55, 56)), which has been shown to yield higher sensitivity and higher functional resolution (e.g., 
refs. (48, 57–59)). 

We strongly replicate PDD’s key discovery of a basic chunk length effect in all experiments (see 
ref. (60) for another recent replication by another research group): activity in multiple language 
areas increases parametrically with the increasing length of linguistic context, even in the absence 
of lexical content. However, our results challenge the existence of both syntactic and semantic 
hubs. In particular, (a) all language regions with the exception of the language fROI in the TPJ / 
angular gyrus show a length effect in Jabberwocky conditions, (b) all language regions show an 
effect of ‘lexicality’, with real-word conditions eliciting stronger responses than Jabberwocky 
conditions, and (c) all language regions but the PostTemp language fROI show a length by lexicality 
interaction whereby the length effect is stronger in the real-word conditions compared to 
Jabberwocky conditions. We further show that these length effects do not critically depend on 
syntactic constituency per se but rather on the length of contiguous coherent text, which 
undermines PDD’s claim that syntactic constituency critically drives the length effect. 

These findings challenge a bifurcation of the language system into discrete syntactic and lexico-
semantic components. Our results instead join a growing body of evidence for an integrated 
network for language in the human brain (33, 59, 61, 62) within which internal specialization is 
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primarily a matter of degree rather than kind (63–67), in contrast with influential proposals that posit 
a sharp separation between different types of linguistic representations and processes (3–5, 7). 
 
Results 

We revisit PDD’s claims in three experiments. Experiment 1 seeks to replicate the finding of an 
overall increase in the BOLD response of language brain areas as a function of chunk length. 
Experiment 2 is a conceptual replication of PDD, including all of the original real-word conditions 
and a critical subset of the Jabberwocky conditions, as well as PDD’s two additional “non-
constituent” conditions consisting of 3- and 4-word chunks that do not form valid syntactic 
constituents. Unlike PDD, in Experiment 2, and other experiments, we independently localize the 
language network in each participant and use a fully within-subjects design. Experiment 3 more 
directly targets the centrality of constituency for obtaining the length effect (stronger responses to 
longer chunks) by presenting participants with 24-word and 30-word stimuli that are composed of 
chunks of varying length (taken from naturalistic texts) which overwhelmingly do not form 
constituents in their source sentences (86.5% of the time; because Experiment 3 was originally 
designed with a different research goal in mind, avoiding constituents entirely was not a 
consideration). For details about these experiments, see Materials & Methods. Results are 
visualized in Figure 3 (full significance testing details are given in Table S1), See SI Section 9 for 
evidence that the results hold when we use the masks from PDD to define the language areas. 
See SI Section 10 for evidence that the extremes of the length conditions—(jab-)c01 and (jab-
)c12—replicate an established pattern of response in the language network. See SI Section 11 for 
exploratory analyses of the right-hemisphere homotopes of the left-hemisphere language areas. 

Do the language regions show length effects? 

For the real-word conditions, all regions show the pattern reported by PDD: significantly increasing 
activation as a function of chunk length, including a smaller increase at larger lengths (e.g., c06 to 
c12) in all three experiments (Figure 3B, C, D, E). 

Are there syntactic hubs that respond identically to the real-word and Jabberwocky conditions? 

No language region shows the pattern (reported by PDD for inferior frontal and posterior temporal 
areas) of visually indistinguishable increases in neural activity with chunk length in the real-word 
and Jabberwocky conditions. Instead, all language regions’ responses are modulated by lexicality, 
either in the overall response, in the slope of the length effect, or both. Thus, no region appears to 
be a hub for abstract (i.e., content-independent) combinatorics. 

Do anterior temporal and temporoparietal language regions only show length effects in the real-
word conditions? 

We find a significant length effect in the Jabberwocky conditions for the language network as a 
whole, as well as for each region within it except for the temporoparietal LAngG region. Contrary 
to PDD’s claim that the anterior temporal language area (LAntTemp) is not responsive to chunk 
length in meaningless Jabberwocky materials, we find this effect robustly. 

However, the LAngG region (which corresponds to PDD’s “TPJ” region; Supplementary Figure 
S1) only shows a length effect in the real-word conditions, as PDD claimed, and in direct pairwise 
comparisons between regions, the length effect for Jabberwocky stimuli is significantly weaker in 
the LAngG region than in all other language regions. Nonetheless, the length effect for real-word 
stimuli is also significantly weaker in LAngG than in all other language regions except for the 
LAntTemp region. Together with prior evidence (e.g., (59, 68–70)), this qualitative difference in 
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response suggests that the LAngG region may not be part of the core language network (see 
Discussion). 

Are inferior frontal and posterior temporal language regions insensitive to combinatorial semantics, 
over and above syntax? 

We find a significantly steeper slope for the length effect in the real-word conditions relative to the 
Jabberwocky conditions (length by stimulus type interaction) in the language network as a whole, 
as well as in each region within it except for the LMFG and LPostTemp regions. The length by 
stimulus type interaction in the LMFG region is positive and similar in magnitude to that of other 
regions, but it fails to reach significance. By contrast, the length by stimulus type interaction in the 
LPostTemp region is numerically near zero. This finding is contrary to PDD’s claim that the inferior 
frontal language areas (LIFGorb and LIFG) are equally sensitive to chunk length in real-word and 
Jabberwocky conditions (Figure 3C, E). However, the LPostTemp region shows highly similar 
length effects for real-word and Jabberwocky stimuli, as PDD claimed, and in direct comparisons, 
the difference in length effect between the real-word conditions and the Jabberwocky conditions is 
significantly weaker in the LPostTemp region relative to both the LIFGorb and the LIFG regions, 
the latter of which has been classically associated with syntactic processing (e.g., refs. (3, 71–73)). 
This result supports PDD’s claim that the LPostTemp region is equally sensitive to syntactic 
structure, with or without lexical content. We return to this finding in the Discussion. 

Does syntactic constituency critically drive the length effect? 

The length effect in Experiment 2 is at least as strong in the non-constituent conditions as it is in 
the real-word constituent conditions, which undermines PDD’s claim that length effects are driven 
primarily by syntactic constituency. This finding is reinforced by Experiment 3, which evaluates 
length effects in materials composed primarily (86.5%) of non-constituents (Figure 3D). As shown, 
the length effect in response to these largely non-constituent materials is qualitatively similar to the 
length effects reported in Experiments 1 and 2, and quantitatively, we observe no significant 
differences in any region, or in the language network as a whole, between the length effect in 
Experiment 3 vs. in either Experiment 1 or Experiment 2 in between-group comparisons. Thus, 
syntactic constituency does not critically drive the length effects in the language network. 

Summary 

Our results support a distributed burden of lexical, syntactic, and combinatorial-semantic 
processing throughout the language network (rather than the dissociation between syntactic and 
lexico-semantic sub-networks, as claimed by PDD), and challenge the claim that stronger 
responses to longer chunks are driven by syntactic constituency (given that these length effects 
are equally strong regardless of whether the chunks form constituents). The key similarities and 
differences between our findings and PDD’s are summarized in Table 1. 
 
Discussion 
Whether different brain areas specialize for different types of linguistic processing is a long-standing 
open question in the neurobiology of language. Perhaps the most frequently proposed pattern of 
specialization is a dissociation between some brain areas that selectively represent the structure 
of sentences and others that selectively represent the meaning (4, 5, 11, 74). This perspective is 
inspired in part by the well-known observation that some non-linguistic domains (e.g., mathematics, 
action planning, and music) also exhibit a kind of “syntax” in that they obey similar principles to 
language of sequential, hierarchical, and symbolic representation (9). If, as some have argued (8, 
10, 75, 76), abstract syntactic composition is supported by a shared brain network with key loci in 
inferior frontal cortex, then the human capacity for language may derive from a more general 
capacity for structured symbol manipulation, which may in turn have arisen from anatomical 
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changes to pre-frontal cortex during human evolution (11, 12). This position thus offers tantalizing 
continuities between language and other domains, along with explanatory links to evolutionary 
processes that might have set the stage for the emergence of language. However, the empirical 
literature that is used to support this position (from both neuroimaging and neuropsychology) widely 
assumes that spatial coordinates in the brain implement the same function across individuals—an 
assumption that is known to be incorrect for the language system and to lead systematically both 
to (i) failure to discover functional selectivities that are present in individual brains and (ii) conflation 
of functions that are distinct in individual brains (33, 55, 63, 77). This concern extends to the finding 
of distinct syntactic and lexico-semantic processing centers by PDD, whose results are additionally 
subject to concerns about (1) reliance on between-group comparisons to substantiate the claim of 
abstract syntactic processing and (2) using the same data to define the fROIs and to statistically 
examine their responses. Because PDD’s results have informed much subsequent theorizing about 
the neural basis of language and the structure of mental representations for language (e.g., refs. 
(11, 14–17)) and because of a growing effort in the field to replicate influential findings (49–54), 
here we revisit their claims across three fMRI experiments that address these methodological 
concerns. 

Our findings robustly replicate PDD’s discovery of parametric sensitivity in language areas to the 
amount of linguistic context (increasing activation for longer spans of coherent text), as well as their 
finding that this pattern continues to hold in several areas even when lexical content is removed. 
Not only do we find this pattern across multiple experiments and in a different language (English) 
than the originally used French, but the effects are statistically indistinguishable across multiple 
independent groups of participants, which suggests that PDD uncovered a stable population-level 
signature of language comprehension in the brain (see also ref. (78)). This signature constitutes 
compelling evidence both that the brain’s response is modulated by linguistic complexity and that 
syntax contributes to this modulation independently of meaning. This finding from PDD (replicated 
here) is thus an important explanandum in any theory of the brain basis of language 
comprehension. 

However, our findings do not accord with PDD’s proposed division of labor within the language 
network, namely, a double dissociation between syntactic and lexico-semantic sub-networks. 
Instead, our results reveal a more distributed pattern of lexical, syntactic, and combinatorial-
semantic processing than that proposed by PDD (key similarities and differences between our 
findings and PDD’s are summarized in Table 1). First, our results challenge the notion of pure 
syntactic hubs (i.e., the claim that inferior frontal and posterior temporal language areas respond 
identically to syntactic complexity across real-word and Jabberwocky conditions). Instead, we find 
large and statistically significant increases in the language network’s response, including in the 
inferior frontal and posterior temporal areas, to real-word relative to Jabberwocky stimuli. This 
finding aligns with several prior studies (fMRI: ref. (33)—see Figure S4 for a direct comparison of 
the overlapping subset of conditions, refs. (79, 80); intracranial recordings: ref. (78)) and with 
growing evidence for strong integration between structure and meaning in the representations and 
computations that underlie language processing across fields and approaches, from linguistic 
theory (e.g., refs. (81–84)), to psycholinguistics (e.g., refs. (85–88)), to computational linguistics 
(e.g., refs. (89–92)), to cognitive neuroscience (e.g., refs. (32, 35, 64, 78, 93–99)). 

Second, our results challenge the claim that inferior frontal areas are insensitive to semantic (as 
opposed to purely syntactic) composition. Instead, we find larger increases in response to chunk 
length in the real-word compared to the Jabberwocky conditions in both the LIFG and LIFGorb 
language areas. 

Third, our results challenge the claim that anterior temporal areas constitute lexico-semantic hubs 
that only process combinatorial structure in the presence of lexical meaning. Instead, we find 
significant increases in response to chunk length in the Jabberwocky conditions (see also refs. (33, 
100); Figure S1). 
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Finally, our results challenge the centrality to the length effects of syntactic constituency (as 
opposed to other kinds of syntactic and semantic relations that hold between words in contiguous 
spans of language). Using PDD’s narrow contrast between 3- and 4-word chunks that do not form 
syntactic constituents, we find that the increase in brain activity from the 3-word condition to the 4-
word condition is at least as large in the non-constituent stimuli as it is in the constituent stimuli in 
all regions except the LAngG language region (see below for discussion of this region). 
Furthermore, in a separate experiment that explored a wider range of implicit chunk lengths and 
consisted overwhelmingly (>86%) of non-constituent chunks, we find qualitatively and quantitatively 
similar effects of chunk length to those found when using valid syntactic constituents, with no 
significant difference in the length effect in any region or in the language network as a whole. This 
result is incompatible with PDD’s claim that chunk-length effects are driven primarily by the memory 
demands associated with assembling phrasal constituents, given that the same pattern of length 
effects arises from chunks that do not form constituents. Nonetheless, it is plausible that these 
length effects derive from linguistic complexity more broadly construed, and indeed we find that 
multiple independently motivated measures of predictability and memory demand during language 
processing correlate with chunk length (SI Figure S2B). Our results simply argue for an 
interpretation of length effects as driven by (perhaps diverse features of) richer linguistic contexts, 
rather than by phrasal constituency specifically. Other studies are needed to elucidate what those 
features are (see e.g., refs. (70, 100–108)). 

An alternative conceptualization of these length effects draws on the framework of “proper” and 
“actual” domains of specialized information processing systems (109, 110), whereby the system’s 
degree of engagement with an input can be modulated by the degree of fit between a given input 
and the target domain for which the system is adapted. Given the highly combinatory and 
contextualized nature of natural language, several words of contiguous context may be necessary 
in order to identify a stimulus as “proper” to the language network. As a consequence, PDD’s 
shorter length conditions may fail by degrees to fully engage language processing mechanisms in 
the first place, thereby attenuating overall activation in the language system (see also (111)). 
Temporal receptive windows (TRWs, i.e., the length of the preceding context that affects the 
processing of the current input; refs. (112, 113)) could potentially serve as a filter for identifying 
domains proper to the language network, and indeed prior evidence supports the existence of 
TRWs for language on the order of a few words (24, 65, 78, 113, 114). However, the causes of 
these patterns of temporal receptivity are unknown, and they could derive from more basic kinds 
of linguistic processing (e.g., the degree to which nearby words can be composed into a syntactic 
parse may serve as a cue to whether an input is proper to the language network). In the absence 
of a deeper causal understanding of TRWs in the language network, viewing length effects as 
reflecting the distinction between proper and actual domains is not mutually incompatible with the 
interpretation whereby length effects reflect linguistic processing complexity. 

Despite the lack of dissociation between syntactic and lexico-semantic processing centers and the 
broader distribution of diverse aspects of linguistic processing within the language network, our 
findings support two key functional asymmetries that were posited by PDD. 

1) The LAngG/LTPJ language region differs functionally from the rest of the LH language network. 

First, like PDD, we find that the temporoparietal (LAngG in our terminology, LTPJ in PDD’s) 
language area behaves differently from the rest of the language regions: the length effect for 
Jabberwocky stimuli is (i) not significant and (ii) significantly smaller in the LAngG region than in all 
other language regions. Thus, the LAngG fROI is indeed less responsive to chunk length than other 
language regions in the absence of lexical content. We argue based on multiple converging lines 
of evidence that the difference between this region and the other language regions is because the 
LAngG/LTPJ language region is not in fact a core language area. Although this region shows robust 
responses to language (e.g., responding more to sentences than lists of pseudowords, refs. (13, 
33)), it differs functionally from the core LH language network. First, the this region shows 
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systematically weaker correlations with other language areas during naturalistic cognition 
paradigms than those areas do with each other (62, 68, 115). Furthermore, data-driven functional 
parcellation using dense individual-subject resting state data picks out the core temporal and frontal 
areas examined here—but not the LAngG/LTPJ region—as an integrated network, one that is 
highly overlapping with the one identified by task-based language localizers (59). Second, the 
LAngG/LTPJ region shows substantially weaker evidence than the other LH language areas of core 
language processing operations like next-word prediction and syntactic structure building (70, 105). 
Third, the LAngG/LTPJ region responds at least as strongly to pictures and videos of meaningful 
events as to sentences, and sometimes more strongly (69, 116). In addition, this region often shows 
below-baseline responses during language tasks (e.g., both in this study and in PDD), which could 
be because this area is instead a node in the default mode network (117–119), a brain network 
whose activity increases during rest, and which has been associated with high-level conceptual 
processing and episodic memory (117, 118, 120, 121). Many have argued that AngG broadly (cf. 
the language-responsive part of it) supports heteromodal conceptual integration (116, 122–129). 
This hypothesis could explain the greater response in the AngG/TPJ region to meaningful language 
stimuli, even in the absence of a selectively linguistic function. 

2) The LPostTemp language region is sensitive to syntactic structure and word meanings but not 
combinatorial semantics. 

The claim from PDD that our results most strongly support is that the language-responsive area in 
the posterior temporal cortex is equally sensitive to structure, with or without lexical content. 
Although the overall response of the LPostTemp region to real-word stimuli is greater than its 
response to Jabberwocky stimuli, the difference in the length effect between real-word and 
Jabberwocky stimuli is virtually zero, as evidenced by similar slopes (Figure 3C, E)—the +Lex, 
+Synt, –Sem profile in Figure 2. This result is inconsistent with the strong characterization of 
LPostTemp as a pure syntactic hub, given that its response is strongly influenced by lexical content, 
independently of structure. However, it does suggest that the burden of combinatorial processing 
in the LPostTemp region is unaffected by the meaningfulness of the resulting structure, which 
supports a lack of combinatorial-semantic processing over and above syntactic processing. This 
profile appears to be unique to LPostTemp; the difference between the length effects in real-word 
vs. Jabberwocky stimuli is non-significant and near zero in LPostTemp, significant in inferior frontal 
language regions (LIFG and LIFGorb language regions), and significantly larger in the frontal 
regions than in LPostTemp in direct comparisons, even though LIFG is classically associated with 
abstract syntax (3, 71–73). This result is important for two reasons. First, it lends support to the 
hypothesis that the posterior temporal language area plays a special role in processing hierarchical 
syntax, relative to other language areas that frequently co-activate during language processing (5, 
130). Second, it is to our knowledge the first clear evidence of region-level (cf. ref. (114)) functional 
differentiation within the human language network using localization methods that robustly account 
for inter-individual variation in the precise locations of language areas. These methods have so far 
yielded a highly distributed picture of linguistic (including sub-lexical, lexical, syntactic, and 
combinatorial-semantic) processing across the regions of the language network, with little evidence 
of network-internal structure (33, 70, 94, 105, 131, 132). Our current results support invariance in 
the LPostTemp region to combinatorial semantics (over and above syntax, –Sem in the terminology 
of Figure 2). However, invariance to combinatorial semantics is a weaker claim than the 
widespread interpretation of PDD as showing a selectively syntactic role for posterior temporal 
cortex in language processing (i.e., –Lex, –Sem, see SI Section 1).  

In summary, contrary to PDD, we find lexicality effects in inferior frontal and posterior temporal 
language regions, length effects for Jabberwocky stimuli in the anterior temporal region, and length 
by lexicality interactions in the inferior frontal language regions. These results collectively challenge 
PDD’s hypothesized dissociation between language regions that selectively process abstract 
syntax and language regions that selectively process lexical and/or combinatorial semantics. Our 
results instead converge with growing evidence that linguistic representations and computations 
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over a range of levels of description (phonological, lexical, syntactic, and combinatorial-semantic) 
are largely distributed across the language network (32, 35, 64, 65, 131, 133). We do find evidence 
of one key invariance claimed by PDD: although the posterior temporal language region is more 
responsive to materials with lexical content, it shows no increase in response to combinatorial 
semantics over and above syntax. This finding deserves further investigation, including with 
temporally-sensitive methods, to ask whether this brain region may support an earlier stage of 
comprehension that focuses on identifying the words and the grammatical relations among them, 
with inferences about e.g., logical semantics (entities, relations, quantifiers, entailments, etc.) 
taking place in other language areas. However, our results show that the burden of lexical, 
syntactic, and semantic processing is distributed across diverse cortical areas, and that no single 
area or set of areas constitutes the syntax hub claimed by PDD and related work. 
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Materials and Methods 

This study consists of three experiments. Experiment 1 focuses on the real-word conditions from 
PDD and attempts to replicate the basic length effect in the language network’s response. 
Experiment 2 additionally includes Jabberwocky conditions in order to test PDD’s critical theoretical 
claim: that a subset of the language network implements abstract, content-independent, syntactic 
processing. Experiment 3 targets the centrality of syntactic constituency by investigating length 
effects using chunks that overwhelmingly do not form syntactic constituents. 

Participants 

Seventy-four unique individuals (age 18-38, 39 females) participated for payment (Experiment 1: 
n=15; Experiment 2: n=40, Experiment 3: n=20; one individual participated in both Experiment 2 
and Experiment 3, on separate days). All but three subjects were right-handed—as determined by 
the Edinburgh Handedness Inventory (134), or self-report. All participants were native (age of 
acquisition <10 years old) or highly proficient (n=3) speakers of English (see ref. (62) for evidence 
that the language system of highly proficient speakers is similar to that of native speakers). All 
participants gave informed consent in accordance with the requirements of MIT’s Committee on 
the Use of Humans as Experimental Subjects (COUHES). Each participant completed a language 
localizer task (33) and a critical task.  

Critical Task 

The design of Expts 1 and 2 followed PDD but used English materials available at 
https://osf.io/fduve/ (the original experiments were carried out in French). In particular, participants 
were presented with same-length stimuli (sequences of 12 words/nonwords), and the internal 
composition of these stimuli varied across conditions. The conditions in Experiment 1 were similar 
to PDD’s real-word conditions, except they did not include the 3-word constituent condition. 
Experiment 2 included three types of experimental manipulation that directly follow PDD’s original 
design: a) six real-word conditions: a sequence of twelve unconnected words (i.e., constituents of 
length 1: c01; here and elsewhere, our condition name abbreviations are similar to those in PDD), 
six 2-word constituents (c02), four 3-word constituents (c03), three 4-word constituents (c04), two 
6-word constituents (c06), and a 12-word sentence (c12); b) three conditions that were a subset of 
the Jabberwocky conditions from PDD selected to span the range of constituent lengths: a list of 
twelve unconnected nonwords (jab-c01), three 4-word Jabberwocky constituents (jab-c04), and a 
12-word Jabberwocky sentence (jab-c12); and c) two non-constituent conditions (four 3-word non-
constituent chunks (nc03) and three 4-word non-constituent chunks (nc04)). Sample stimuli are 
shown in Figure 1. 

Like the materials in Expts 1 and 2, the materials in Expt 3 implicitly contained sequences of 
contiguous chunks of varying length drawn from English sentences. However, unlike Expts 1 and 
2, these chunks were not required to (and generally did not) form syntactic constituents in their 
source contexts. Thus, Expt 3 allows us to investigate the extent to which constituency is critical to 
the relationship between implicit chunk length and the brain’s response. The materials for 
Experiment 3 consisted of two sets, so as to span a large range of chunk lengths at a fine-grained 
level. Stimuli in set 1 were 24 words long in total and fell into length conditions based on the divisors 
of 24 (i.e., c01, c02, c03, c04, c06, c08, and c12. Stimuli in set 2 were 30 words long and fell into 
length conditions based on the divisors of 30 (i.e., c01, c02, c03, c05, c06, and c10). 

Procedure 

The procedure was similar for the three experiments and followed PDD: participants saw the stimuli 
presented one word/nonword at a time in the center of the screen in all caps with no punctuation 
at the rate of 300 ms per word/nonword. In Experiment 1, the 150 trials (30 12-word stimuli x 5 
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conditions) were distributed across 5 runs, so that each run contained 6 trials per condition. In 
addition, each run included 108 s of fixation, for a total run duration of 216 s (3 min 36 s). In 
Experiment 2, the 330 trials (30 12-word stimuli x 11 conditions) were distributed across 10 runs, 
so that each run contained 3 trials per condition. In addition, each run included 121.2 s of fixation, 
for a total run duration of 240 s (4 min). In both experiments, the order of conditions and the 
distribution of fixation periods in each run were determined with the optseq2 algorithm (135). 
Experiment 3 used the same presentation format as Experiments 1 and 2, which means that the 
set 1 (24-word) trials lasted 7.2s, and set 2 (30-word) trials lasted 9s. The 156 trials of Expt 3 (12 
24-word stimuli x 7 conditions plus 12 30-word stimuli x 6 conditions) were distributed across 6 
runs, with each run containing 26 trials (14 24w trials, and 12 30w trials), 2 trials of each of the 13 
conditions. Fixation periods were distributed as follows: 8 s at the beginning of the run, 5.4 s after 
each trial, and 8.2 s at the end of the run. Condition order varied across runs and participants, with 
the constraint that trials of the same condition did not appear in a row. 

Imaging, Functional Localization, and Data Analysis 
Imaging, functional localization, and data analysis procedures are described in SI Sections 2-6. 
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Figures and Tables 

 
Figure 1. A. Examples of stimuli across conditions (from 1-word chunks, c01, to 12-word chunks, 
c12), with real-word constituent conditions shown in warm colors, Jabberwocky constituent 
conditions shown in blues, and real-word non-constituent conditions shown in purples. B. 
Visualization of constituent structure of representative chunks. In a phrase-structure grammar, a 
constituent is the entire sequence of words that is dominated by a branching node in the tree. In 
the c02 condition, there is exactly one constituent (“easily confused”), whereas in the c12 condition, 
many constituents are nested (e.g., “in the study” is a constituent nested within the entire sentence, 
which is itself a constituent). The same kind of nested constituency structure is implicit in the 
Jabberwocky condition (jab-c12), even though most of the words are meaningless. By contrast, in 
the non-constituent condition (nc03), the three words (“over the floodlit”) do not form a constituent, 
because the only node in the tree that dominates all of them (the top-most node) implicitly contains 
at least one additional missing word (the noun modified by “floodlit”). 
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Figure 2. Hypothetical outcomes of PDD’s experiment under different sensitivities to lexical (±Lex), 
syntactic (±Syn), and combinatorial-semantic (±Sem) dimensions of language. Lexical processing 
(+Lex) predicts a larger overall response to real-word conditions than to Jabberwocky conditions, 
shifting all estimates for real words conditions upward. Syntactic processing (+Syn) predicts an 
increase in response to chunk length (x-axis) in both the real-word and Jabberwocky conditions. 
Combinatorial-semantic processing (+Sem) predicts a greater response to chunk length in the real-
word conditions than the Jabberwocky conditions. These predictions combine to yield eight logically 
possible response profiles, many of which can be distinguished by testing for differences by 
condition type between the intercept (overall response) and/or slope (strength of response to chunk 
length). 
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Figure 3. A. Group masks bounding the six left-hemisphere regions of the language network. The 
top 10% of language-responsive voxels (i.e., voxels that respond to the localizer contrast, 
sentences>nonwords) are selected within each mask in each participant (see Methods). B. 
Estimated response to each real-word condition in Expt 1 (which did not include Jabberwocky 
conditions). Responses in all regions increase with chunk length. C. Estimated response to each 
real-word, Jabberwocky, and non-constituent condition in Expt 2. Responses in all regions increase 
with chunk length in the real-word conditions, and responses in all regions but LAngG increase with 
chunk length in the Jabberwocky and non-constituent conditions. D. Estimated response to each 
condition of both the 24-word and 30-word items of Expt 3, both of which consisted of contiguous 
real-word chunks that generally did not form syntactic constituents. Responses in all regions 
increase with chunk length to a similar degree as in the real-word conditions of Expts 1 and 2. E. 

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted June 29, 2023. ; https://doi.org/10.1101/2021.11.12.467812doi: bioRxiv preprint 

https://doi.org/10.1101/2021.11.12.467812
http://creativecommons.org/licenses/by/4.0/


 

 

27 

 

Key contrasts by language network fROI (left-to-right): overall lexicality effect (increase in response 
to real-word over Jabberwocky conditions in Expt 2, averaging over chunk length); length effect for 
real-word conditions in Expt 1 (slope of the line by participant from B); length effect for real-word 
conditions in Expt 2 (slope of the red line by participant from C); length effect for Jabberwocky 
conditions in Expt 2 (slope of the blue line by participant from C); increase in length effect in real-
word conditions over Jabberwocky in Expt 2 (difference between the slopes of the red and blue 
lines by participant from C). Starred bars indicate statistically significant effects by likelihood ratio 
test (corrected for false discovery rate across fROIs; (136); see also Supplementary Table S1). 
Error bars show standard error of the mean over participants. 
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 Sensitivity to lexical 
content 
(inconsistent with a 
purely syntactic function) 

Sensitivity to structure in 
Jabberwocky 
(inconsistent with an absence of 
syntactic function) 

Greater sensitivity to structure in 
the presence of lexical content 
(inconsistent with a selectively 
syntactic—vs. combinatorial 
semantic—function) 

 PDD This work PDD This work PDD This work 

inferior 
frontal – + + + – + 
anterior 
temporal + + – + + + 
posterior 
temporal – + + + – – 

AngG/TPJ + + – – + + 
 
Table 1. Summary of key similarities and differences between PDD’s findings and those of our 
study with respect to sensitivity to lexical content, syntactic structure, and semantic composition. 
PDD reported (a) one set of regions (inferior frontal and posterior temporal) that were sensitive to 
structure (chunk length) in real-word conditions and equally sensitive to structure in Jabberwocky 
conditions (supporting abstract syntactic processing in these regions), and (b) another set of 
regions (anterior temporal and TPJ) that were sensitive to lexical content and insensitive to 
structure in Jabberwocky conditions. Our study does not reproduce several of PDD’s reported 
insensitivities (red minus signs) and challenges the purported double dissociation between 
lexical/semantic regions on the one hand (anterior temporal and temporoparietal areas) and 
abstract syntactic regions on the other (inferior frontal and posterior temporal areas). Instead, we 
find more broadly distributed lexical, syntactic, and combinatorial semantic effects throughout the 
language network, albeit with evidence (consistent with PDD’s claims) that the temporoparietal 
area is only sensitive to structure in real-word conditions and that the posterior temporal language 
area is equally sensitive to structure in both real-word and Jabberwocky conditions. 
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