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Figure C5

Classification performance for AlexNet trained on Stylized-ImageNet in Experiment 3

Note. Each heatmap in the top row shows accuracy for on test items for a particular category for AlexNet

pre-trained on Stylized-ImageNet and fine-tuned on the dataset in Figure 5. The bottom panel shows the

confusion matrix. See Figure C4 for explanation.
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Figure C6

Cosine similarity for AlexNet in Experiment 3.

Note. Cosine similarity between internal representations for the Basis shapes and two deformations of the

basis shape (dashed red squares in Figure 5(b)) from the polygons dataset at each convolution and fully

connected layer of AlexNet. Solid (red) line shows the average similarity between representations for a basis

shape and its relational (shear) deformation, while dashed (blue) line shows the average similarity between a

basis shape and it’s coordinate (rotation) transformation. The hatched area shows the bounds on similarity,

with the upper bound determined by the average similarity between two basis shapes from the same category

and lower bounds determined by the average similarity between two basis shapes of different categories. Like

the results for VGG-16 (compare with Figure 7), we observed that the network treated the relational (shear)

deformation as being more similar to the basis shape than the coordinate (rotation) deformation.
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Figure C7

Comparison of classification accuracy for AlexNet (Experiment 3) and human participants

(Experiment 4).

Note. Each panel shows performance under three conditions: basis image, deformation D1 and deformation

D2. For the shear deformation (solid, red line), D1 and D2 consists of images in the top row in the fourth

and eighth column in Figure 5. For the rotation deformation (dashed, blue line), D1 and D2 consist of images

in the first column and fourth and eighth rows. Error bars show 95% confidence interval and dashed red line

shows chance performance. Note that the results in right-hand panel are reproduced here for convenience but

are the results of the same experiment reported in Figure 8, right-hand panel.
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Figure C8

Performance of AlexNet in Experiment 5, Simulation 1

(a) Accuracy landscape

(b) Accuracy for conditions in

experiment

Note. Performance of AlexNet fine-tuned on an augmented dataset where the Basis shapes are not only

translated and scaled but also randomly rotated in the range [−45°, 0°]. The network is then tested on on

shear and rotation deformations in the range [0°,+45°]. Like the results for VGG-16 (compare with Figure 9),

we observed that even when the network was trained on some rotations, it’s performance on untrained

rotations (a coordinate transformation) was still worse than shears (a relational transformation). (b) shows

accuracy for deformation level D1 and D2 used for testing human participants.
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Figure C9

Performance of AlexNet in Experiment 5, Simulation 2

(a) Accuracy landscape for left-out Category

(b) Accuracy for conditions in

experiment

Note. Performance of AlexNet fine-tuned on an augmented dataset where the basis shapes are not only

randomly translated and scaled but also rotated. For six out of seven categories, the network is trained on all

rotations ([0, 360°)). We then tested the network on the left-out category (Cat 3, highlighted with red square

in (a)) on untrained rotations and shears. However, we observed that despite being trained in this manner,

the accuracy degraded as a function of the coordinate deformation, rather than the relation deformation. (b)

shows the performance of this network for deformations D1 and D2 used to test human participants.
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