
  

 

ABSTRACT 

 

The approach I described is straightforward, related to 

COVID-19 SARS based tweets and the symptoms, that 

people tweet about. Also, social media mining for health 

application reports was shared in many different tasks of 

2021. The motto at the back of this observe is to analyses 

tweets of COVID-19 based symptoms. By performing BERT 

model and text classification with XLNET with which uses to 

classify text and purpose of the texts (i.e.) tweets. So that I can 

get a deep understanding of the texts. When developing the 

system, I used two models the XLNet and DistilBERT for the 

text sorting task, but the outcome was XLNET out-performs 

the given approach to the best accuracy achieved. Now I 

discover a whole lot vital for as it should be categorizing 

tweets as encompassing self-said COVID-19 indications. 

Whether or not a tweets associated with COVID-19 is a 

non-public report or an information point out to the virus. 

Which gives test accuracy to an F1 score of 96%. 

 

Keywords: Deep Learning, Sentimental analysis; XLNET; 

BERT; lockdown, COVID-19; Word cloud. 

 

1. INTRODUCTION 

 

The COVID-19 pandemic has encouraged an astounding 

damage of anthropological life universal and grants an 

unexpected food system, worldwide health, and the workplace 

are all under threat [1]. As this disease is highly contagious 

and rapidly changing, one of the best sources for the live 

information is on the social media [2,4]. There can be 

numerous sources of symptoms information on social media 

such as news and scientific articles (facts), other people’s 

account (second or third person statements) and self-report 

(first person statements). In this paper we will discuss our 

method as a team contributing in SMM4H [5] shared task 6 

related to the sorting of such information from social media 

platform like twitter. We will be looking at using pre-trained 

NLU models like BERT and XLNET for this task.  

So far, the world as we know it has changed, and today we live 

in a new and ever-changing atmosphere. The way we live, 

communicate and talk to others has changed forever [4,5]. In 

these special circumstances, virus risk plays a role in 

educating, displaying, and refusing to distribute data to the 

public. The coronavirus poses a real pandemic risk and poses 

a major challenge to the government to control, prepare, 

respond and improve. Health groups, stakeholders and the 

media [5]. 

The current catastrophe is due to COVID-19, the health 
community is being exposed to socially unconventional 
circumstances. Almost everything in our daily lives is 
becoming globalized, and people are relocating and travelling 
more often, Globalization means the interconnectivity between 
economies is growing, and tool development and knowledge 
are becoming more sophisticated. 

From the sort of predicted class label, it is clear that in addition 
to semantics, contextual illustration also plays an imperative 
role. This task usually uses repetitive patterns, which are 
calculated along through the character positions of the input 
and output sequences. In the intention time step, they produce 
a classification of concealed circumstances that based on the 
input of the previous hidden state ht-1 and position t. This 
inherent chronological nature prevents the parallelization of 
training samples, which becomes decisive in longer 
classifications. Because memory limitations limit the group 
processing in the example. Initially, there are two strategies for 
contextual representation to apply previously trained language 
representations to future tasks: function-based and fine-tuning. 
However, both are limited by the fact that they are one-way 
language models and cannot learn universal language 
representations. In Recent developments in generalized 
autoregressive model (XLNET) views resolve these two 
problems since it captures bi-directional framework by means 
of a mechanism called “permutation language modeling” 
Determine the depth of unlabeled text by adjusting the left and 
right context together at all levels [6]. And encode to attain the 
vector illustration of the verdict, and fix the BERT for the 
ternary classification problem. 

Similarly, due to the outbreak of this virus, false reports and 
criticisms of movements that disrupt communication between 
health authorities and cause social tension continue to appear 
[7]. Through the sentiment analysis of the new virus, five main 
problems have been identified, Positive to negative [8]. An 
extensive analysis of tweets from Indian users of social media 
was conducted in this article. To utilize deep learning for Text 
Data Analysis, we defined a generalized autoregressive model 
enhanced by transformer-XL model pre-trained (XLNET). 
The performance of numerous various Machine Learning 
algorithms is compared with BERT by using logistic 
regression, vector machine support, and single-layer long-term 
memory algorithms. Therefore, it is hoped that the following 
questions will be answered in this article. 
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These models are trained and retrained by XLNet to perform 
and come with best accuracy to achieved both from positive 
and negative to attain the accuracy level. 

 

• Q1:  What remain the most prevalent keywords in 
global tweets? 

• Q2: What are the ramifications of these tweets on 
public health? 

• Q3: Using machine learning algorithms, can 
emotions, feelings, and thoughts be analyzed? 

• Q4: Are deep learning BERT models as effective as 
the other three traditional machine learning 
models? 

Fake News in Social Media Correlated with COVID-19 
Studies 

The rise of false information through Internet sites is 
becoming a global problem. Although fake news is not 
essential, it is currently worrying because online media is 
known for cooperating and spreading new ideas. [9] The 
COVID19 pandemic shows the valuable impact of the new 
data. Dissemination of false information will obviously 
weaken personal awareness and undermine government 
countermeasures are feasible. When misinformation on social 
media spreads, panic and fear can be caused among COVID19 
patients, alerting authorities and prompting citizens to confirm 
the spread. [10] With the COVID19 pandemic [11-14]. The 
spread of information about COVID19 through immense data 
analysis on large social media platforms can be personalized 
on a large scale to investigate rumors about the epidemic [15].  

It is a well-known social media platform and Weibo system 
anywhere people can post and exchange communications 
called "tweets". Twitter receives 500 million tweets a day and 
200 billion tweets a year due to how it is structured turn out to 
be the main data access point for online media discussions with 
the public and global environments [16]. Unfortunately, due to 
the blowout of fake news, it is also a major source of global 
panic. It is described in 2020 that most tweets about COVID19 
are in a positive mood, but users often contribute in the spread 
of negative tweets, and when manipulative the frequency of 
words in the tweets, they find that there are not many useful 
words. [17]  

As with any virus, the current pandemic has spawned rapidly 
spreading rumors and conspiracy theories. My research has 
been centered on automatic detection and categorization of 
diseases and viruses using machine learning methods [16,17] 
and identify the narrative framework that supports this false 
propaganda. The consequences of misleading information 
about COVID19 and its dogmatic philosophy eventually 
festering community well-being. [18] 

In 2020 WHO reported that there are a lot of rumors and 
false stories about COVID19 circulating on social media. It is 
problematic to distinguish this fake news from real news, but 
its accuracy or reliability is no longer possible. [19] 
Counterfeiting on societal mass media sites can benefit 
individuals, health professionals, and administrations avoid 
unnecessary psychological stress. These programs provide 
general explanations for any non-exclusive events and can be 

easily customized based on conspiracy theories. In the works 
verified by tweets, I tested the deep learning type of machine 
learning model and verified the effectiveness of the model by 
comparing it with three other traditional models. 

2. TASK AND DATA DESCRIPTION 

A. Task 

 

Tasks of the Social Media Mining for Health Applications 

(SMM4H) 2021 overall tasks. [20] requires participants to 

develop an automated classification system to identify 

mentions of  

 

(1) the self-report,  

(2) Non-personal reports, as well 

(3) Bibliography. COVID-19 SARS news, articles, and 

related topics are mentioned.  

 

It is expressed by way of a multi-class sorting problem, in 

which the system must predict the label of each tweet in order 

to set up tweets. 

 

 

 

 

 

 

       

Table 1: This gives the statistics of the dataset. 

 

In this study, I included the tweets data of twitter users during 

the COVID19 outage in the nation. The dataset of 4,010 

tweets is taken and contains clean tweets on issues such by 

way of COVID19, Coronavirus, blocking, etc. For the 

analysis, I considered the tweets from the Kaggle platform 

Twitter to record the coronavirus and conclusions. 

 

I used natural learning processing technology (NLP), which is 

a form of machine learning that helps process tweets. 

Generally, NLP includes various text mining methods, such as 

clatter reduction, halt words, and buzzword elimination. In 

direction to recover the recital of the BERT model, 

measurements, intangible factors, or text noise such as 

accents, math, and line breaks have been removed. [21,22] 

Deleting these items will reduce the testing area for potential 

skills, thereby improving performance. 

 

I divided the record of each task into each part of 

approximately 1500 and 1780 annotated examples, set up 

models for the 4 convolutions, and checked the remaining 

convolutions. For each fold, I optimize the model in more and 

more training examples, in addition, for these tasks, [23,24] I 

tried to use the previously trained model for another task that I 

suspect may be useful, because these tasks seem to be related. 

 

As mentioned earlier, in order to usage pre-trained text 

weights in the BERT model, we must adjust the input 

 Dataset   LN  NP Self Total 

   Train 4267 3404 1248 8919 

Validation 250 177 88 515 

    Test    -   -    - 6500 
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attributes of the encoding. I applied 600 tokens to the 

maximum length on this particular [25] model. In addition, I 

analyzed the token length of each tweet. A large number of 

tweets contain less than 600 tokens. 

 

                            

 
 

Fig 2.1: The result of the total length of tweets 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2: Demographic representation of tweets multi-class 

classification. 

 

Based on the given multi-class classification problem, I used a 

dependent variable whose values were positive, extremely 

positive, neutral, negative, and extremely negative. In 

addition, I divided this question into two binary 

classifications: positive and negative. Towards improving 

accuracy, the classification is further separated into three 

categories: positive, negative, and neutral. The results of these 

algorithms will be compared in the evaluation phase. 

 

To clean up, I deleted some of the sentences from "@" to the 

first space, links, numbers, "#" and extra spaces. Later in the 

preprocessing, I converted the data into a machine-readable 

format. I transformed the label to three discrete integers. And I 

use the tokenizer described in the model section to tweet the 

text in the token. Then I cropped the tweet text to reduce 

indentation. For BERT, I trimmed before applying the 

tokenizer and provide a proposal of length 66, while for 

XLNet, I trimmed after using the tokenizer to reach a 

sequence length of 160. 

 

B. Data Description 

 

The training data set contains 9,000 labeled tweets, the 

validation data set contains 5.76 labeled tweets, and the test 

data set contains 6,500 unlabeled tweets. 

 

The classification model cannot be adapted to the data set for 

confirmation. I divided the data set into two parts: working 

out and challenging. Well-trained tweets help classify data 

patterns, reduce errors, and test data sets for analysis. 85% of 

tweets are used for educational purposes and 17% are used for 

testing determinations. To Provide demographic data by tweet 

multi-class classification [26,27]. 

 

C. BERT Model 

 

My first system for this task is BERT. BERT stands for 

Bidirectional Transformer Encoder Illustrations, which is 

trained by using the left and right contexts of the masked 

words to randomly predict the masking tags during 

pre-training. [28,29] Token also has a second purpose-to 

predict whether two given sentences are continuous. In my 

experiments, I used uppercase and lowercase letters in this 

model. The basic version of BERT has 12 encoder levels, 768 

hidden level measurements, and 12 attention levels. The head 

has 109 million parameters, while the big head has 24 encoder 

levels, 1024 hidden layer measurements and [30]16 attention 

heads, with 335 million parameters. I use their tokenizer. 

D. XLNet Model 

 

XLNet is an extension of the previously trained Transformer 

XL model that uses autoregression to learn bidirectional 

framework by exploiting the anticipated probability of 

entirely variations of the input sequence decomposition order.  

 

It allows to use autoregressive and automatic pre-workout 

coding techniques to overcome inconsistencies in 

pre-workout fine-tuning. 

This can be easily used for any task by loading a pre-trained 

model and setting it as a future task. In short, hugging face 

Transformers has provided several model classes to perform 

specific tasks for subsequent use of XLNet. I only need to 

download and configure them without writing our own model 

classes, which are additional layers on top of the XLNet 

model. 

 

I used XLNet as the second system. XLNet is an 

autoregressive model, which is different from BERT in that it 

uses an autoregressive formula to learn two-way context. The 

output of the word tag is calculated captivating into 

interpretation the arrangement of all word tags in the sentence, 

which is contrary to the traditional method that is only used on 

the left or right side of the target tag. We experimented with 

the basic and large versions of this model. The basic version 

has 12 layers, 778 hidden layer sizes and 12 consideration 

heads, 110 million. We use their tokenizer. 

 

                                       

                   Multi-Class Classification 

  Model  Test accuracy 

(F1 score) 

Accuracy                 62.0% 

Neutral positive                  61.8% 

Neutral negative                  60.7% 

Weighted avg                  57.3% 

Macro avg                 53.0% 

Extremely positive                 49.7% 

Extremely negative                  47.9% 
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3.  MODEL TRAINING 

 

We did some experiments on clean and unclean data. We 

checked the basic and major versions of BERT and XLNet, as 

well as numerous training methods, fine-tuning and retraining 

of the complete prototypical. The outcomes are made known 

in Table 1. Use the appropriate sorting level. For all these 

experiments, the loss function represents the loss of cross 

entropy, and the learning rate of the optimizer. I found that the 

larger version of BERT retrained with the original data 

performed better. The XLNet version of the tokenizer with the 

basic version of the model works best. Thus obtained the best 

results by retraining the model using the original data. The 

best system results of the test data for general problems are 

shown in Table 2. 

 

                                 
 

  Fig 3.1: Model 

 

A model of BERT identifies whether the second set of a 

pair of operators in the source file corresponds to the final 

result after collecting a pair of operators as input. During 

training, partial of the information sources are paired so that 

the reverse sentence is the result judgement in the first file, 

and the other half selects the incorrect sentence from the 

amount as the reverse sentence. Consider separating the 

incorrect sentence from the main sentence. BERT's input 

source is a combination of inserted markers, segments, and 

positions. During training, the training data is processed as 

follows so that the model can distinguish between different 

topics. 

 

Position insertion is added to each mark to indicate its status 

consistently. The BERT tokenizer performs word 

segmentation on the part of the word: the dictionary displays 

discrete language features, and again adds high-frequency 

word combinations. Use word cloud graphs to rank keywords 

in tweets. For training and verification purposes, there are two 

subsets of data. Use the accuracy calculation to see how 

accurate the model is. Retraining is also superior to refining 

according to my observations. BERT, the large version is 

better than the basic version, and on XLNet, the basic version 

is better than the large version. The test suite, and XLNet does 

a better job in the test suite. 

 

4. SYSTEM OVERVIEW AND IMPLEMENTATIONS 

A.  System Overview and Design 

We studied the automatic coding and autoregressive models 

of classification problems, and selected BERT and XLNet. In 

our experiments, we used the previously trained hugging face 

model [30]. They use uppercase, case-sensitive versions. 103 

This is necessary because capital letters are important for 

defining nouns and pronouns, which in turn are important for 

defining the first, second, and third persons in the sentence.   

 

I also studied issues related to community sentimentality, 

shimmering deep concerns about the coronavirus and 

COVID19, foremost to increased anxiety and negative 

emotions. I also established the use of exploratory and 

eloquent text analysis and techniques. Visualize text data to 

discover early ideas. Group words by the level of specific 

non-text variables. Using those datasets to train to the best 

accuracy achieved using XLNet also outperforms the other 

model. 

 

 

 

 

 

 

 

          Table 1: Results  

 

Many potential ethical issues have been identified regarding 

how professionals use Twitter data for research; these include 

the use of tweets by vulnerable groups in crisis situations 

[31,32]. Research, as well as human beings, are no longer the 

responsibility of researchers, and researchers are no longer the 

responsibility of "data subjects" [33]. As a result, public data 

is valuable as a voluntary contribution, even though it does 

not violate ethical principles. From Twitter users, access 

public spaces. Moreover, the study shows how Twitter data 

was analyzed in connection with pandemics, including the 

2009 swine flu [34,35], demonstrating a mature mentality 

toward identifying and managing infections and crises by 

using social media. 

  

The first layer and the second layer both combined to form a 

XLNet based framework by pre- processing to analyze the 

correct sequence model to the given based framework. Which 

utilizes the second layer to filter by using keras layer to sort 

out the dense and classifying the tweets by another encoder to 

predict what come next as positive or negative based on the 

situation it then again TensorFlow for sorting out the tweets 

again by repetition method this goes until by identifying the 

accuracy by training iteratively.  

  Dataset  BERT             XLNet  

   Result  .941   .968 

    Test  .666   .784 
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   Figure 4.1: This depicts COVID-19 is mainly used as a 

hashtag in tweets, people also want to talk about other events 

in tweets.  

In addition to, BERT base, XLnet and Electra, we gained 

control of them all. FP16 calculations are used to reduce the 

size [36] of the model as controlled fine-tuning consumes a lot 

of GPU memory. To train at 0.00003, we selected the 0.00003 

settings. Sequences can have a maximum length. 250 is the set 

value. We have set the number of sublots to two. The learning 

rate is set to 3e5 using Adam optimizer. Training is done over 

three epochs with gradient accumulation. 

7. CONCLUSION 

So, as discussed, a simple way to adapt the XLNet model to 

2021 social media mining common problems in healthcare 

applications. These results are not up-to-date, but they are 

competitive and demonstrate the benefits of using 

contextualized and pre-trained language models. On a large 

scale. The model has achieved F1 score of 93% accuracy (as 

shown in table 1). I also discussed the benefits of first training 

the model for the task at hand and determine when it might be 

useful. 
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