bioRxiv preprint doi: https://doi.org/10.1101/2022.01.20.477125; this version posted January 21, 2022. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY 4.0 International license.

Active Predictive Coding Networks: A Neural Solution to the
Problem of Learning Reference Frames and Part-Whole Hierarchies

Dimitrios C. Gklezakos and Rajesh P. N. Rao

Paul G. Allen School of Computer Science and Engineering
University of Washington, Seattle, USA

gklezd@cs.washington.edu, raoQcs.washington.edu

Abstract

We introduce Active Predictive Coding Networks (APCNs), a new class of neural networks that solve
a major problem posed by Hinton and others in the fields of artificial intelligence and brain modeling: how
can neural networks learn intrinsic reference frames for objects and parse visual scenes into part-whole
hierarchies by dynamically allocating nodes in a parse tree? APCNs address this problem by using a novel
combination of ideas: (1) hypernetworks are used for dynamically generating recurrent neural networks
that predict parts and their locations within intrinsic reference frames conditioned on higher object-
level embedding vectors, and (2) reinforcement learning is used in conjunction with backpropagation
for end-to-end learning of model parameters. The APCN architecture lends itself naturally to multi-
level hierarchical learning and is closely related to predictive coding models of cortical function. Using
the MNIST, Fashion-MNIST and Omniglot datasets, we demonstrate that APCNs can (a) learn to
parse images into part-whole hierarchies, (b) learn compositional representations, and (c) transfer their
knowledge to unseen classes of objects. With their ability to dynamically generate parse trees with part
locations for objects, APCNs offer a new framework for explainable AI that leverages advances in deep
learning while retaining interpretability and compositionality.

1 Introduction

Deep convolutional neural networks have enabled path-breaking advances in visual classification problems in
recent years [11] but they suffer from a fundamental shortcoming: they do not preserve positional information
about extracted features. Even though they may correctly classify an image, they are unable to explain the
images they classify in the way humans do: in terms of objects, their locations in a scene, the parts of an
object and the locations of these parts within the object, etc. This lack of interpretability of deep neural
networks has prompted a search for alternate models that are inspired by how humans represent objects
in terms of part-whole hierarchies and use compositionality of parts to explain new objects. For example,
Hinton and colleagues [19, 10, 6] have explored a class of networks called Capsule networks which use a group
of neurons (“capsule”) to explicitly represent not only the presence of an object but also parameters such
as position and orientation. More recently, Hinton [5] has proposed an “imaginary system” called GLOM
to overcome some of the limitations of capsule networks. Independently, Hawkins and colleagues [15] have
taken inspiration from neuroscience, specifically cortical columns and grid cells, to propose that the brain
uses object-centered reference frames to represent objects, spatial environments and even abstract concepts.

What has been missing is a scalable framework that solves the following problem: how can neural networks
learn intrinsic references frames for objects and parse visual scenes into part-whole hierarchies by dynamically
allocating nodes in a parse tree? Here we introduce Active Predictive Coding Networks (APCNs), a class of
structured neural networks inspired by the neocortex that address this problem using hypernetworks [4] to
learn and dynamically generate parse trees from images.

APCNs contribute to a number of lines of research that have not been connected before:
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e Predictive Coding: APCNs build on predictive coding models of cortical function [17, 3, 8], which
emphasize the role of hierarchical prediction and prediction errors in driving learning and inference.

e Visual Attention Networks: APCNs extend previous visual attention approaches such as the Recur-
rent Attention Model (RAM) [16] and Attend-Infer-Repeat (AIR) [2] by learning structured strategies
for sampling the visual scene. We also define appropriate baselines for these types of models to demon-
strate the utility of intelligent sampling.

e Hierarchical Reinforcement Learning: APCNs leverage ideas in hierarchical reinforcement learn-
ing by learning abstract macro-actions (“options” [21]) to hierarchically parse an image into parse trees
via hypothesis testing.

By combining predictive coding, active sampling of the visual scene and hierarchical actions, our approach
also suggests a neural solution to an important challenge posed by cognitive science and AT researchers [13]:
how can neural networks in the brain and in Al learn hierarchical compositional representations that allow
new objects, scenes and concepts to be quickly created, recognized and learned?

2 Active Predictive Coding Networks

Suppose there is an optical sensor with limited computational capacity connected to a device with large
computational capacity via a communication channel with limited bandwidth. How can the sensor intelli-
gently sample the scene to allow the computational device to parse and understand the scene? There is a
direct correspondence between this arrangement and our visual system: the sensor is the retina, the device
the visual cortex and the channel the optic nerve. As opposed to typical CNNs in AI, humans rely on
intelligent sequential sampling of visual scenes via eye movements (“saccades”). The Recurrent Attention
Model (RAM) [16] and related approaches [2, 1] emulate this idea by utilizing a “glimpse sensor” that ex-
tracts high-resolution information about small parts of a larger input image; this information is conveyed
to artificial neural networks for further processing. For example, in the RAM model, a “location network”
decides on which location in the image to sample a glimpse from, and a recurrent neural network (RNN)
integrates the sampled information for downstream tasks. Since the glimpse sensor used is not differentiable,
the location network is trained via the reinforcement learning algorithm REINFORCE [20, 16].

Here we introduce active predictive coding networks (APCNs), which build on ideas explored by RAM
and other models in the following ways:

e Information from glimpses are organized in a structured, hierarchical way using intrinsic reference
frames computed by a hierarchical network.

e Inspired by the formalism of Partially Observable Markov Decision Processes (POMDPs) [9, 18], each
level of the hierarchical network is composed of a state network and an action network. The state
network at each level integrates the information from input samples and implements the state transition
model for POMDPs at a particular level of abstraction. The action network at each level is task specific
and responsible for planning actions at that particular level of abstraction.

e At every hierarchical level, the state network is trained via predictive coding, while the action network
is trained via REINFORCE.

2.1 Basic Idea

At each level of a hierarchy, the APCN model uses two embedding vectors, one to represent the current
“state” denoting an object/part, and the other to represent the current action denoting the position (or
more generally, the transformation) of the object/part. Nonlinear functions (implemented as hypernetworks
[4]) are used to map these vectors to lower level state transition and action functions, which act as “programs”
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Figure 1: Active Predictive Coding Networks (APCNs): (a) Canonical generative module for hierar-
chical APCNs. The lower level functions are generated via hypernetworks based on the current higher level
state and action embedding vectors. All functions (in boxes) are implemented as recurrent neural networks
(RNNs). Arrows with circular terminations denote generation of function parameters (here, neural network
weights and biases). (b) Two-level model used in this paper. (c) Generation of states and actions in the
two-level model based on past states and actions. RNNs implementing the functions in boxes additionally
receive feedback from prediction errors and lower level states/actions as described in the text.

to parse various parts/sub-parts via sequences of sampled locations/transformations. This process can be
repeated for an arbitrary number of levels.

Figure 1 (a) formalizes this idea and shows the canonical generative module for APCNs. The module
consists of a higher level state vector r(**1) which uses a function (hypernetwork) H? to generate a lower level
state transition function f! (implemented as an RNN), and a higher level action vector al*1) which uses a
function (hypernetwork) H! to generate a lower level action (or policy) function f! (also implemented as an
RNN). For the present paper, we focus on a two-level model (with a top level and bottom level) as shown
in Figure 1 (b). The generation of states and actions for the two levels is shown in Figure 1 (c¢). The state
and action RNNs at the lower level are generated independently by their parent RNNs (via the action/state
embedding vectors) but exchange information horizontally within each level as shown in Figure 1 (c): the
state network generates the next state prediction based on the current state and action while the action
network generates the current action based on the current state and previous action.

In the context of parsing an image, the action vector at a given level chooses which sub-tree of the
parse tree to explore next, while the state vector represents all the integrated scene information provided
by the lower levels. The exploration of a sub-tree proceeds by dynamically generating state and action
“sub-programs” for the level below via hypernetworks. In the present implementation, the lower level RNNs
execute for a fixed number of time steps, generating parts and their locations, before returning control back
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Figure 2: Example of a Parse Tree for a Human Body: Black box: Frame of reference for the entire
object. Purple, red, green boxes: Frames of reference for the head, upper and lower body respectively. The
parse tree on the right shows the part-whole hierarchy with respect to these reference frames. The leaves of
the tree correspond to the lowest-level parts of the object. Locations for all parts are computed within the
parent node’s reference frame, e.g., the locations for the head, upper body and lower body are computed
with respect to the body’s reference frame (black box).

to the higher level.! The higher level state then transitions to the next state (the next object/part) using
that level’s transition function Fy and the action specified by the higher level policy F,, and the process
continues.

2.2 Parse Trees, Reference Frames and the Glimpse Sensor

Figure 2 depicts an example of a simple parse tree for a human body. We can think of the union of all
these parse trees for all potential scenes as a graph representing a structured ontology of “parent-child” rela-
tions. This graph is hierarchical and consists of different layers, with connections between them representing
part/sub-part relations. An APCN explores this ontology graph by testing different branches at each layer
and extracts an appropriate parse tree for the scene.

Parse trees for images imply spatial convergence as one goes up the representational hierarchy since
typically an entity has a larger spatial extent than its constituent parts. APCNs implement this idea using
recursive object-centered reference frames. The top level of an APCN architecture spans the entire image.
At each step, the network chooses a sub-region of the image to focus on (Figure 3a). It then generates a
lower-level parser (comprised of state-action sub-networks) and assigns this image sub-region as the input.
The bottom-most level has direct access to the image via small-sized glimpses. APCNs perform a type of
depth-first exploration of the representational graph where each layer descends deeper into the graph with a
new object-centered reference frame. These stacks of reference frames can be composed to derive the absolute
location of any sampled glimpse within the image. Figure 3b shows an example of recursive reference frame
traversal down a two-level hierarchy.

Interactions with an image I (of size N x N pixels) are carried out through a glimpse sensor G. This
sensor takes in a location ! and a fixed scale fraction m, and extracts a square glimpse/patch g = G(I,1,m)
centered around [ and of size (mN) x (mN). Since [ is continuous, the sensor is implemented using a
differentiable bilinear interpolation module as introduced in [7]. The image dimensions are normalized so
that [ € [—1,1] and m is hard-coded for each layer. Other transformations such as rotation and shear are
ignored in the current version of our model but present an obvious direction for future research.

IFuture implementations will explore the use of termination functions [21, 2] to allow a variable number of time steps at
each level and for each example.
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Figure 3: Reference Frames for Images: (a) The top level of the model picks a location and focuses
on a sub-region of a pre-specified size (here, M x M) centered at that location. This sub-region contains a
higher-level part of the object at a location relative to the original reference frame of the object (here, the
digit “9”). This sub-region selected by the higher level in turn acts as the reference frame for the lower level.
(b) Two-level model. The top level focuses on a sub-region % the area of the initial input and fixes this
region as the current reference frame. The next level focuses on locations within this local frame of reference
and extracts sub-sub-regions, which contain sub-parts of the higher level part at particular locations, all
calculated relative to the local frame of reference. This hierarchical factoring of parts, sub-parts and their
transformations within local reference frames is critical for compositionality.

2.3 Inference in the Active Predictive Coding Network

Without loss of generality, we consider a two-level version of the APCN architecture in the current paper,
with the understanding that it can be easily extended to more levels. The two levels operate at different
time scales. For a given input, the top level runs for 75 steps which we will refer to as “macro-steps.” For
each macro-step, the bottom level runs for 77 “micro-steps,” yielding a total of T' = T5T} steps for the entire
network to process each input. Let F, F,, be the top level state and action networks respectively. Let Ry, As
be the recurrent activity vectors of these networks (i.e., the top level state and action vectors) at macro-step
t. Let f(;0) denote a network parameterized by 0. In the case of a fully connected network with L layers,
0 = {Ww, bl}le contains the weight matrices and biases for all the layers. The state and action RNNs of
the bottom level are denoted by f5(;05) and f,(;6,) while their activity vectors are denoted by r; - and a; -
respectively, where ¢ ranges over macro-steps and 7 over micro-steps. Figure 1C depicts these RNNs and
activity vectors.

2.3.1 Higher-Level Network Operation

At each macro-step t, the top level action RNN updates its activity vector to A; which generates two values:
(a) a location L; and (b) a macro-action (or option) z; (Figure 4a). The location L; is used to restrict
the bottom level to a sub-region It(l) = G(I, L, M) corresponding to a new frame of reference of scale M,
centered around L; (Figure 3a). The option z; is used as an embedding vector input to a non-linear function,
implemented by a hypernetwork H,, to dynamically generate the parameters 0,(t) = H,(z;) of the lower-
level action RNN. For exploration during reinforcement learning, we treat the output of the location network
as a mean value L; and add Gaussian noise with fixed variance to sample an actual location: L; = L; + €,
where € ~ N (0,0%). We do the same for the option z;.
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Figure 4: Inference in Active Predictive Coding Networks: (a) Dynamic generation of bottom-level
state RNN f¢ and action RNN f, (“sub-programs”) from top-level state vector R; and action vector A;.
This diagram elaborates the one in Figure 1 (c) for the case of parsing images, showing how actions produce
locations and options, and how prediction errors and feedback from the lower level are used to update state
vectors at the two levels. See text for details. (b) Initialization of bottom-level state by the higher-level
state R; via a network Inits. (¢) Computation of prediction error between predicted glimpse § generated by
decoder D for the current time step (¢,7) and actual glimpse image g from the glimpse sensor after moving
to the location I; » produced by the action network. (d) Update of top-level state R; and action A; based
on feedback (via networks ps and p,) upon bottom-level sub-program termination (after 77 micro-steps).

The state vector R; and location L; are fed as inputs to the state hypernetwork Hg to generate the
parameters 04(t) = Hs(Ry, Ly) specifying a dynamically generated bottom-level state RNN for the current
frame of reference. Figure 4a illustrates this top-down generation process.

2.3.2 Lower-Level Network Operation

At the beginning of each micro-step, the higher-level state R; is used to initialize the bottom-level state vector
via a small feedforward network Init, to produce 7, ¢ = Init,(R;) (Figure 4b). Each micro-step proceeds in a
manner similar to a macro-step. The bottom-level action RNN updates its activity vector a; , based on the
current state and past action, and a location I; , is chosen as a function of a; , (Figure 4a, lower right). This
results in a glimpse image g; » = G (It(l), l -, m) of scale m centered around [; , within image sub-region It(l)
specified by the higher level (Figure 4c). The frames of reference and the corresponding image sub-regions
across the two levels are depicted in Figure 3b.

To predict the next glimpse image at the location specified by the action network, the lower-level state
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vector r; -, along with locations L; and [ ,, are fed to a generic decoder network D to generate the predicted
glimpse §;, (Figure 4c). This predicted glimpse is compared to the actual glimpse image to generate a
prediction error €, = g1 — §i,r. Following the predictive coding model [17], the prediction error is used
to update the state vector via the state network: 7,1 = fs(7t.r, €10, 1t; 0 (1)) (Figure 4a, lower left). For
the bottom-level locations, we follow the same Gaussian noise-based exploration strategy as the top-level.

At the end of each macro-step (after 77 bottom-level micro-steps have finished executing), the top level
state RNN activity vector is updated using the final bottom-level state vector and the top-level location:
Rit1 = Fs(Ry, ps(ri,my), Li) where pg() is a single-layer state “feedback” network. Figure 4d (left side)
depicts this process. The top-level action RNN activity vector A, is then updated using R;y1 and p,(as 1)
(Figure 4d (right side)), and the process continues. The above steps correspond to a sub-program in the
state/action hierarchy terminating and returning its result to be integrated by its parent. Note that this
architecture can be readily extended to more levels by having F, F,, be dynamically generated by another
parent level, and so on.

2.4 Training the Active Predictive Coding Network

The state and action networks are trained separately via different loss functions. The state networks are
trained to minimize prediction errors via backpropagation while the action networks are trained to minimize
total expected task loss via REINFORCE together with backpropagation. During training, whenever the
state vectors at any given level are passed as input to that level’s action network (see Figure 4a), the gradients
for backpropagation are cut off. The goal of the state prediction network is to predict the next state and is
task-agnostic. The goal of the action network is to choose effective actions given past states and actions, so
that the task loss is minimized.

2.4.1 State Networks

The prediction error e, , is given by:

€tr = Gtr — Gt,r = G(It(l), lt,rym) — D(Tt,r; Lyl ) (1)
The prediction error loss function is given by:

Ty Ty

Lprea = Z Z Het,‘rH% (2)

t=171=1

At the end of a macro-step t, the higher level also reconstructs the current reference image Ir(elf), downsampled

to the size of a lower-level glimpse, using a decoder D.s with inputs R;;1 and Ly, yielding the loss function
Lot = ZtTil 11 (;f) — Dyef(Ris1, Lt)||3. The total loss function for training the state networks at the two levels

I
via backpropagation is given by:

Lstate = Lpred + Lref (3)

2.4.2 Action Networks

To apply APCNs to a given task (such as image reconstruction or classification), either the state or action
RNN vectors can be provided as input to another neural network trained for the task. Here we use the
action vectors. Let Aous(t,7) = [A¢ ar-]T be the concatenation of top- and bottom-level action vectors for
time step (¢, 7). Let Liask be the task loss. Using just the final Agy (as in RAM [16]) for training actions
has the shortcoming that the resulting reward function is sparse (the model is evaluated only after the final
step). We use a dense, structured reward function (in our case, a dense loss function) as follows. For each
micro-step, we compute the marginal change in loss after the action for that step (i.e., fixating on a new
location) has been executed:

Rt,T = Ltask(Aout (t7 T — 1)) - Ltask<Aout (t; T)) (4)
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For example, if the task is reconstruction of an image, the reward is positive if the new action (new fixation
location) reduced the reconstruction error.
For each macro-step, we compute the marginal change in loss due to the whole macro-step:

Rt = Ltask(Aout (t - 13 Tl)) - Ltask(Aout (ta Tl)) (5)

The top layer is trained using the cumulative reward from all future macro-steps ®; = ZZT; R;, whereas
the bottom layer is trained using the future rewards within each macro-step ®;, = ZJT;T Ry ;. This corre-
sponds to the intuition that micro-actions taken inside different frames of reference should not affect each
other in terms of reward.

We use an adjusted version of the baseline-based variance reduction technique introduced in [20] and
used in [16]. We learn two separate baselines: by » = E[®; ;] and b, = E[®;] and use the baseline-removed
cumulative rewards ®; ; — b; » and ®; — b; for training.

The REINFORCE loss is given by:

TQ Tl
Lrerorce = J(0r, 0) = = <1og P(Ly| Ay 00)(®y — i) + > log P(lyrlar-;00)(Der — bt,7)> (6)

t=1 T=1

Action log-probabilities

As mentioned earlier, to allow exploration during training with REINFORCE, the locations at each
macro- or micro- step were the location network’s output plus Gaussian noise. Therefore the logarithmic
probability terms above reduce to the squared Euclidean distances between the mean and the sampled
locations.

We combine the REINFORCE loss with a dense version of the task loss to get the combined loss function
for the action networks:

Laction = LREINFORCE + ; Z Liask (Aout (£, 7)) (7)

Location networks

Action sub-system minus location networks

For example, if the task is reconstruction, the second term in the combined loss allows minimization of the
reconstruction error at every time step. Overall, the combined loss function increases the performance of the
intermediate action vectors from step to step in the context of the task, producing more interpretable results.
To encourage the action networks to produce locations within image boundaries, locations were regularized
using a soft f5 penalty (see Appendix A.1).

3 Results

Our first set of experiments compares the performance of ACPNs to baseline methods. The second set of
experiments demonstrates the ability of APCNs to learn part-whole hierarchies. The third set of experiments
evaluates the compositionality of learned APCN representations in a transfer learning task.

3.1 Comparison with Baselines
3.1.1 Baseline 1: Random Policy

To evaluate whether the learned policies in APCNs are “intelligent,” it is crucial to compare them with
appropriate baselines. A simple baseline policy is randomly sampling different glimpse locations. We refer
to this as the Randomized Baseline model with 7' glimpses or RB(T). We sample 7T i.i.d. locations {l;} ;
from a box of height and width such that the whole glimpse g; resides within the boundaries of the image.
Each glimpse and its location are concatenated and passed through a feature extractor F' to obtain a feature
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MNIST | Fashion MINIST | Omniglot-Test | Omniglot-Transfer
RB 0.0120 0.0145 0.0307 0.0301
APCN-1 | 0.0114 0.0138 0.0324 0.0323
APCN-2 | 0.0085 0.0138 0.0227 0.0226

Table 1: Reconstruction Mean-Squared-Error (per pixel).

vector fy = F([gi,l;]). The T feature vectors are averaged to obtain the latent vector f = % E;‘ll fr. This
vector is given as input to a feedforward network that is trained for the task.

The authors in [16] considered a baseline that consists of the RAM model applied to a single glimpse ran-
domly sampled from the whole image. This baseline achieved 57.15% accuracy on the MNIST classification
task. In our case, the RB(3) baseline achieved 93.1% classification accuracy.

Given this strong classification performance of RB(3), we conclude that simple datasets such as MNIST
may be unsuitable for evaluating the performance of intelligent sampling (attention) models in classification
tasks since a few random glimpses are sufficient to achieve reasonably high accuracy without any intelligent
strategy. Our results also suggest that the “intelligent sampling” in RAM-like model for MNIST may be
spurious, having no major impact on classification performance.

These results also suggest that rather than classification, the task of reconstructing an object, such as
an MNIST digit, might be a more appropriate task for learning and enumerating parts of an object. We
therefore use image reconstruction as the task for evaluating APCNs.

3.1.2 Baseline 2: Single level APCN

Our second baseline is a single level version of our APCN model, which is similar to the original RAM model
except: (a) instead of a single RNN, there is a separation into an action RNN responsible for the task and a
state RNN that integrates glimpse information; (b) the state network is trained via predictive coding applied
to predicting the next glimpses as described in Section 2.4.1; (¢) we use dense rewards to improve training
and interpretability. Note that all of the above are novel additions to the original RAM model, enabling the
new model to: (a) re-use the state network for multiple tasks, and (b) make the contribution of each glimpse
interpretable. We will refer to this model as APCN-1 and to the two layer APCN as APCN-2. Results
comparing APCN-2 to the two baselines on the reconstruction task are described in the next section.

3.2 Learning Part-Whole Hierarchies via Active Predictive Coding

We applied APCNs to the task of part prediction and reconstruction of objects in the following datasets: (a)
MNIST: Original MNIST dataset of 10 classes of handwritten digits [14]. (b) Fashion-MNIST: Instead of 10
digits as in MNIST, the dataset consists of 10 classes of clothing items [22]. (¢) Omniglot: 1623 hand-written
characters from 50 alphabets, with 20 samples per character [12].

For all APCN models, a single dense layer, together with an initial random glimpse are used to initialize
the state and action vectors of the top level. More experimental details for this section are discussed in
Appendix A.2.

3.2.1 Task Performance

We first applied APCNs to the task of reconstructing MNIST and Fashion-MNIST datasets. For APCN-2, we
used 3 macro- and 3 micro-steps. A comparison of APCN-2 performance with the baselines based on test set
MSE is shown in Table 1. Note that APCN-2 is more constrained than APCN-1 since the locations within a
macro-step have to reside within the frame of reference of 1Y), APCN-2 receives additional information in the
form of T peripheral glimpses obtained by downsampling It(l) as discussed in Section 2.4.1. These peripheral
glimpses are used during training but not during inference. The fact that both APCN models perform better
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Figure 5: Example of Learned Two-Level Parsing Strategy: 1st row: Initialization glimpse (purple
box) and sampled top-level reference frames (red, green, blue boxes), 2nd row: Sampled bottom level parts
within each top-level frame, 3rd & 4th rows: Predicted versus actual parts/glimpses, and 5th row: “Percep-
tion” of the model (object reconstructed from current network state) over time.

Macro-Steps

than the random baseline shows that intelligent sampling strategies have an effect on reconstruction task
performance.

We also applied APCN-2 to reconstructing Omniglot characters using 4 macro-steps instead of 3. Table
1 shows that APCN-2 outperforms the baselines on this task.

3.2.2 Parse Strategies and Learned Part-Whole Hierarchies

An example of a learned parsing strategy is shown in Figure 5. For each input, APCN-2 learns structured
parsing strategies: the top-level learns to cover the input image sufficiently while the bottom level learns to
parse sub-parts inside those sub-areas of the object.

A learned part-whole hierarchy for an MNIST input, in the form of a parse tree of parts and sub-parts
with locations, is shown in Figure 6. The learned strategies sample a wide variety of parts and sub-parts of
the object (strokes and mini-strokes).

An important question is whether APCN-2 learns different parsing strategies and different part-whole
hierarchies for different classes of objects. Figure 7 shows that this is indeed the case, for example, if we
consider two different Fashion-MNIST clothing items, e.g., t-shirts versus sneakers. The figure shows that the
average sampled locations of learned parts are different for these two different classes. Additional examples
of learned higher-level part locations for each class in the Fashion-MNIST dataset are shown in Figure 8.

3.2.3 Prediction of Parts and Pattern Completion

To investigate the predictive and generative ability of the model, we had the model “hallucinate” different
parts of an object by setting the prediction error input to the lower level network to zero for all or some
macro-steps. This disconnects the model from the input, forcing it to predict the next sequence of parts and
“complete” the object. Figure 9 shows that the model has learned to generate plausible predictions of parts
given the initial glimpse (and any additional glimpses).
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Part Hierarchy

Location Hierarchy

Figure 6: Example Parse Tree with Inferred Locations of Parts: Hierarchy of (a) sampled parts and
(b) sampled locations, inducing a hierarchy of reference frames.

3.3 Compositionality and Transfer Learning

Figure 10 illustrates the compositionality of the learned representations in an APCN. Such compositionality
can be useful for transferring knowledge, in form of “programs” or options, from one task to another.
We tested transfer learning for reconstruction of unseen character classes for the Omniglot dataset. We
trained an APCN model to reconstruct examples from a subset of classes from the Omniglot alphabets.
For each alphabet, we used 85% of the classes for training. The rest of the classes were used to test
transfer. Specifically, the trained model had to use its learned representations and programs (as generated
by the hypernets) to compose and reconstruct new character classes for each alphabet. Table 1 shows the
performance of APCNs on the transfer task. Figure 11 shows example hierarchical parsing strategies for
characters from previously unseen classes, along with the reconstructions of these novel characters by the
APCN.

4 Some Limitations of the Model

For simple datasets such as MNIST, APCN-2 tends to converge to a general strategy that works well for all
digits, resulting in little inter-class location diversity, while for other datasets such as Omniglot, a general
strategy that “tests” a diverse set of image sub-areas might still be appropriate. For Fashion-MNIST,
different strategies are learned for vertically symmetric clothing items versus non-symmetric ones such as
footwear (Figure 8). These results can be attributed to our use of a general decoder to reconstruct the
entire image based on current state within an attention-based encoder. An interesting future direction is to
use a decoder where each macro-/micro- step renders a part of the object within a larger canvas used for
computing the reconstruction error, as in [2].
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Figure 7: Class-Based Hierarchical Representation of Object Parts and Locations: Average sam-
pled locations per class, together with sampled parts for one specific example for (a) the t-shirt and (b) the
sneaker classes. The order of sampled locations within each frame of reference is 1st: red, 2nd: green and
3rd: blue.
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Figure 8: Top-level Part Locations for Fashion-MNIST Examples by Class: Red: first, Green: sec-
ond and Blue: third location. Note the differences in top-level action strategies between vertically symmetric
items (shirts, trousers, bags) and footwear (sandals, sneakers, boots).

[
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Figure 9: Prediction of Parts and Pattern Completion by APCNs: (Left two columns) Given only
an initialization glimpse (purple box) for an input image (here, a 0 and a 3 from MNIST), the trained APCN
predicts its best guess of the parts of the object and their locations (colored segments in row below). (Right
columns) In other cases (here, an Omniglot character), the initial glimpse allows only a coarse prediction of
parts. This prediction can be refined (bottom row) with additional glimpses (red, green, blue boxes).
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Figure 10: Compositionality of the Learned Representations and Transfer: Swapping the higher
level state and action vectors for a pair of inputs (top row, two example input pairs: 8 and 5, 8 and 2) after
two macro-steps and predicting the remaining sequence of parts results in novel objects being generated
(bottom row). These results illustrate how learned “sub-programs” can be composed in novel ways by an
APCN to facilitate transfer learning.
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Figure 11: Transfer Learning on Unseen Classes in Omniglot: APCNs can transfer their learned
knowledge to new, previously unseen classes of Omniglot objects. Each column corresponds to parts from
bottom-level glimpses at time (¢,7). The “All” column shows all the parts together. The last two columns
show the input from the novel class and its reconstruction by the APCN.
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Another limitation is the use of fixed time horizons for each option: our model parses each sub-area for a
fixed number of steps whereas different sub-areas of an image might require fewer or more steps to process.
Techniques such as the one used in [2] could be employed to address this limitation.

APCNs have yet to be applied to more challenging datasets (e.g., ImageNet) and other tasks (e.g.,
regression of object properties). Deeper versions of our model (with more than two levels) may be necessary
for more complex image datasets.

Finally we used REINFORCE, which is inefficient compared to state-of-the-art reinforcement learning
algorithms. The results could potentially be improved using more sophisticated policy gradient methods or
designing novel methods tailored to the structure of the model.

5 Conclusion

We have presented, to our knowledge, the first hierarchical neural network capable of end-to-end learning and
parsing of part-whole hierarchies from images. The framework we have proposed is highly flexible and offers
a number of potential applications and future research directions. For example, actions in APCNs could
include not just position but arbitrary transformations of parts, allowing the network to learn hierarchical
equivariant representations, a long-sought goal in machine vision and Al [5, 6]. More broadly, our framework
offers a new approach to hierarchical reinforcement learning and planning in continuous state and action
spaces. Finally, given the close connection between APCNs and predictive coding models of brain function,
the proposed framework paves the way for a new interpretation of the hierarchical architecture of the cortex
and a new role for cortical feedback connections in modulating the dynamics of lower-level networks [8]
similar to the role played by hypernets in APCNs.
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A Implementation Details

A.1 Location Penalty

We want to make our network avoid generating locations exceeding the boundaries of the image. Several
implementations of RAM use clipping or the hyperbolic tangent activation function. In practice, we found
that constraining the locations via an appropriate penalty was more effective. We calculate a threshold ¢ so
that if a glimpse is centered ¢ units away from the boundary (I € [-1.0+¢, 1.0 —¢]), then the glimpse resides
entirely within that boundary. We derive a thresholded version of £ normalization:

Lreg(l) = (LReu(l — C))2 + (LRret (=1 — C))2 - 2(040)2

The structure of this penalty can be seen in Figure 12.

Figure 12: Location penalty function for ¢ = 0.75.

A.2 Parameter Settings and Initialization

For all datasets (MNIST, Fashion-MNIST and Omniglot) the top-level action and state RNN activity vectors
were of size 256, while the lower level ones were of size 32 for MNIST, Fashion-MNIST and 64 for Omniglot.
Both hypernetworks Hs and H, consisted of four layers with sizes 256,256, 64 and |04 or |0,]. The last two
layers had linear activation functions. Since the number of units of the last layer was equal to the number
of parameters of f, or fs, the middle layer functions as a bottleneck layer. F, and F; were implemented as
RNNs with structure similar to the network used in RAM [16]. The option vectors z were of size 32. RELU
activations were employed throughout the model apart from the last level of the reconstruction network (to
avoid “dead” pixels). The glimpse scales were set such that I (1) was 14 x 14 and gt,r 7 x 7 pixels. The sizes
of MNIST and Fashion-MNIST images are 28 x 28 pixels, whereas we downsampled Omniglot characters to
32 x 32 pixels.

For Omniglot, we reserve 85% (rounded down) of the character classes in each alphabet as part of our
training set. The rest of the character classes are used as the transfer set. Within the training classes, we
reserve 3 examples from each character class as part of the test set.

We utilize random glimpses to initialize the top-level state and action vectors. A random glimpse is
generated at location lini ~ U[—0.5,0.5]. This initialization glimpse ginit, together with a small trainable
initialization network, initializes the state vector Ry, ,. The action vector is initialized using F, and Ry, , by
setting the previous action vector and feedback p4 to all-zeroes vectors.
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