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Figure S1: Sequence predictions of 3-level HCRP models fitted to 100 data points. The models
were trained with batch learning in order to clearly show how the pattern of predictions depends
on the sequence structure without online updates of the model parameters. In (a), the sequence
was the concatenation of repeats of a 12-element determinstic pattern (Serial Reaction Time Task
or SRT). In (b), the sequence was generated from the ASRT. (Top) Colors denote the sequence ele-
ments. The vertical bar marks the boundary between the two repeats in the SRT example segment.
(Middle) Predictive probabilities of the four events are shown for each trial. The cells’ hue indicate
the event identity, saturation indicates probability value. The Xs indicate the event with the high-
est predicted probability, i.e. the predicted event; Xs are green for correct predictions and red for
incorrect predictions. The ticks at the bottom in (b) indicate high-probability trigram trials. Note
that, after having a context of at least two previous elements, all predictions are correct in the case
of the deterministic SRT. In the ASRT, incorrect predictions occur for the low probability trigrams.
(Bottom) We show what proportion of the predictive probability comes from each context length.
Higher saturation indicates a larger weight for a context length. Note that the context of two previ-
ous elements is invariably dominant in the SRT predictions where every event is predictable from
the previous two. In the ASRT, the context weights follow the largely alternating pattern of the
high and low probability trigrams, the former ones being predictable from two previous events,
the latter ones being unpredictable.
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Figure S2: Negative log likelihood loss of HCRP models fitted to 10.000 ASRT data points as a
function of the maximum number of previous events considered (a) and the prior importance of
two previous events, i.e. trigrams (b). In (b), lower values of α2 imply higher prior importance.
The vertical dashed line in (a) marks the n that was used for fitting the human data in the MS.

S3

Figure S3: Trigram reoccurrence distance in trials. Vertical lines mark the medians. Note the
marked periodicity in the case of d trials that imposes a spacing among the trigrams and increases
the median reoccurrence distance.
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Table S1: Hyperparameter prior sets for fitting the response times of all responses (Sections 3.2-.3.6)
and errors only (Section 3.7). In session 1, the prior was uninformed. In all subsequent sessions,
the prior was a truncated Gaussian N ’ with the mean of MAP value in the previous session, a fixed
variance, and the same interval that the uninformed distributions have in session 1. For most of our
results, the first, wider of λ prior was used to allow for extreme forgetfulness or unforgetfulness.
For the prediction of response times of errors, we restricted our model to a more forgetful regime
by narrowing the λ prior.

Session 1 Sessions 2-10
α λ α λ

all RT U(10−4, 102) U(5∗10−4, 1) N ’(αMAPprev , 102) N ’(λMAPprev , 2.5∗10−3)
error RT U(10−4, 102) U(1.25∗10−2, 1) N ’(αMAPprev , 102) N ’(λMAPprev , 2.5∗10−3)

Table S2: Mixed effects model with random intercepts for participants and several low-level pre-
dictors, sorted by their absolute fitted slope B (in ms). Due to the large data set, all factors are
significant. However, we made an arbitrary cut-off at the horizontal line for the low-level effects
included in the response model because of the small effect sizes.

B β p
intercept 301.192 3.864 <.001
repetition -36.858 0.306 <.001
error -21.072 0.296 <.001
post-error 4.566 0.285 <.001
spatial distance 2.107 0.140 <.001
left hand 0.893 0.174 <.001
pre-error trial index -0.705 0.006 <.001
post-error trial index 0.440 0.006 <.001
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