State-of-the-Art Estimation of Protein Model Accuracy using AlphaFold

James P. Roney
Harvard University
jamesroney@college.harvard.edu

Sergey Ovchinnikov
Harvard University
so@fas.harvard.edu

Abstract

The problem of predicting a protein’s 3D structure from its primary amino acid sequence is a longstanding challenge in structural biology. Recently, approaches like AlphaFold have achieved remarkable performance on this task by combining deep learning techniques with coevolutionary data from multiple sequence alignments of related protein sequences. The use of coevolutionary information is critical to these models’ accuracy, and without it their predictive performance drops considerably. In living cells, however, the 3D structure of a protein is fully determined by its primary sequence and the biophysical laws that cause it to fold into a low-energy configuration. Thus, it should be possible to predict a protein’s structure from only its primary sequence by learning a highly-accurate biophysical energy function. We provide evidence that AlphaFold has learned such an energy function, and uses coevolution data to solve the global search problem of finding a low-energy conformation. We demonstrate that AlphaFold’s learned potential function can be used to rank the quality of candidate protein structures with state-of-the-art accuracy, without using any coevolution data. Finally, we propose a method for utilizing this potential function to predict protein structures without the need for MSAs.

1 Introduction

Knowledge of 3D protein structures is critical for designing drugs, characterizing diseases, and creating a mechanistic understanding of cellular biology. Experimental approaches to protein structure determination can be costly and time-consuming, so the ability to computationally predict protein structures from amino acid sequences is extremely useful. Recently, AlphaFold demonstrated breakthrough performance on protein structure prediction, with predictions often nearing experimental accuracy (1). Approaches like AlphaFold have advanced the state-of-the-art in protein structure prediction by using deep learning methods to analyze coevolutionary information. To predict the structure of a target amino acid sequence, these methods first search a large database of protein sequences to compile a Multiple Sequence Alignment (MSA), which is essentially a collection of sequences that are evolutionarily related to the target sequence. MSAs are known to provide extremely useful information for predicting protein structures (2; 3; 4). Intuitively, if two residues are in contact in the folded protein structure, mutations in the first position may induce a selective pressure for the second position to mutate. Such mutational covariance can be detected in MSAs, and this rich signal has been critical to the success of recent protein structure prediction models, including AlphaFold.

However, the requirement of MSAs for protein structure prediction is sometimes problematic. For proteins with no known homologs, the lack of coevolutionary information makes structure prediction difficult. Recent approaches like RGN2 have tried to remedy this by leveraging representations from deep language models trained on millions of unlabelled protein sequences, but these models still significantly underperform AlphaFold on most proteins (5). In addition, protein structure predictors that rely heavily on statistical signals from an MSA, rather than an understanding of the physics of protein folding, may be unable to accurately predict the effects of novel mutations on a protein’s structure and stability.
In theory, it should often be possible to predict protein structures from amino acid sequences with no MSAs. Since the work of Anfinsen, it has been known that protein structures are essentially determined by their amino acid sequence and the biophysical laws that govern their folding \( 6 \). More specifically, Anfinsen’s dogma states that protein structures fold to minimize free energy, which is a function of the protein’s 3D configuration. Therefore, if one could model this energy function with sufficient accuracy, then one could predict protein structures by optimizing this function over the space of 3D configurations. Indeed, classical protein structure prediction methods like Rosetta take exactly this approach, and attempt to sample optimal configurations from a hand-designed potential function \( 7 \). The challenges with this approach are twofold. First, accurately characterizing the biophysical energy function that governs protein folding at a level of abstraction which is computationally feasible (i.e., without computing the quantum mechanical interactions of all atoms) is a very complex and difficult challenge. Existing energy functions for protein modelling often make approximations like primarily considering pairwise interactions between residues, and are still computationally expensive to utilize \( 7 \). Second, even if one had perfect knowledge of the energy function, there are an astronomically large number of possible protein geometries, so searching for the optimum is a very difficult optimization task. This second issue is related to Levinthal’s Paradox, which asks how real proteins find the optimal structure given the vast configuration space \( 8 \).

Given the theoretical possibility of predicting protein structures without MSAs, it is interesting to speculate why AlphaFold remains dependent on MSAs for its accuracy. One intriguing possibility is that AlphaFold has learned an accurate potential function for scoring the accuracy of candidate protein structures, but the coevolutionary information in the MSA is necessary to locate an approximate global minimum in this potential function and circumvent the challenge of Levinthal’s Paradox. After finding the neighborhood of the global minimum using the MSA, the later stages of the AlphaFold model may act as an “unrolled optimizer” and locally descend the learned potential to produce a refined structure prediction. AlphaFold also outputs a variety of confidence scores related to the predicted accuracy of its structures, and this confidence score may be determined by the value of its internal potential function. This hypothetical prediction mechanism is illustrated in Figure 1.

**Figure 1:** The hypothesized role of coevolutionary information in AlphaFold’s prediction procedure. Images inspired by \( 9 \) and \( 10 \).

This hypothesis is theoretically appealing, and lends itself to experimental testing. There are several avenues through which candidate protein structures can be introduced to the AlphaFold model. First, candidate structures can be supplied as templates, which AlphaFold uses to incorporate known structural information from proteins that are related to the target sequence. Second, candidate structure information can be introduced through AlphaFold’s “recycling” mechanism, which is normally used to supply previous model predictions back into the model for further refinement. Ideally, when a candidate structure is introduced through either of these mechanisms, we would hope that AlphaFold’s confidence metrics are closely correlated with the actual accuracy of the candidate structure, even when no coevolutionary information is supplied. If this is the case, it suggests that AlphaFold has learned an accurate potential function of protein structures which does not rely on coevolutionary information. In our experiments, we show that this is indeed the case for candidate protein structures.
introduced as templates, and that the potential function given by AlphaFold’s confidence metrics outperforms previous state-of-the-art models at ranking protein structures, even when no coevolutionary information is provided.

If AlphaFold has learned an accurate potential function that does not depend on MSAs, this opens new opportunities for accurately predicting protein structures without using coevolution data. We have hypothesized that AlphaFold uses MSAs to intelligently sample a starting point for optimizing the learned potential function. However, it may be possible to replace this mechanism with a generative model that repeatedly samples starting points, thereby eliminating the need for the MSA.

2 Methods

Computational biologists have historically predicted protein structures based on related sequences with experimentally solved structures (11). AlphaFold incorporates this approach into its workflow by allowing the structures of up to four related proteins to be supplied to the model as templates. For each template, AlphaFold receives the template’s one-hot-encoded amino acid sequence, Cβ distance matrix, and backbone and sidechain torsion angles as inputs. In addition, AlphaFold is given a mask indicating which atoms are unresolved in the template structure, and ignores torsion angles involving those atoms. Recent papers have demonstrated that AlphaFold’s template mechanism can be used to refine structural hypotheses derived from experimental data or protein complex modelling (12; 13).

We investigated whether AlphaFold has learned a coevolution-independent potential function for scoring protein structures by supplying AlphaFold with a.) a target amino acid sequence to be predicted and b.) a “decoy structure” that is passed to the model as a template. The goal of this procedure is to score the plausibility of the target amino acid sequence adopting the geometry given by the decoy structure. It is motivated by the hypothesis that AlphaFold’s output structure will closely resemble the decoy introduced as a template and therefore, if AlphaFold has learned an accurate potential function that does not require coevolution information, the output confidence metrics will closely track the quality of the decoy. Note that no coevolutionary information is supplied to the model during this procedure.

We chose to mask out all non-backbone atoms (aside from Cβ) in the decoy structure, since we found this to improve the correlation between AlphaFold’s confidence metrics and backbone-based accuracy scores, and forgoing sidechain atoms as inputs means that decoy structures can be produced by generating backbone conformations without the relatively expensive step of determining sidechain placements. Results from decoy ranking with sidechains are presented in Appendix C.

The decoy’s one-hot-encoded amino acid sequence may have an important effect on how it is processed by AlphaFold. For instance, the presence of a template with high sequence identity to the target sequence may result in the model copying the template structure with high confidence, even if the template structure is a relatively low-quality decoy. On the other hand, it is possible that AlphaFold will ignore any template structure that does not have high identity to the target sequence. We investigated two choices for the one-hot-encoded amino acid sequence associated with the decoy: the target amino acid sequence, and a sequence of all alanines. Note that, because we masked out all non-Cβ sidechain atoms, both of these choices are consistent with the structural data being supplied to AlphaFold.

After processing its inputs, AlphaFold produces an output structure and a series of confidence metrics, including the predicted TM Score (pTM) and the predicted LDDT-Cα Score (pLDDT) (14; 15). To determine whether AlphaFold has learned a MSA-free potential function for assessing protein structure accuracy, we investigated whether we could accurately rank the decoy structures based on AlphaFold’s outputs. For each decoy, we computed a "composite confidence score" by multiplying the output pLDDT, the output pTM, and the TM Score between the decoy structure and the AlphaFold output structure. The last term adjusts for the fact that AlphaFold’s confidence metrics ultimately reflect the accuracy of the output structure (which can differ slightly from the decoy structure), while we were interested in scoring the decoy structures for the sake of direct comparison with other decoy-ranking
methods. More information on the relationship between the decoy and output structures is given in Appendix A. Across our evaluations, we found that a composite score using both the pLDDT and pTM showed higher correlation with decoy quality than either metric in isolation.

We also attempted to inject candidate structure information through the recycling mechanism, but this technique did not produce consistent results. This may be because the recycling mechanism is designed to jointly take structural information and internal representations from previous iterations into the model, while we only supplied structural information.

3 Results

3.1 Rosetta Decoy Dataset

Figure 2: AlphaFold confidence metrics show robust correlations with decoy quality. A.) Spearman correlation between AlphaFold composite score (using an all-alanine decoy sequence) and decoy TM Score vs. Spearman correlation between Rosetta energy and decoy TM Score. Each point is a target in the Rosetta decoy set. B.) Same as (A), except comparing against DeepAccNet. C.) Same as (A), except with the decoy sequence set to the target sequence D.) Same as (B), except with the decoy sequence set to the target sequence. E.) Median Spearman correlations between various metrics and decoy TM Score. Error bars are bootstrap 95% confidence intervals of the median. F.) Same as (E), except using the mean.
Figure 3: AlphaFold’s top-ranked structures have higher quality than top-ranked structures from other models. A.) Comparison of TM Scores for the decoy with the highest AlphaFold composite score (using an all-alanine decoy sequence) vs. the decoy with the best Rosetta energy. B.) Same as (A), except comparing against DeepAccNet. C.) Same as (A), except with the decoy sequence set to the target sequence. D.) Same as (B), except with the decoy sequence set to the target sequence. E.) Median TM Scores of the top-ranked decoys for various ranking metrics, as well as the median TM Score of AlphaFold’s prediction with no MSA. Error bars are bootstrap 95% confidence intervals of the median. F.) Same as (E), except using the mean.

Using the procedure outlined above, we aimed to determine whether AlphaFold’s outputs could be used to assess the accuracy of decoy structures introduced as templates. For our initial evaluation we used the Rosetta decoy dataset, which contains 133 native protein structures with thousands of decoys corresponding to each native structure (16). We compared AlphaFold’s ability to assess the quality of decoy structures with the Rosetta energy function, as well as DeepAccNet, which is a state-of-the-art machine learning model for estimating the accuracy of protein structure models (17). All reported results are from AlphaFold model 1 with template torsions enabled and 1 recycle.

We found the correlation between the composite confidence score and decoy quality to be robust and consistent, regardless of the decoy’s amino acid sequence. The average Spearman rank correlation between the composite confidence score and the quality of the decoy (as measured by TM Score to the native structure) was .923 when using an all-alanine sequence and .908 when using the target sequence, compared to average correlations of .831 and .760 for DeepAccNet and the Rosetta energy function. The AlphaFold-based metrics showed
higher correlations with decoy quality than DeepAccNet and Rosetta on almost every target in the dataset. More details regarding rank-order correlations are presented in Figure 2.

In addition to assessing rank-order correlations, another practical indicator of decoy-ranking performance is the quality of the top-ranked decoy for each target. This metric corresponds to the accuracy of a structure prediction workflow in which a number of candidate structures are generated and scored, with the highest-scoring structure becoming the final prediction. On the Rosetta decoy dataset, the top-ranked decoys selected via the composite AlphaFold confidence score had an average TM Score of .924 for the all-alanine sequence and .931 for the target sequence, compared to .917 for DeepAccNet and .901 for Rosetta. More details on top-1 accuracies are given in Figure 3.

Overall, these evaluations indicate that AlphaFold can assess the quality of candidate protein structure with state-of-the-art accuracy, even when no coevolution information is provided. It should be noted that AlphaFold’s structure predictions were of low quality when no templates were provided (average TM Score of .402), as is illustrated by the examples in Figure 4. Yet despite being unable to predict the structures of these proteins without an MSA, AlphaFold achieved excellent performance assessing the quality of decoys without any MSA inputs. This provides evidence for the hypothesis that AlphaFold has learned a potential function that is largely independent of coevolution information, but needs coevolution information to search for global optima in this potential.

Figure 4: Model confidence corresponds closely to decoy quality. A.) Plots of AlphaFold composite confidence score (using the hybrid method) vs. decoy TM Score across various decoy template inputs for three example proteins. B.) Visualizations of the example proteins from (A) with various template inputs: no template, a medium-quality decoy, and the native structure. Color indicates model confidence.
3.2 Effect of the Decoy Sequence

Figure 5: A hybrid approach achieves better decoy-ranking performance than using an all-alanine sequence or the target sequence. A.) Spearman correlation between AlphaFold composite score (using the hybrid method) and decoy TM Score vs. Spearman correlation between Rosetta energy and decoy TM Score. B.) Same as (A), except comparing against DeepAccNet. C.) Comparison of TM Scores for the decoy with the highest AlphaFold composite score (using the hybrid method) vs. the decoy with the best Rosetta energy. D.) Same as (C), except comparing against DeepAccNet. E.) Mean Spearman correlations between various metrics and decoy TM Score. Error bars are bootstrap 95% confidence intervals of the mean. F.) Mean TM Scores of the top-ranked decoys for various ranking metrics, as well as the mean TM Score of AlphaFold’s prediction with no MSA. Error bars are bootstrap 95% confidence intervals of the mean.

As mentioned previously, we investigated two choices for the decoy’s one-hot-encoded amino acid sequence: a sequence of all alanines, and the target sequence. Both of these choices yielded highly accurate results for decoy ranking on the Rosetta decoy dataset, but there were some noteworthy differences between the two sequence choices. The all-alanine sequence achieved better rank-order correlations, while using the target sequence achieved better top-1 accuracies. Examining individual examples suggested that this was because the all-alanine sequence achieved better performance on ranking low-quality decoys, while the target sequence was better able to rank high-quality decoys. We hypothesize that, when using the target sequence, AlphaFold’s confidence metrics may be more correlated with the physical realism of local features of the fold, since the global geometry of the template is assumed to be relatively accurate due to the high identity between the template and the target sequence.
In contrast, the all-alanine sequence has low identity to the target sequence, which may cause AlphaFold’s confidence metrics to depend more strongly on the global features of the fold. Appendix B contains a more detailed comparison of the two sequence choices.

We investigated whether it was possible to combine the low-end accuracy of the all-alanine sequence and the high-end accuracy of the target sequence into a hybrid ranking method. To this end, we fit a simple logistic model to compute a weighted sum between the all-alanine confidence score and the target sequence confidence score. The weights of this logistic regression function were tuned to optimize both correlational and top-1 performance on the Rosetta decoy dataset. More details are provided in Appendix B, and decoy ranking results from the hybrid confidence score are presented in Figure 5. We found that this simple hybrid approach was able to outperform both the all-alanine sequence and target sequence.

3.3 CASP14 Evaluation

Although our results on the Rosetta decoy dataset are promising, there is a risk that the comparison between methods may be unfair, since these proteins may have been present in the training data of some of the models we have evaluated. To assess the decoy-ranking ability of AlphaFold on a novel sample of proteins, we performed an additional evaluation on the Estimation of Model Accuracy (EMA) task from CASP14 (18). For consistency with reported accuracy metrics from CASP, we measured protein structure quality using GDT_TS instead of TM Score for this evaluation (19).

To set up the CASP14 EMA experiment, the CASP organizers created a set of decoy structures by taking the 150 most accurate server submissions for each structure prediction target in CASP14. It should be noted that the decoy set does not include predictions from AlphaFold, since AlphaFold was entered in CASP14 as a human group rather than a server. We replicated this evaluation using AlphaFold to assess the decoy structures, and compared the results with DeepAccNet (entered in in CASP as BAKER-experimental) and DeepAccNet-MSA (entered as BAKER-ROSETTASERVER), which were two of the best-performing EMA methods from CASP14 (18). DeepAccNet-MSA is similar in architecture to DeepAccNet, except it also uses coevolution data for structure accuracy assessment.

The CASP assessors evaluated EMA methods based on their top-1 GDT_TS loss, which is defined as the difference in GDT_TS scores between the best decoy and the top-ranked decoy by a given EMA method. EMA methods were ranked based on their average GDT_TS loss over all targets, as well as the average Z-Score of their GDT_TS loss. For both of these metrics, the AlphaFold composite confidence score significantly outperforms all other EMA methods entered in CASP14. When comparing directly to DeepAccNet and DeepAccNet-MSA, the AlphaFold-based ranking performs better on a majority of targets. A detailed comparison of models on the CASP14 evaluation is presented in Figure 6. Note that, in the CASP14 EMA experiment, methods were also evaluated on their ability to rank the all-atom LDDT score of the decoy structures. We did not perform this comparison, since AlphaFold’s confidence metrics only reflect Cα-based accuracy metrics, and we omitted sidechain information from our decoy proteins.

These results indicate that AlphaFold can reliably assess the accuracy of candidate protein structures without the use of coevolution information. However, coevolution data (or a method that can generate decoys close to the correct structure) are still necessary for accurate structure prediction. When AlphaFold is tasked with predicting the CASP14 targets without any MSA inputs, its structure predictions are generally much less accurate than the top-ranked decoy based on AlphaFold’s confidence metrics (Figure 7).
Figure 6: AlphaFold outperforms the top models from the CASP14 EMA experiment, even with no coevolution information. A.) Comparison of GDT_TS scores for the decoy with the highest AlphaFold hybrid composite score vs. the decoy with the highest DeepAccNet score. B.) Same as (A), except comparing against DeepAccNet-MSA. C.) Spearman correlation between AlphaFold hybrid composite score and decoy GDT_TS vs. correlation between DeepAccNet score and decoy GDT_TS. D.) Same as (C), except comparing against DeepAccNet-MSA. E.) Average GDT_TS loss for top EMA methods entered in CASP14. For AlphaFold we report performance using the hybrid method, the all-alanine sequence, and the target sequence. For the all-alanine sequence and the target sequence, we show the performance when ranking decoys using the composite score with just pLDDT, just pTM, and both. Error bars are bootstrap 95% confidence intervals of the mean. F.) Same as (E), except examining the average Z-Score of GDT_TS loss for top EMA methods entered in CASP14. Note that these rankings are slightly different from the official ones published by CASP because we only assessed GDT_TS-based ranking, instead of GDT_TS and LDDT.

4 Conclusions and Future Directions

In this paper we have demonstrated that AlphaFold has learned a protein structure potential which does not need coevolution information to achieve high accuracy, although AlphaFold still needs coevolution data to search for global minima in this potential. While this potential function achieves state-of-the-art performance on ranking decoys, it is not perfect, and is
Figure 7: Without coevolution information AlphaFold generally fails to produce accurate predictions on CASP14 targets, but still achieves state-of-the-art performance at ranking decoys.

outperformed by other ranking methods on some targets. Still, this finding has significance for the interpretation of protein structure prediction models, as well as practical applications.

One such application is the prediction of protein structures when MSAs are not available. We have found that, even without coevolution information, AlphaFold’s confidence metrics closely track the quality of decoy structures injected as templates. This suggests a method for MSA-free protein structure prediction: search over the space of decoy structures to optimize AlphaFold’s output confidence metrics. While the space of potential decoy structures is too vast to search exhaustively, searching the latent space of a generative model with knowledge of plausible protein folds could make this task more feasible. Our decoy-scoring approach has the potential to make this process especially efficient, since AlphaFold achieves state-of-the-art decoy ranking performance without requiring sidechain structural information. This reduces the search space of potential structures, and allows for the use of efficient backbone conformation generators. For example, the Rosetta de novo protein structure prediction method generates decoys by stitching together backbone torsion angles from fragments of solved proteins, and then uses simulated annealing to search over the space of decoys and optimize an empirically-derived scoring function (20). Replacing this scoring function with one based on AlphaFold would likely make such methods far more accurate. Alternatively, fast machine-learning-based backbone generators (like the one used in RGN2) could be used to create candidate backbones, and then those backbones could be optimized for AlphaFold confidence scores using reinforcement learning. Future research should explore these approaches, and compare their effectiveness with other protein structure prediction approaches like RGN2 that do not directly utilize MSAs.

5 Code Availability

The code used to run the evaluations in the paper is available at https://github.com/jproney/AF2Rank.
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Appendices

A  AlphaFold Output Structures

Figure S1: Comparison between input and output TM Score. A.) TM Score of AlphaFold output structure vs. TM Score of decoy structure supplied as template with an all-alanine sequence. Each dot is single decoy in the Rosetta decoy set, color indicates composite confidence score. B.) Same as (A), but using the target sequence for the decoy.

As mentioned in the main text, AlphaFold’s output structures can differ from the structures provided as templates. Figure S1 illustrates that AlphaFold’s output structures are often similar in quality to the decoy structures, and sometimes are substantially improved in terms of TM Score. This necessitates the need for a term in the AlphaFold composite score that tracks how much the AlphaFold output structure changes from the decoy structure, since AlphaFold’s confidence metrics ultimately reflect the accuracy of the output structure. As illustrated in Figure S1, applying this correction causes the confidence score to track the quality of the input (i.e., the color gradient in Figure S1 progresses along the x-axis) rather than the quality of the output (the y axis). It is interesting to note that, while AlphaFold is in many cases capable of improving decoy structures without coevolution information, it generally fails to predict these structures from scratch when no coevolution information is provided. This supports the idea that AlphaFold can perform local optimization over its learned protein potential, but needs coevolution data or a template to locate an approximate starting point for this optimization.
B COMPARISON OF DECOY SEQUENCES

We investigated two different choices for the sequences of the decoy structures introduced to AlphaFold: the target sequence, and a sequence of all alanines. The all-alanine sequence resulted in a better correspondence between model confidence and decoy quality for lower-quality decoys, while using the target sequence resulted in better ranking performance for higher-quality decoys. On the Rosetta decoy set, this resulted in the all-alanine method achieving higher Spearman correlations on most targets, while using the target sequence resulted in higher top-1 accuracies. This trend and a specific example are presented in Figure S2.

Figure S2: Comparison between all-alanine decoy sequence and target sequence. A.) Comparison of Spearman correlation between AlphaFold composite confidence score and decoy TM Score when using an all-alanine decoy sequence vs. Spearman when using the target sequence. B.) Comparison of top-ranked decoy TM Score when using an all-alanine decoy sequence vs. top-1 TM Score when using the target sequence. C.) AlphaFold composite confidence score (using an all-alanine decoy sequence) vs. decoy TM Score for PDB 1T2P. D.) Same as (C), except using the target sequence.

We designed a hybrid ranking method to combine the low-end accuracy associated with using the all-alanine sequence with the high-end accuracy associated with using the target sequence. The hybrid score is computed as follows:

$$\alpha = \frac{1}{1 + \exp \left( - \frac{(S_A - 50)}{8} \right)}$$

$$S_H = (1 - \alpha)S_A + \alpha S_T$$

Where $S_A$, $S_T$, and $S_H$ are the composite scores using the all-alanine, target sequence, and hybrid methods, respectively. Intuitively, this function is designed to give more weight to the prediction using the target sequence when the decoy has higher quality. The weights of the logistic function were tuned on the Rosetta decoy set to maximize both Spearman correlations and top-1 accuracies, as well as to eliminate instances where our AlphaFold-based rankings were significantly outperformed by Rosetta or DeepAccNet. The hybrid ranking method was then applied to the CASP14 evaluation, where it also resulted in good performance.
C Decoy Ranking Results with Sidechains

In our experiments, we primarily considered ranking decoys based on their backbone geometry alone. We did this by masking out all non-backbone atoms aside from Cβ in the decoy structures that were provided to AlphaFold as templates. This makes sense because our goal was to rank decoys based on the accuracy of their backbones, and AlphaFold’s confidence outputs were trained to predict Cα-based accuracy metrics. In addition, it is relatively straightforward to generate candidate backbone geometries, so ranking structures from backbones alone makes it easier to search for high-confidence decoy structures. We chose to include Cβ atoms because their positions are fully determined by the backbone, and AlphaFold embeds the geometry of the template using a Cβ distance matrix.

In Figure S3, we show decoy ranking results with sidechain geometries included in the decoys. When including sidechain information, the decoy’s one-hot-encoded amino acid sequence was set to the target sequence in order to ensure consistency with the structural information provided to AlphaFold. We found that, across all of our evaluations, including sidechain information resulted in somewhat lower correlations between AlphaFold’s confidence metrics and decoy quality, especially for lower-quality decoys. This is consistent with our previous observation that setting the decoy sequence to the target sequence resulted in lower correlations that using an all-alanine sequence. It is also consistent with our hypothesis that adding more detailed features to the template (like an informative sequence or sidechain geometries) causes AlphaFold to pay more attention to local features. Because of the lower correlation for low-quality decoys, including sidechain geometries results in lower performance on the CASP14 EMA experiment, although AlphaFold still outperforms all other entrants when pLDDT and pTM are combined.

**Figure S3:** Results from ranking decoys with sidechains included. A.) Comparison of Spearman correlation between AlphaFold composite confidence score and decoy TM Score when using an all-alanine decoy sequence vs. Spearman when using including the sidechains. B.) Comparison of Spearman correlation between AlphaFold composite confidence score and decoy TM Score when
using the target sequence vs. Spearman when including the sidechains. C.) Average GDT_TS loss for top-performing methods in the CASP14 EMA experiment, including AlphaFold’s decoy rankings when sidechain information is included in the decoy structures. D.) Same as (C), except using the average Z-Score of the GDT_TS loss.