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Abstract

Neuroimaging markers based on Magnetic Resonance Imaging (MRI) combined with various other measures (such as informative covariates, vascular risks, brain activity, neuropsychological test etc.,) might provide useful predictions of clinical outcomes during progression towards Alzheimer’s disease (AD). The Bayesian approach aims to provide a trade-off by employing relevant features combinations to build decision support systems in clinical settings where uncertainties are relevant. We tested the approach in the MRI data across 959 subjects, aged 59-89 years and 453 subjects with available neuropsychological test scores and CSF biomarker status (amyloid-beta (Aβ)42/40 & phosphorylated tau (pTau)) from a large sample multi-centric observational cohort (DELCODE). In order to explore the beneficial combinations of information from different sources, we presented a MRI-based predictive modelling of memory performance and CSF biomarker status (positive or negative) in the healthy ageing group as well as subjects at risk of Alzheimer’s disease using a Gaussian process multi-kernel framework. Furthermore, we systematically evaluated predictive combinations of input feature sets and their model variations, i.e. (A) combinations of brain tissue classes and feature type (modulated vs. unmodulated), choices of filter size of smoothing (ranging from 0 to 15 mm full width at half maximum), and image resolution (1mm, 2mm, 4mm and 8mm); (B) incorporating demography and covariates (C) the impact of the size of the training data set (i.e., number of subjects); (D) the influence of reducing the dimensions of data and (E) choice of kernel types. Finally, the approach was tested to reveal individual cognitive scores at follow-up (up to 4 years) using the baseline features. The highest accuracy for memory performance prediction was obtained for a combination of neuroimaging markers, demographics, genetic information (ApoE4) and CSF-biomarkers explaining 57% of outcome variance in out of sample predictions. The best accuracy for Aβ42/40 status classification was achieved for combination demographics, ApoE4 and memory score while usage of structural MRI improved the classification of individual patient’s pTau status.
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1. Introduction

Alzheimer’s disease (AD), a most common cause of dementia, is a progressive neurodegenerative disease affecting the ageing population worldwide. AD predominantly impairs the memory domain, eventually leading to the state of dementia where most cognitive functions are impaired and daily life activities are disrupted. (Gaugler et al., 2019). The current understanding of the disease pathology states that AD progression starts long before the clinically manifest dementia (Morris, 2005; Jack et al., 2016; Dubois et al., 2016; Beason-Held et al.,
According to the well-established Amyloid-Cascade-Hypothesis, AD begins with amyloid-beta (Aβ) protein accumulation and tau pathology followed by neurodegeneration (atrophy of the neuropil and loss of neurons causing brain atrophy) and cognitive impairment (Murphy and LeVine III, 2010; Jack Jr et al., 2013a; Blennow et al., 2012). Neurodegeneration may be characterized by measuring total tau in CSF, using magnetic resonance imaging (MRI) techniques, by assessing local brain volumes (Frisoni et al., 2010; Knesarek, 2015; Besson et al., 2015), and metabolism using positron-emission tomography (PET) (Forsberg et al., 2008; Humpel, 2011).

An important challenge in the clinical practice as well as in AD research is to determine the relationship between cognitive impairment, structural brain alterations, and biomarkers of amyloid or tau pathology, both cross-sectionally and with regards to longitudinal cognitive decline. Here, we address some of these challenges from the perspective of predictive modelling and the machine learning approach.

Scientifically, this approach can reveal mechanisms contributing to cognitive or brain reserve (Stern et al., 2020). Given the regional distribution of amyloid and tau pathology in AD, it is likely that the volume of the affected brain regions are predictive of biomarker burden (Ossenkoppele et al., 2016). To the extent that the same brain regions are also components of neurocognitive circuits such as for memory formation, they predict both biomarker status and cognitive performance cross-sectionally. If, on the other hand, MR-based volumes and demographic variables jointly predict substantially more variance in cognitive performance than CSF biomarkers, this might indicate the joint operation of cognitive and brain reserve mechanisms. From a clinical perspective, understanding the relative contribution of demographics/genetic variables (ApoE4), CSF biomarker status and patterns of brain volumes to predict cognitive decline is relevant for early detection and diagnosis. For instance, if regional brain volumes substantially add to the prediction of longitudinal cognitive decline, over and above demographic/genetic variables and biomarker status, MRI should become part of the decision making process for identifying rapid decliners and thereby of individuals who should be prioritised for disease-modifying treatments (Cummings et al., 2016).

Machine learning (ML) or artificial intelligence based on computational models and large datasets has boosted medical image analysis and clinical decision support over the past decade (Davatzikos et al., 2019; Mateos-Pérez et al., 2018; Arbabshirani et al., 2017; Salvatore et al., 2016). It is a powerful and promising set of tools to assist doctors with quantitative evidence about individual patients, by supporting diagnosis and prognosis of developmental, psychiatric and neurodegenerative disorders. These pattern-based predictions can be particularly useful in subjects at risk of dementia, to obtain a clinical staging for potential treatments and also introduce more precise diagnostic and predictive biomarkers of clinical outcomes, to achieve an informed matching of available treatments to patients (Rathore et al., 2017).

There are conceptually two different types of ML approaches, one is to predict continuous variables (known as regression) and the other one is to predict...
binary variables \( y \in \{-1, 1\} \) (known as classification) (Bishop, 2006). One particularly important application of ML is to implement a predictive model for biomarkers or cognitive decline. Studies using regression for prediction of cognitive performance differences have been previously introduced for assessing cognitive competence/ability and predicting IQ in healthy individuals (Rohde and Thompson, 2007; Bradley and Caldwell, 1980; Barber, 2005). One particularly important application of ML is to implement a predictive model for biomarkers or cognitive decline. Similarly, studies predict cognitive performance (Kandiah et al., 2014; Doraiswamy et al., 1998; Woodard et al., 2010) and biomarkers status (Prestia et al., 2015; Besson et al., 2015) in older cognitively impaired individuals. Two aspects of effective predictions are to incorporate multiple sources of information such as different morphometric brain properties e.g. from different features or tissue classes (Monté-Rubio et al., 2018), image modalities (e.g. T1 and FLAIR) (Amyot et al., 2015; Johnson et al., 2012; Sui et al., 2012), and accounting for demographic background and subjects-specific covariates (Ziegler et al., 2014). In recent years, many new tools for predicting cognitive performance and biomarkers status of AD have been integrated and support individualized diagnosis and prognosis (Marquand et al., 2014; Davatzikos et al., 2001; Franke et al., 2010; Rathore et al., 2017). For classification and regression, in addition to classical kernel-based methods such as support vector machines (Shawe-Taylor and Cristianini, 2004), Gaussian processes (Rasmussen and Williams, 2006), multi-kernel approaches (Pettersson-Yeo et al., 2014; Aksman et al., 2019), and neural networks (Fisher et al., 2019; Jo et al., 2019; Dyrba et al., 2021) are increasingly applied.

Machine learning using the so-called ‘kernel-method’ has been shown to reveal powerful applications in the context of neuroimaging (Dosenbach et al., 2010). A kernel serves as a bottleneck in learning algorithms that captures (and compresses) relevant individual differences even for high-dimensional input data such as images (Shawe-Taylor et al., 2004). Furthermore, kernel methods have shown promising performance in studies comparing different machine learning frameworks (Jollans et al., 2019) and even similar performance, when compared to the recent deep neural networks (He et al., 2020). Here we generalize ideas from (Ashburner and Klöppel, 2011) for multivariate classification and regression based on (primarily) linear kernels efficiently representing different morphometric brain features (such as gray matter (GM), white matter (WM) & cerebrospinal fluid (CSF); see also (Monté-Rubio et al., 2018)), and subjects-specific covariates (for example age, sex & education; see also (Ziegler et al., 2014)). Using kernels in combination enables to explore the contribution of information from different sources (for instance morphometric brain features & subject-specific covariates) (Zu et al., 2016). Previous studies described how to combine multiple kernels (Rakotomamonjy et al., 2008; Gönen and Alpaydın, 2011; Bach et al., 2004) and report that usage of multiple kernels can improve overall predictive performance (Gönen and Alpaydın, 2011; Wilson and Adams, 2013).

There is a compelling argument towards a Bayesian treatment of uncertainties of predictions in clinical and translational applications (Kim and Ghahra-
man, 2006; Filippone et al., 2012). We therefore, focus on Gaussian Process (GP) models, which enable full probabilistic predictions and Bayesian model comparisons (Rasmussen and Williams, 2006). GPs are flexible tools for regression of continuous metrics (such as current and memory performance at follow-up) and classification of binary variables (such as biomarker positivity). Moreover, GPs allow effective handling of multiple information sources of individual differences using multi-kernel learning (Marquand et al., 2014; Rakotomamonjy et al., 2008; Bach et al., 2004; Zu et al., 2016).

In this study, we present an application of multi-kernel learning to predict the cognitive performance and the biomarker status of subjects in a large well-characterized longitudinal MRI cohort of ageing and AD subjects. The applied GP model for prediction of cognitive performance and biomarker status determines the optimal (positive) weighted combination of image-based kernel matrices. Using the optimally selected kernels, we first assess the influence of (A) using alternative combinations of kernels from different morphometric aspects such as tissue classes; (B) using different spatial feature resolutions & feature types (modulated vs un-modulated); (C) the importance of incorporating demography and covariates; (D) impact of training size; (E) influence of reducing the dimensions of MR data and (E) non-linear kernels; all these aspects are evaluated concerning predictive performance (marginal likelihood). Finally, the clinical utility of imaging metrics will be assessed by their predictive power for new data samples including longitudinal cognitive follow-up data using 10-fold nested cross-validation.

2. Methods

2.1. Predictive model

A predictive model of cognitive ageing accurately predicts target (or output) variable $y^*$ such as individual memory performance of an older study participant based on a new input test data sample $x^*$ such as an MRI scan and/or subject-specific covariates. This model can be implemented by learning some unknown function $f$ that maps input data features to outputs using a large set of training data $D = \{X, y\}$, where $X$ represents input data of the training sample of MR features and a set of informative covariates e.g. $[\text{age, sex, education}]$ obtained from concatenating individual features $x_i$ for all $n$ training subjects. In this work, we focus on two clinically relevant prediction scenarios. First, we aim at an MR-based prediction of individual memory performance (at baseline or follow-up) where all targets $y_i$ (for subject $i$) refer to observations of a continuous variable. Secondly, using similar MRI feature sets we aim to classify subjects regarding their biomarker status i.e. $y_i \in \{-1, +1\}$. In the following section, we briefly revisit regression of continuous variables, and binary classification using multi-kernel learning and Gaussian processes.

2.2. Gaussian process regression

In general a Gaussian process (GP) describes a (prior) distribution over functions, which is fully specified by its mean $m$ and covariance $k$ (for a technical
introduction see Rasmussen and Williams, 2006)

\[ f(x) \sim \mathcal{GP}(m(x), k(x, x')) . \]  

(1)

Gaussian process regression (GPR) is a non-parametric generalization of linear regression and can be described for training data \( D = \{(x_i, y_i)\}_{i=1}^n \) as

\[ y_i = f(x_i) + \epsilon_i, \quad \epsilon_i \sim \mathcal{N}(0, \sigma^2) \]  

(2)

with subject index \( i \), and an additive independent identically distributed Gaussian noise with variance \( \sigma^2 \). In this study the latent function \( f(x) \) incorporates our knowledge about an older participant’s memory score in different locations \( x \) of the brain morphometric and covariate feature space describing individual differences. More specifically the prior mean and covariance are functions of the input data and imply a prior distribution over latent mappings \( f \)

\[ m(x) = \mathbb{E}[f(x)] \]

\[ k(x, x') = \mathbb{E}[(f(x) - m(x))(f(x') - m(x'))] . \]  

(3)

The principal idea of GPR then is that we assume that the covariance of cognitive scores \( f(x) \) is a function of the similarities of participants’ brain morphometry, expressed by a specific choice of a kernel mapping \( k \). In this particular study, we further explored the following choices for \( k \) using linear kernels, squared exponential (SE) kernels for imaging modalities, and automatic relevance determination (ARD) for small dimensional covariate spaces:

\[ k_{\text{lin}}(x, x') = x \cdot x' \]  

(4)

\[ k_{\text{se}}(x, x') = \exp\left(-\frac{\|x - x'\|^2}{2\ell^2}\right) \]  

(5)

\[ k_{\text{ard}}(x, x') = \exp\left(-\frac{1}{2} \sum_{j=1}^{d} \frac{1}{\ell_j^2} (x_j - x'_j)^2\right) . \]  

(6)

When using SE kernels and ARD we introduce additional hyperparameters such as characteristic length scale \( \ell_j \) of feature dimension \( j \). Having usually noisy observations the above model implies the following covariance for observed memory scores:

\[ \text{cov}(y) = K(x, x') + \sigma_n^2 I \]  

(7)

with \( y \) referring to a column vector of all observed memory scores and \( K(x, x') \) denoting the evaluated kernel for all pairs of training points \( x \). Furthermore we are interested in predictive distributions for new test sample \( x^* \) given a large dataset. This can be obtained using joint distribution of training \( y \) and testing \( y^* \) samples, and then conditioning \( y^* | y \) gives us predictive mean and variance

\[ \bar{f}_* = K^*(K + \sigma_n^2 I)^{-1} y \]  

\[ \text{cov}(f_*) = K^{**} - K^*(K + \sigma_n^2 I)^{-1} K^* \]  

(8)  

(9)
using $K = K(x, x)$, $K^* = K(x, x^*)$ and $K^{**} = K(x^*, x^*)$ for notation simplicity. The robustness of the GPR model is dependent on the choice of covariance function and its parameters $\theta$. In order to choose sensible parameter estimates, we introduce the expression for the model evidence (or marginal likelihood) given by

$$p(y|x) = \int p(y|\theta, x)p(\theta|x)d\theta$$

(10)

using the likelihood $p(y|\theta, x)$ and the prior $p(\theta|x) \sim \mathcal{N}(0, K)$. Integrating over factorized Gaussian likelihood and prior and evaluating the terms further results in the log marginal likelihood

$$\log p(y|x) = -\frac{1}{2}y^T(K + \sigma_n^2 I)^{-1}y - \frac{1}{2} \log |K + \sigma_n^2 I| - \frac{n}{2} \log 2\pi$$

(11)

which is further used for model training and optimization of the (hyper-) parameters of the GP model. For efficient computation and numerical stability of matrix inversion, we use Cholesky decomposition (Rasmussen and Williams, 2006).

2.3. Gaussian process classifier

A Gaussian process classifier (GPC) for binary classification, $y_i \in \{-1, 1\}$ is a non-parametric generalization of linear logistic regression. It places a GP prior over the latent function $f(x)$ and maps it through the logistic function to model posterior class probability as $p(y = 1|x) = \sigma(f(x))$ (for details see Rasmussen and Williams, 2006). The inference of GPC is a two-step process. The first step is similar to GPR, which involves to compute the latent variable predictions $p(f^*|f) \sim \mathcal{N}(\bar{f}^*, \text{cov}(f^*))$ for the test sample similar to eq. (8) and eq. (9). In the second step, the latent function $f^*$ is squeezed through a sigmoid function to estimate class membership probability given by

$$p(y^* = +1|x, y, x^*) = \int \sigma(f^*)p(f^*|x, y, x^*)df^*$$

(12)

accounting for all uncertainties. However in contrast to GPR eq. (12) is not tractable analytically for certain sigmoid functions (such as the logistic sigmoid) and therefore we make use of the Laplace approximation to compute the approximation of the latent variable distribution

$$p(f^*|x, y, x^*) = \int p(f^*)p(f|x, y, x^*)df.$$

(13)

GPC model optimization of covariance functions and its parameters $\theta$ can be performed similarly to GPR but using an approximation of the marginal likelihood. For more details about Laplace approximation can be found elsewhere (Bishop, 2006; Rasmussen and Williams, 2006).
2.4. Multi-kernel learning

In order to enable the contribution of multiple imaging modalities (or feature types) and covariates to the predictions of individual memory performance and bio-marker status, we apply so called multi-kernel learning using a linear combination of kernels (Pettersson-Yeo et al., 2014; Aksman et al., 2019; Marquand et al., 2014)

\[ \hat{k}(x, x') = \sum_{p=1}^{P} a_p k_p(x, x') \]  

(14)

with a-priori unknown amplitude (hyper-) parameters \([a_1, ..., a_p]\) for \(p\) feature types, such as GM volume, WM volumes extracted from T1 weighted MRI scans and covariates such as age. \(k_p\) can be chosen using above choices for kernels (\(k_{lin}, k_{se}\) or \(k_{ard}\)) that encode feature similarity differently. The linear combination of kernel matrices \(\hat{k}\) here embeds all subject-specific input data (e.g. voxel-based images) in a high dimensional space to measure similarity between each input. One key advantage of using above kernel mappings for GPR and GPC is to replace the large covariance matrices representing the high dimensional images by much smaller (and more efficient) kernel matrices \((n \times n)\).

2.5. Model optimization and generalization performance

The model optimization for all GP models was performed by maximizing the log-marginal likelihood using Newton-conjugate gradient descent (Bishop, 2006), which aims to find a global optimal value of hyperparameters. In order to evaluate the out-of-sample predictive performance of the GP model, we employed 10-fold nested cross-validation (CV) strategy on the whole dataset, where the outer 10-fold loop assesses the performance of the model. This strategy was followed to study the influence of feature combinations, image parameters (resolution) and kernels under various features and model combinations. The hyperparameters of the model are evaluated using the inner 10 folds and the final CV performance of the model was measured as an average score (Pearson’s correlation and \(R^2\) score in case of regression and AUC score in case of classification) across the outer loop of 10-fold nested CV (Scheinost et al., 2019; Varoquaux, 2018; Kohavi et al., 1995; Pereira et al., 2009). We also perform training repeatedly with different initialization of parameters \(\theta\) for finding the global minimum. All applications using GP inference and prediction on MRI data in this paper were performed using custom-made implementation in Python. The code for the GP-MKL model is available at https://github.com/neuroprognosis/GPMKL.

2.6. Application to real MRI sample

The DZNE-longitudinal cognitive impairment and dementia (DELCODE) cohort is a multi-centric observational study collected at 10 sites of the German Center of Neurodegenerative Diseases (DZNE). The full sample at baseline includes 1079 participants representing a broad spectrum ranging from healthy towards clinically diagnosed as dementia. More specifically these include 236 healthy controls (HC) without any cognitive impairment, 444 subjects with
subjective cognitive decline (SCD), 191 cases with mild cognitive impairment (MCI), 126 Alzheimer’s patients (AD) and 82 first-degree relatives of AD patients (ADR) (Jessen et al., 2018). Subjects in the HC and ADR groups were recruited by public advertisement, whereas SCD, MCI and AD subjects through referrals (including self-referrals) in the participating memory centers. Out of 1079 subjects, 973 subjects were between 59 and 89 years old and had T1-weighted data. Of these 973 subjects, 14 subjects were excluded due to MR artifacts and poor processing quality (see details below). The inclusion criteria for the DELCODE study were as follows: SCD, MCI and AD participants were clinically assessed including medical history, psychiatric and neurological examination, neuropsychological testing, blood laboratory work-up, and routine MRI, all according to the local standards. SCD subjects were defined by the presence of subjective cognitive decline with a test performance better than -1.5 standard deviations (SD) below the age, sex, and education-adjusted normal performance on all subtests of the Consortium to Establish a Registry for Alzheimer’s Disease (CERAD) neuropsychological battery. The MCI group included individuals with amnestic MCI, defined by observed cognitive decline and age, sex, and education-adjusted performance below –1.5 SD on the delayed recall trial of the CERAD word-list episodic memory tests (Jessen et al., 2014; Molinuevo et al., 2017). Moreover, subjects with mild Alzheimer’s dementia had a score of at least ≥ 18 on the Mini-Mental-State Examination (MMSE) according to the recommendation from the National Institute on Aging-Alzheimer’s Association workgroups on diagnostic guidelines for Alzheimer’s disease (McKhann et al. (2011)).

Via advertisement text the HC and ADR participants were explicitly inquired to feel healthy and without relevant cognitive problems. All subjects that responded to the advertisement were screened by telephone with regard to SCD criteria (above). The report of very subtle cognitive decline, which (A) did not cause any subjective concerns; and (B) was considered normal for the age by the individual, was not an exclusion criterion for the HC group. Both the HC and SCD groups had to achieve unimpaired cognitive performance according to the same definition. Additional inclusion criteria for all groups were an age of at least 60 years, fluent German language skills, capacity to provide informed consent, and presence of a study partner. The descriptive statistics of 959 subjects are summarized in Table 1.

2.7. Memory performance assessment

The DELCODE neuropsychological battery assessment (DELCODE-NP) includes MMSE (Folstein et al., 1975), ADAS-Cog 13 (Mohs et al., 1997), FCSRT-IR (Grober et al., 2009), WMS-R Logical Memory Story A, WMS-R Digit Span (Petermann and Lepach, 2012), semantic fluency (animals) (Lezak et al., 2004),

2DELCODE is retrospectively registered at the German Clinical Trials Register (DRKS00007966), (04/05/2015). The study has been approved by the ethics commission and the local institutional review boards.
### Table 1: Demographic information for the participants from the DELCODE cohort used in this modelling study. The memory score (see section 2.7) is transformed using min-max normalization to the unit interval. Age & education are indicated in years.

<table>
<thead>
<tr>
<th>Variable</th>
<th>HC</th>
<th>SCD</th>
<th>MCI</th>
<th>AD</th>
<th>ADR</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of subjects</td>
<td>229</td>
<td>388</td>
<td>158</td>
<td>109</td>
<td>75</td>
</tr>
<tr>
<td>Males/females</td>
<td>129/94</td>
<td>173/200</td>
<td>69/82</td>
<td>63/44</td>
<td>44/31</td>
</tr>
<tr>
<td>Age (Mean ± SD)</td>
<td>69.46 ± 5.42</td>
<td>71.27 ± 6.06</td>
<td>72.91 ± 5.72</td>
<td>75.19 ± 6.25</td>
<td>66.27 ± 4.61</td>
</tr>
<tr>
<td>Memory score (Mean ± SD)</td>
<td>0.77 ± 0.09</td>
<td>0.72 ± 0.11</td>
<td>0.49 ± 0.14</td>
<td>0.25 ± 0.10</td>
<td>0.76 ± 0.11</td>
</tr>
<tr>
<td>Education (Mean ± SD)</td>
<td>14.72 ± 2.75</td>
<td>14.82 ± 2.99</td>
<td>14.11 ± 3.21</td>
<td>12.84 ± 3.84</td>
<td>14.60 ± 2.77</td>
</tr>
</tbody>
</table>

In our study, global memory performance factor with improved psychometric properties was derived using Confirmatory Factor Analysis (CFA) for baseline measures (Wolfsgruber et al., 2020). Due to availability constraints, cross-sectional baseline predictions of memory performance were based on this CFA-based memory factor while longitudinal analyses were focussed on PACC5 score.

2.8. **CSF biomarker positivity**

Out of 959 subjects of the DELCODE cohort, Cerebrospinal fluid (CSF) biomarker (Aβ42/40 and pTau) characterization was available for a subset of 453 (47.23 %) subjects. The CSF biomarkers were determined using commercially available kits according to vendor specifications: V-PLEX Aβ Peptide Panel 1 (6E10) Kit (K15200E) and V-PLEX Human Total Tau Kit (K151LAE) (Mesoscale Diagnostics LLC, Rockville, USA), and Innotest Phospho-Tau(181P) (81581; Fujirebio Germany GmbH, Hannover, Germany). The cutoff value of the normal and abnormal concentration of Aβ42/40 is defined as 0.08 pg/ml.
(below pathological) and of pTau 73.65 pg/ml (above pathological). These cut-offs were determined on the basis of all DELCODE Baseline CSF data (n = 527) by Gaussian mixture modeling using the R package flexmix (version 2.3-15).

2.9. MRI acquisition

MRI scans were acquired in 9 out of 10 involved DZNE sites (3T Siemens scanners: 3 TIM Trio systems, 4 Verio systems, 1 Skyra and 1 Prisma system). Our main analyses were based on whole-brain T1-weighted MPRAGE (3D GRAPPA PAT 2, 1 mm3 isotropic, 256 X 256 px, 192 slices, sagittal, 5 min, TR 2500 ms, TE 4.33 ms, TI 110 ms, FA 7°). Further ROI and covariate processing was based on the additionally available FLAIR protocol (for details see (Jessen et al., 2018)).

2.10. MRI preprocessing and feature generation

We prepared morphometric brain features following ideas from computational anatomy and Voxel-based Morphometry (VBM). This was achieved by combining spatial normalization of SPM (Welcome Trust Centre for Human Neuroimaging, London, UK, http://www.fil.ion.ucl.ac.uk/spm) and segmentation from CAT12 (http://www.neuro.uni-jena.de/cat/, r1615, Jena, Germany) toolbox. All T1-weighted images were corrected for bias-field inhomogeneities, non-brain tissue was stripped, the grey matter (GM), white matter (WM), and cerebrospinal fluid (CSF) brain tissue types were segmented using the CAT12 segmentation algorithm with partial volume estimation to account for mixed voxels with two tissue types (Tohka et al., 2004) and adaptive maximum a posteriori (AMAP) (Rajapakse et al., 1997). Finally, all scans were iteratively registered with a study-specific template space using rigid and non-linear diffeomorphic transformations (Ashburner and Friston, 2009, 2011). Previous results from Monté-Rubio et al. (2018) show that unmodulated segment images when compared to modulated segment images (using Jacobian determinant) showed improved predictive performance over multiple tasks. We therefore generated and compared different morphometric features under variation of certain imaging parameters such as resolution (see next section). All further kernel estimates were based on vectorized versions of these images and represent a whole-brain approach.

2.11. Accounting for covariates, risk factors and nuisance variables

Covariates and nuisance variables that correlate with the imaging data might affect the predictive performance of a model by adding variability to the data (Scheinost et al., 2019; Sanderman et al., 2006). From a clinical perspective, these variables can also affect the interpretability of the model trained using neuroimaging data. Therefore, it’s important to account for these variables in the predictive model. Rao et al. (2017) suggested in dealing with confounds with respect to predictive modelling, is to include confounds as a predictor along with the imaging features in the model (Rao et al., 2015). The most commonly found demographic covariates in prediction studies are age and sex (Alfaro-Almagro
et al., 2021; Rao et al., 2017; Abdulkadir et al., 2014). Importantly, the latter variables have been associated with the risk of progression towards pathological ageing and AD (Lindsay et al., 2002; Riedel et al., 2016). In addition, genetic information such as ApoE4 status has been shown to increase the risk for AD and therefore might covary with memory performance and biomarker status (Wolfsgruber et al., 2014). An important nuisance variable in multi-center studies is the acquisition site. Therefore, in this predictive modelling study we considered acquisition site as predictors to account for potential covariate and confounding effects in the model by including as a predictor along with different types.

2.12. Application of GP-MKL framework to the DELCODE cohort

Next, we evaluated the performance of the GP-MKL framework for providing clinically relevant predictions of (Task I) memory performance and (Task II) biomarker positivity ($A\beta_{42/40}$ and pTau) in DELCODE study participants. A schematic overview of the applied framework is provided in Fig. 1 following the preprocessing pipeline described earlier.

Figure 1: GP-MKL framework, where the T1-weighted scans are segmented into different brain tissue types using the CAT12 segmentation algorithm. (2) The segmented tissue types are then aligned in the same space using a non-linear image registration algorithm to obtain morphometric features. (3) These morphometric features are mapped to kernels and forwarded to the GP-MKL framework for prediction of memory performance and biomarker status using 10 fold nested CV.

2.12.1. Prediction Task I: Memory performance

The individual memory performance was predicted using successively richer feature sets comprising (A1) demographic covariates and ApoE4 genotype (A2) multiple morphometric imaging features such as gray matter density; and (A3)
CSF biomarkers. First, we started by using commonly known informative demographic covariates (Demo = [age, sex, education]) and derived one separate kernel for each of these feature types entering the GP-MKL model. Additionally, we include ApoE4, a strongest genetic risk factor of AD (M Di Battista et al., 2016). This forms a baseline model which captures those cognitive performance differences.

Second, we focused on memory prediction using MRI-based brain features. More specifically, we systematically compared (A) combinations of tissue classes (GM, WM, CSF) and feature type (modulated vs. unmodulated) for memory performance prediction; (B) the influence of smoothing kernel size; and (C) image resolution (1mm, 2mm, 4mm and 8mm) for the resulting brain tissue features fed into GP-based predictive models. Initially, we applied a whole-brain mask to extract voxelwise features such as gray matter density for each subject. The features were then fed into selected kernels (eq. 4, 5, 6) for different feature types to derive kernel matrices. These kernel matrices were then used to predict memory performance and biomarker positivity using GP-MKL.

Third, since neuropsychological testing, MRI and CSF biomarkers come at different costs for patient and researchers, we aimed at quantitative head-to-head comparisons. For the subsample with available biomarker characterization, we additionally generated kernels for $A\beta^{42/40}$ and pTau separately using eq. 4, 5, 6. Note, the biomarker-based predictive features are only used during our first task aiming at memory performance as a target variable. The above potential sources of information are used to predict performance differences are expected to be partially redundant or complementary. We therefore, evaluated their selected feature combinations, resulting in more complex models and a higher number of kernels. In order to assess the performance and validate the GP-MKL predictive model during nested 10-fold CV, the correlation between predicted and true memory score and prediction $R^2$ (cross-validation $R^2 = 1 - MSE(\text{predicted} - \text{observed})/MSE(\text{observed} - \mu)$) score was estimated, where MSE is the mean squared error and $\mu$ is the mean of the observed variable (Scheinost et al., 2019).

2.12.2. Prediction Task II: Biomarker positivity

To classify biomarker positivity ($A\beta^{42/40}(+ve/-ve)$ and pTau(+ve/-ve)) for the available data of 453 subjects, we used the same combinations of demographics, ApoE4 genotype and MRI features that we used during prediction of memory performance. To avoid circular inference, CSF biomarker features were not used as inputs to the machine learning algorithm in this prediction task. However, we additionally included the memory factor score obtained from neuropsychological testing to the set of evaluated feature combinations. For prediction of binary biomarker positivity, the overall performance was assessed by determining how well the classifier performed at various threshold settings. This was done by evaluating the area under the curve (AUC) of the Receiver Operating Characteristic (ROC). If AUC=1, the classifier can distinguish +ve and -ve classes in all test subjects perfectly. Since the classifier operates at 50-50 chance of guessing the classes correctly, if $0.5 < AUC < 1$, there is a better
chance at identifying classes accurately than guessing. Note, before evaluating the performance of the classifier, the training and test samples were balanced across the outer and inner fold of the nested cross-validation.

2.12.3. Testing GP-MKL model variations

The above tasks were focussed on evaluating predictive combinations of input feature sets. However, there are potential contributions of preprocessing parameters. Firstly, we studied choices of filter size of smoothing (ranging from 0 to 15 mm FWHM) using modulated and unmodulated brain tissue types for various image resolutions (1mm, 2mm, 4mm and 8mm). Additionally, we studied the influence of further aspects of the model and training sample. We investigated the impact of the size of the training data set (i.e., number of subjects) in order to enable useful extrapolations for future studies on similar prediction tasks. Moreover, as shown in previous machine learning applications we explored the potential influence of reducing the dimensions of data using principal component analysis (PCA). Finally, we test the particular choice of linear vs. non-linear kernels such as squared exponential kernel (aka RBF) and ARD kernel.

2.12.4. Validation using longitudinal data

The above model explored baseline associations of brain and clinical outcomes using a predictive approach. However, the framework has potential for clinical translational applications by predicting clinical outcome measures not only at baseline but at follow up measurements, i.e. prediction of the future memory scores. In this final experiment, we used available longitudinal data of the DELCODE cohort to predict individual memory performance at follow-up using baseline MRI and other covariates. Due to longitudinal availability, we here focussed on the cognitive composite score PACC5 (rather than the memory factor score) and re-trained the model using baseline data (DEMO, MRI and CSF biomarkers) to predict PACC5 scores at annual follow-ups. The PACC5 score was available at baseline and five annual follow-ups for 877/695/502/373/197/41 subjects respectively.

3. Results

3.1. Prediction of memory performance

We started by training the GP-MKL framework with a simple baseline model that only used informative demographic covariates (DEMO) such as age, sex and education to predict each participant’s individual memory performance. The model performance in terms of correlation of predicted and true memory scores and predictive $R^2$ averaged across outer 10-fold CV was estimated to be $r = 0.49 \pm 0.11$ and $R^2 = 0.24 \pm 0.1$. Additionally including ApoE4 improved the performance of the model to $r = 0.53 \pm 0.09, R^2 = 0.28 \pm 0.09$. Therefore, we further included ApoE4 as one of the demographic covariates (abbreviated as DEMO+ApoE) in all further analyses.
We then explored the potential of using MRI-based brain features for improved prediction of memory performance over the above baseline model. There is a variety of morphometric voxel-based MRI features such as tissue class, modulation vs. no-modulation, smoothness etc. that can be chosen for MKL predictive models. We studied the effects of variations of pre-processing of imaging features in greater detail including the results of optimal parameters presented in a subsequent section (3.3) and here focus on the summary how demographic covariates and risk factors in combination with these 'optimal' sMRI imaging features (GM+CSF of 4mm smoothness and image resolution) performed in predicting the participant’s memory performance. A summary of out of sample predictive performance for all combinations of feature types in predicting memory is provided in Table 2.

<table>
<thead>
<tr>
<th>Feature types</th>
<th>Performance scores</th>
<th>Kernels (hyperparameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation score</td>
<td>$R^2$ score</td>
</tr>
<tr>
<td>DEMO+ApoE4</td>
<td>0.53 ± 0.09</td>
<td>0.38 ± 0.09</td>
</tr>
<tr>
<td>sMRI</td>
<td>0.73 ± 0.03</td>
<td>0.54 ± 0.05</td>
</tr>
<tr>
<td>CSRF Biomarkers</td>
<td>0.56 ± 0.11</td>
<td>0.31 ± 0.11</td>
</tr>
<tr>
<td>DEMO + ApoE4 + sMRI</td>
<td>0.75 ± 0.02</td>
<td>0.55 ± 0.04</td>
</tr>
<tr>
<td>CSRF Biomarkers</td>
<td>0.64 ± 0.08</td>
<td>0.40 ± 0.1</td>
</tr>
<tr>
<td>DEMO + ApoE4 + CSRF Biomarkers</td>
<td>0.75 ± 0.03</td>
<td>0.55 ± 0.1</td>
</tr>
<tr>
<td>DEMO + ApoE4 + sMRI + CSRF Biomarkers</td>
<td>0.77 ± 0.06</td>
<td>0.57 ± 0.1</td>
</tr>
</tbody>
</table>

Table 2: Illustrates summary of predictive accuracy for different combination of feature types to predict individual memory performance. The predictive variance refers to the variance of the predictive distribution given the baseline features of an unseen subject is given as a measure of uncertainty of individual predictions. When CSF biomarkers were used it also increases since training sample size is reduced due to availability (see also Fig 3.3 (b.1) for the effect of predictive variance for different sample sizes). Kernels (hyperparameters) represents no: of kernels used in the model and no: of hyperparameters estimated by the model.

The combination of demographics, ApoE4 and optimal sMRI revealed a predictive accuracy of $r = 0.75 ± 0.02$ and predictive $R^2 = 0.55 ± 0.04$. Therefore, including specific morphometric sMRI features in addition to demographic variables enhanced the overall performance substantially by $\Delta R^2 = 0.27$. However, adding subject level risk scores like age, sex, education and ApoE4 did only slightly improve predictive performance of memory performance over sMRI in isolation.

Finally, we incorporated the CSF biomarker (47.23% subjects) characterization in our predictive framework for the memory prediction task. More specifically, we focused on the question if $A\beta^{42}/40$ and pTau levels obtained from invasive lumbar puncture along with demographic and/or sMRI can further improve prediction of each participant’s memory performance. For this purpose, we evaluated the GP-MKL model in a sub-sample with available CSF biomarkers and generated separate kernels for $A\beta^{42}/40$ and pTau. When using demography, ApoE4 status, sMRI and CSF biomarkers combined nested cross validation revealed accuracies of $r = 0.77 ± 0.06$ and predictive $R^2 = 0.57 ± 0.1$. The relationship between predicted and true memory performance for this model is illustrated in Fig. 2.

In summary, the overall predictive accuracy improvement over the baseline model, which only considered covariates (e.g. from demography and ApoE4
status) increased by $\Delta R^2 = 0.27$ for MRI and $\Delta R^2 = 0.12$ for inclusion of Aβ42/40 and pTau biomarkers. The combination of demographic, structural brain and CSF biomarkers feature types revealed highest predictive accuracies in predicting the baseline memory performance. Furthermore, the variance of the predictive distribution was slightly improved for the best predictor combinations (see Table 2).

3.2. Prediction of biomarker positivity

In analogy to the above procedure, we first used the informative covariates (such as age, sex, education, and ApoE4) to predict CSF biomarker positivity. We trained our GP-MKL classifier for the DELCODE cohort subsample with available CSF biomarkers (42.07% of subjects) and assessed the classifier performance using nested cross-validation.

The accuracy for prediction of Aβ42/40 positivity when only using these covariates was estimated with an AUC score of $0.83 \pm 0.06$ (specificity: 75%, sensitivity: 77%) and for pTau an AUC score of $0.73 \pm 0.07$ (spec: 62%, sens: 75%). Similar to the memory prediction task, we explored including variations of voxel-based MRI features with different tissue classes, modulation vs no-modulation and various smoothness parameters (for explanation see section 3.3). We then used the best performing imaging features from the biomarker classification task in addition to covariates to enrich the inputs.

Using the combined features from sMRI, demographics, and ApoE4, we observed a classifier performance with AUC=$0.76 \pm 0.12$ (spec: 76%, sens. 61%).

Figure 2: Illustrates prediction of individual memory performance using a combination of demographic covariates, MRI-based brain features (4mm image resolution and 4mm FWHM smoothness), and CSF biomarkers (Aβ42/40 and pTau).
for Aβ42/40 and AUC=0.82±0.13 (spec: 94%, sens: 38%) for pTau. The overall accuracy of pTau classification was slightly improved when using additional sMRI imaging features while accuracy for Aβ42/40 was unexpectedly found to be reduced. The increase of AUC for pTau was accompanied by a marked increase in specificity to 94% while the sensitivity dropped to 38%. To investigate what’s potentially driving the sensitivity differences, we trained the classification model on imaging data alone and achieved an AUC score of 0.72±0.12 (spec: 75%, sens: 54%) for Aβ42/40 and AUC score of 0.80±0.13 (spec = 94%, sens = 34%) for pTau. The results suggested that the pattern of very high specificity and low sensitivity is rather a characteristic of the structural sMRI features during pTau classification. The AUC values for selected feature combinations are provided in Table 3.

<table>
<thead>
<tr>
<th>Feature types</th>
<th>AUC score Aβ42/40 (spec/sens)</th>
<th>AUC score pTau (spec/sens)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEMO + ApoE4</td>
<td>0.83 ± 0.06 (75%/77%)</td>
<td>0.73 ± 0.07 (62%/75%)</td>
</tr>
<tr>
<td>sMRI</td>
<td>0.73 ± 0.12 (75%/54%)</td>
<td>0.80 ± 0.13 (94%/34%)</td>
</tr>
<tr>
<td>Memory score</td>
<td>0.76 ± 0.1 (78%/61%)</td>
<td>0.76 ± 0.1 (71%/71%)</td>
</tr>
<tr>
<td>DEMO + ApoE4 + sMRI</td>
<td>0.79 ± 0.12 (81%/63%)</td>
<td>0.82 ± 0.13 (94%/38%)</td>
</tr>
<tr>
<td>DEMO + ApoE4 + Memory</td>
<td>0.86 ± 0.06 (81%/76%)</td>
<td>0.78 ± 0.07 (70%/74%)</td>
</tr>
<tr>
<td>DEMO + ApoE4 + Memory + sMRI</td>
<td>0.78 ± 0.13 (79%/63%)</td>
<td>0.83 ± 0.12 (95%/37%)</td>
</tr>
</tbody>
</table>

Table 3: Illustrates a summary of Area Under Curve (AUC) performance scores from nested cross-validation for different combinations of features to classify CSF biomarkers positivity using the GP-MKL framework in the DELCODE cohort.

To further explore alternative feature combinations for optimal CSF biomarkers classification, we used neuropsychological test-based memory performance scores to predict CSF biomarker positivity. Notably, while playing the role of the target in above prediction task, here memory performance is an additional input to classification algorithms predicting biomarker status. We combined kernels for memory performance with those from demographic and ApoE4 covariates (as above) and obtained an estimate of classification accuracy for Aβ42/40 of AUC=0.86 ± 0.06 (spec: 81%, sens: 76%) and for pTau the AUC=0.78 ± 0.07 (spec: 70%, sens: 74%). Using a neuropsychological memory score provided higher predictive accuracy (specificity and sensitivity) when classifying CSF Aβ42/40 positivity compared to using neuroimaging markers. For pTau the integrated AUC of 0.82 was slightly higher when using sMRI instead of AUC of 0.78 when using a memory test-score (in combination with demographic covariates). However, the sensitivity and specificity profile was more un-balanced when using sMRI pointing to very high specificity at the cost of sensitivity.

Finally, we combined all available baseline feature sets using neuropsychological memory performance, with demographic covariates and morphometric brain features. The classifier performance was estimated as AUC=0.78 ± 0.12 (spec: 79%, sens: 63%) for Aβ42/40 and AUC=0.83±0.12 (specific: 95%, sens: 37%) for pTau. The combination of all features only improved performance in case of classifying pTau while accuracy for Aβ42/40 positivity was found to be reduced compared to the above reported of combination of covariates with a neuropsychological-based memory score without MRI.
3.3. Study variations of MRI features, sample size, kernel type, and PCA

Since feature engineering can be essential when constructing powerful ML models (Franke et al., 2010; Monte-Rubio et al., 2018) we also studied choices of (A) filter size of smoothing (ranging from 0 to 15 mm FWHM); (B) using modulated or unmodulated brain tissue segments; (C) which selection of tissue class(es) among GM, WM, and CSF; and (D) various image resolutions (1mm, 2mm, 4mm and 8mm). Based on smoothed images of varying filter size we derived separate linear kernels for each feature type and brain tissue class which were subsequently entered as a linear combination in the predictive modelling framework.

The effects of various combinations of input features and parameters on accuracy of MRI-based memory prediction (i.e. only using MRI-derived features without (demographic) covariates or CSF) is summarized in Fig. 3a.

Our results indicated that the combination of GM and CSF brain tissue classes for unmodulated segments at 4 mm image resolution and 4 mm smoothness (FWHM) performed best for the memory prediction task (see also previous Table 2). For CSF-biomarkers classification, combination of GM and CSF unmodulated tissue types performed best at 2 mm image resolution with 8 mm smoothness for $A\beta^{42/40}$ and 6 mm smoothness for pTau prediction. It is worth noting that the smoothing filter size, feature types (modulated and unmodulated) and selection of tissue classes might perform differently for other predictive tasks.

MR-based predictions using unmodulated tissue segments revealed generally higher accuracies when compared to modulated segments across various smoothing kernels and image resolutions across both the predictive tasks. The predictive accuracy for predicting memory performance, when using 1 mm and 2 mm image resolutions was found to be comparable for most filter sizes, but slightly lower compared to 4 mm with smaller smoothing kernels. Predictive accuracy remained comparably unchanged for various smaller smoothing kernels but declined gradually with more smoothing. The 8 mm input resolution generally revealed worst overall results.

In addition, we separately evaluated different combinations using GM+WM+CSF, GM+WM, WM+CSF and GM+CSF. The predictive accuracy for memory prediction, when combining GM+CSF ($r = 0.73 \pm 0.03, R^2 = 0.51 \pm 0.05$) was found to be slightly above the full combination of all tissue classes, ie. GM+WM+CSF (fixing all other manipulated parameters to optimal values described above). For CSF biomarkers classification, the classification accuracy revealed the same set of tissue types combination (for $A\beta^{42/40}$ GM+WM+CSF: AUC=0.70±0.12, GM+CSF: AUC=0.72±0.12; pTau- GM+WM+CSF: AUC=0.79±0.13, GM+CSF: AUC=0.80±0.13). Consequently, we excluded the WM tissue class in further sMRI analyses.

We further evaluated the influence of nuisance variables by including scanning site as an additional predictor to the baseline feature set and observed a memory prediction accuracy of $r = 0.53 \pm 0.09, R^2 = 0.28 \pm 0.09$. The predictive accuracy therefore remained unchanged, when confounding effects of site were incorporated as inputs to the GP-MKL models for memory prediction.
We further studied the potential influence of the available numbers of observations during training on predictive outcomes. We re-trained the GP-MKL model on various training sample sizes ranging from 100 to 900 subjects using MRI combined with other feature sets (fixing other parameters on described optimal values) (Fig. 3(b)). Our findings suggested with exception of the smallest sample that performance slightly increased with larger sample and estimates appeared to converge on consistent estimates when using at least 500 subjects. As expected, the nested cross-validation accuracy estimates showed less variation across folds when using larger sample sizes compared to smaller ones. Additionally, we explored the variance of predictive distribution (see Fig 3 (b.1))
for different sample sizes for the best obtained feature combinations from the memory prediction task. Our result indicate, the variance (smaller the better) improves with larger samples. Next, we explored the potential benefits of reducing the dimensionality of the imaging data by using PCA before calculating kernels. We started by creating principal components that are uncorrelated dimensions with maximum variance and then fit the model for the best combination of image features from the memory performance task and achieved an average performance score of $r = 0.64 \pm 0.05$, $R^2 = 0.4 \pm 0.07$. Similarly, we created PCA components until subjects $\leq$ training data. The results in Fig. 3(c) shows that when an optimal number of PCA components is chosen a-priori or selected via cross-validation, in our case the best performance was achieved for PCA components $= 32$ ($\log_2(4)$) with an average performance score of $r = 0.74 \pm 0.04$, $R^2 = 0.50 \pm 0.1$. Altogether, the estimated predictive accuracy was lower than that of a non-PCA version (no dimensionality reduction) by $\Delta r = 0.03$, $\Delta R^2 = 0.07$ (see table 2). Finally, we evaluated our model performance using non-linear RBF and ARD kernels and compared it with linear kernels (Fig. 3(d)). Findings indicate that linear kernels outperform both RBF and ARD kernels and ARD performs better than RBF kernels. Thus in this predictive modelling of memory task the linear kernel seems to optimally capture the input feature patterns compared to commonly used alternative kernels.

Linear kernels do allow visualizing weights corresponding to the contribution of each voxel during estimating predictive performance (see Appendix A for more
details). Fig. 4(A) shows the GP-MKL weight map for prediction of memory scores using the best sMRI features obtained from the regression task.

The results show higher weight contribution in the brain regions of thalamus, hippocampus, right fusiform gyrus and middle temporal gyrus. The corresponding weights for the classification of CSF biomarkers for Aβ42/40 and pTau classification is shown in Fig. 4(B) and (C) respectively. The higher weights contribution was found in the brain regions of cerebellum, caudate nucleus, mammillary bodies and hippocampus for Aβ42/40 prediction; cerebellum, frontal gyrus and hippocampus for pTau classification.

3.4. Validation using longitudinal data

Figure 5: Illustration of memory performance (PACC5) prediction using DEMO+ApoE4, sMRI, CSF-biomarkers for longitudinal data (left) and additionally using baseline neuropsychological memory performance (right).

In this final experiment, we used available longitudinal data of the DELCODE cohort to predict individual memory performance scores at follow-up using baseline features including MRI. Notably, the model makes predictions (over time) and is re-trained using baseline data including demographic covariates (age, sex, education and ApoE4), MR-based morphology, CSF Aβ42/40 and pTau to predict PACC5 scores at annual follow-ups (see methods).

In this prediction over varying time gaps, we obtained the highest performance of $r = 0.71 \pm 0.07$, $R^2 = 0.48 \pm 0.09$, when using all baseline features and estimated performance of $r = 0.69 \pm 0.08$, $R^2 = 0.43 \pm 0.08$, $r = 0.56 \pm 0.14$, $R^2 = 0.28 \pm 0.18$, $r = 0.47 \pm 0.3$, $R^2 = 0.2 \pm 0.3$ and $r = 0.2 \pm 0.5$, $R^2 = -0.08 \pm 0.04$ for follow-ups respectively (shown in Fig. 5(left)). Please note that due to availability PACC5 instead of the memory factor was used during this analysis. As expected the accuracy of prediction strongly drops over longer time intervals, especially after 2 years and more. Furthermore, we additionally included baseline neuropsychological memory score and estimated highest performance for combination of demographics, ApoE4 genotype and neuropsychological score (see Figure 5(right)).
4. Discussion

We presented a MR-based predictive modelling of memory performance and biomarker positivity in ageing subjects at risk of Alzheimer’s disease using a large sample multi-centric observational cohort (DELCODE) and a Gaussian process multi-kernel framework. One benefit of using kernel methods is the efficiency of the approach by mapping the high dimensional brain image data (X) to the dimensions of the number of samples (n, representing number of subjects in our case), which is much lower than the actual image dimensions. Earlier studies have demonstrated the potential of kernel methods in the context of neuroimaging data (Ashburner and Klöppel, 2011; Jollans et al., 2019) especially combining multiple kernels to represent various types of predictive features information (Zhang et al., 2012; Gupta et al., 2019; Liu et al., 2018; Gönen and Alpaydın, 2011; Wilson and Adams, 2013; Monté-Rubio et al., 2018; Dyrba et al., 2015).

More specifically, to explore the beneficial combinations of information from different sources during prediction of memory performance and biomarker status we combine multiple input features using kernels for each feature type (such as brain morphometric features, subject-specific covariates and CSF biomarkers). Our investigation revealed, when using these feature types in isolation to predict memory performance, CSF-biomarkers predicted better compared to just demographic covariates and ApoE4. However, as isolated feature domains, the structural MRI (i.e. morphometric aspects of the brain) revealed the highest predictive accuracy. These results are in line with previous studies (Zhang et al., 2012; Stonnington et al., 2010; Zhang et al., 2011; Wang et al., 2010; Duchesne et al., 2009; Liu et al., 2018) that have demonstrated the use of sMRI to predict clinical cognitive scores. The proposed method, in Zhang et al. (2012), used multi-modal data that includes features from MRI, PET and CSF to achieve a correlation score of 0.697 ± 0.022 and 0.739 ± 0.012 in estimating MMSE & ADAS-Cog scores respectively. However, our method using sMRI independently achieved similar performance with a correlation score of 0.73 ± 0.03 (see Table 2) in estimating cognitive score.

A first question we aimed at was MR-based prediction of memory performance in healthy aging subjects and subjects at risk of AD. Although memory performance at baseline can be assessed via neuropsychological testing directly, this prediction of the cognitive domain (at the same time-point) forms the basis for highly relevant longitudinal predictions over time. Our study revealed evidence that the full combination information from sources such as demographic information (age, sex, and education), ApoE4, sMRI and CSF biomarkers (Aβ42/40 and pTau) offers the overall highest predictive accuracy concerning to cognitive memory performance at baseline. Using our GP-MKL approach and all input features jointly 57% (r=0.77±0.06, R^2=0.57±0.1) of individual memory performance outcome variability could be correctly predicted using an assessment of the out of sample generalization performance via nested CV. In comparison to Zhang et al. (2012), proposed method (MMSE: r=0.697±0.022; ADAS-Cog: 0.739±0.012), our method achieved slightly higher performance in
predicting memory. One might speculate that the overall predictive performance could have been further improved if CSF biomarkers were available in a larger sample.

Blood testing for ApoE4 status assessment, sMRI and biomarkers have different (dis-)advantages in terms of being invasive, actual financial expenditure, and time investment. A good cost-accuracy trade-off can be also achieved with 55% \( (r=.75) \) explained variance by excluding the CSF biomarkers from the predictive framework. This supports relevance of the MR-based approach and its potential extensions for translational clinical applications e.g. in memory clinics. Our additional analyses suggested that even larger training sample size might further increase performance slightly in future studies. Taking advantage of a Bayesian approach our GP-MKL model goes beyond enabling point estimates for memory performance in unseen subjects (as e.g. with most CNNs) by providing additional uncertainties of individual predictions (Salvatore et al., 2016; Korolev et al., 2016; Challis et al., 2015). The conducted analyses suggested that the uncertainty of predictions might be further decreased with increasing training sample size.

The finding that patterns of brain volumes were found to be more predictive of memory performance than Amyloid and pTau CSF-biomarkers (alone or in combination with covariates) might have several non-exclusive causes. First, CSF biomarkers might reflect signs of early brain pathology in terms of presence of certain proteins (Hu et al., 2007) which do not necessarily need to manifest in cognitive consequences. However, MRI can directly reflect the existing macrostructural tissue loss and atrophy in hippocampal networks (Eustache et al., 2016). Second, widespread atrophy patterns are high-dimensional and might be more reliably captured compared than the two-dimensional CSF biomarkers considered here. Thirdly, MRI anatomical patterns might additionally capture aspects of a brain reserve i.e. network anatomy differences that contribute positively to cognitive differences in face of brain pathology (Stern et al., 2020; Bartrés-Faz and Arenaza-Urquijo, 2011). In conclusion, the neuroimaging markers, demographics, genetic information and CSF-biomarkers were the best predictors of cognition in our sample. Therefore, sMRI might be considered for building decision support systems in clinical settings.

Next we evaluated MR-based classification of biomarker positivity using demographic covariates, ApoE4 and neuropsychological memory performance. When classifying \( A\beta_{42}/40 \) positivity, the demographic covariates were found to be the best single predictor. Demographics combined with memory score showed the highest predictive performance which is in line with many previous reports (Tosun et al., 2016; Jansen et al., 2018; Insel et al., 2016; Buckley et al., 2019; Ko et al., 2019; Maserejian et al., 2019; Lee et al., 2018; Ba et al., 2019; Ansart et al., 2020). Compared to other studies our framework achieved a slightly higher AUC score with well-balanced specificity and sensitivity scores. Classification of \( A\beta_{42}/40 \) based on sMRI was less accurate, which has been previously observed (Tosun et al., 2013, 2016; Ansart et al., 2020; Ezzati et al., 2020). Combining MRI with demographics and memory score resulted in slightly reduced the overall accuracy. Demographic covariates and memory test scores are easily
acquired and a model with those inexpensive variables was found to perform best which yields a useful translation to the clinical setting. In contrast, our findings when predicting pTau positivity revealed the highest predictive accuracy for sMRI in isolation, with high specificity and low sensitivity indices. The high specificity (fewer false positive) combined with low sensitivity (higher false negative) might suggest that pTau becomes abnormal before neurodegeneration is severe. This is in line with the cascade model of biomarkers during progression towards AD (Jack Jr et al., 2013b). The combination of demographics, ApoE4, and the neuropsychological memory score was found to be the overall best performing classifier for pTau. In order to meet clinical demands, the threshold of the classifier to distinguish biomarkers status can be adjusted based on clinical relevance where high specificity might be preferred over high sensitivity.

Feature selection is an essential step to develop a powerful predictive model. Comparisons revealed that the segmented unmodulated GM and CSF brain tissue types in combination performed better during predicting memory and CSF biomarkers positivity compared to using modulated segments. Monté-Rubio et al. (2018) reached similar conclusions where the modulated (Jacobian-scaled) tissue types performed poorly in comparison. We observed that WM in addition to other tissue types did not provide benefits in terms of predictions which aligns with previous work Stonnington et al. (2010). The combination of smoothness filter size of 4mm FWMH and image resolution of 4mm delivered slightly better performance in predicting memory than other image resolutions and smoothness filters. However, the optimal smoothing filter size and image resolution were found to be different across tasks again suggesting importance of feature engineering in this kernel based approach. The comparisons revealed an optimal performance when using 2mm image resolution and a smoothness filter size of 8mm for classification of $A\beta_{42}/40$ and 6mm for pTau. It is important to highlight the fact that the impact of predictive performance improves slightly with the use of a large training sample. Additionally, we achieved a better predictive variance (i.e. smaller uncertainty) with larger training samples and might generally minimize danger of model over-fitting. The results when comparing different kernels indicated slightly improved performance using the linear kernel in capturing input feature patterns. However, when exploring the potential of reducing dimensions of imaging data using PCA the performance was slightly lowered compared to models without PCA.

An important question associated with the interpretation (Grosenick et al., 2013) and transparency of the predictive model is how well the framework characterizes the brain regions that drive the predictive performance. The framework allows us to visualize weights that determine the association of underlying voxel signals in predicting memory performance or biomarker positivity. For memory prediction, higher weight contribution is seen in the brain regions of thalamus, hippocampus, right fusiform and middle temporal gyrus. In case of CSF biomarkers prediction higher weights are found in the brain regions of cerebellum, caudate nucleus, mammillary bodies and hippocampus for $A\beta_{42}/40$ prediction; cerebellum, frontal gyrus and hippocampus for pTau classification. However, as pointed out by Mourao-Miranda et al. (2005), the weights do not
assess the information in brain voxels directly and measure the corresponding contribution of each voxel in making a predictive decision. Accordingly, the relationship between the weights and neuroscientific processes should be interpreted carefully (Marquand et al., 2010).

Finally, prediction of the memory performance score (PACC5) at annual follow-ups based on baseline features to explore the associations of baseline brain and change in cognitive performance achieved potentially clinically useful estimates up to 2 years after baseline. In a previous study Wang et al. (2010) used baseline MRI to predict future decline in cognitive performance and achieved a correlation score of 0.54, Zhang et al. (2012) proposed a Multi-Modal Multi-Task (M3T) learning method to predict cognitive decline in 2 years to achieve a correlation score of 0.522. In contrast, our framework achieved slightly higher performance ($r=0.54$) in predicting cognitive decline in 2 years.

The study comes with few limitations, one of them is the limited availability of CSF biomarkers. Although including biomarkers data already increases the performance in predicting memory score (shown in Table 2). We believe, that availability of CSF biomarker data in the whole sample would improve the model performance even more. Furthermore inclusion of additional modalities like fMRI, quantitative susceptibility maps (QSM) and White Matter Hyperintensities (WMH) etc. could yield further improvements in predictive performance, which will be subject of future analyses which could improvise the performance of the model as shown in previous studies (Zhang et al., 2012; Gupta et al., 2019; Bouwman et al., 2007; Chételat et al., 2005). Another limitation is, only PCA was used to reduce dimensionality, in contrast other efficient dimensionality reduction techniques could be useful and reduce the complexity in data and might offer us better overall predictive performance.

In summary, our framework uses the powerful kernel methods to identify the optimal set of feature type combinations to predict baseline and follow-up memory performance, and CSF biomarker status. The framework might support reliable decision-making process e.g. for potential treatments by introducing a more precise expectation of a clinical outcomes. Future studies might explore the influence of predictive performance by including other (also longitudinal) imaging modalities and selecting feature combinations in order to further push the limits of predictions of (future) memory performance and biomarker status.
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Appendix A. GP weight map

The GP weights encode the contribution of voxels in predicting memory performance score and classifying biomarkers positivity. To compute the GP weight vector, we start by considering the posterior weight distribution (for more details see (Rasmussen, 2006) Chapter 2) given by

\[ w = \sigma_n^{-2} (\sigma_n^{-2} x^T x + \text{cov}(x^*)^{-1})^{-1} x^T y \]  \hspace{1cm} (A.1)

Eq. A.1 requires a huge matrix inversion, so we derive an alternate equivalent representation, where we invert \( s \times s \) matrix instead of \( d \times d \) matrix (\( \ll d \), \( d \) represents number of voxels).

\[
\begin{align*}
    w &= \text{cov}(x^*) x^T (x \text{cov}(x^*) x^T + \sigma_n^2 I_m)^{-1} y \\
    &= \frac{1}{l^2} x^T C^{-1} y \\
    &= \frac{1}{l^2} x^T \alpha \\
\end{align*}
\]  \hspace{1cm} (A.2)

were \( \alpha = C^{-1} y \), \( C = \sigma_n^2 I_m \). This method can be used to estimate weight contribution of each voxels for classification and regression tasks when a linear kernel is used. (Schulz et al., 2017).