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Abstract

Recent advancements in Cybergenetics have lead to the development of new computational/experimental

platforms that enable to robustly steer cellular dynamics by applying external feedback control. Such technologies

have never been applied to regulate intracellular dynamics of cancer cells. Here, we show in silico that Adaptive

Model Predictive Control (MPC) can effectively be used to steer signalling dynamics in Non-Small Cell Lung

Cancer (NSCLC) cells to resemble those of wild-type cells, and to support the design of combination therapies.

Our optimization-based control algorithm enables tailoring the cost function to force the controller to alternate

different drugs and/or reduce drug exposure to minimize both drug-induced toxicity and the possibility to cause

resistance to treatment. Our results pave the way for new cybergenetics experiments in cancer cells for drug

combination therapy design.
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1 Introduction

Cybergenetics is a recent field of synthetic biology, which refers to the forward engineering of complex phenotypes

in living cells applying principles and techniques from control engineering [1].

Three main approaches have been proven to be effective for the control of different processes (e.g. gene expression,

cell proliferation) in living cells, namely: i) open- or closed-loop controllers embedded into cells by means of synthetic

gene networks [2–6]; ii) external controllers, where the controlled processes are within cells, while the controller

(either at single or cell-population level) and the actuation functions are implemented externally via microfluidics-

optogenetics/microscopy-flow cytometry platforms and adequate algorithms for online cell output quantification

and control [7–16]; iii) multicellular control, where both the control and actuation functions are embedded into

cellular consortia [17–20].

Plenty of examples of embedded controllers have been engineered across different cellular chassis; instead, appli-

cations of external and multicellular controllers in mammalian cells are scarce and either just theoretical or limited

to proof of concepts.

Here, we propose to apply cybergenetics, in particular external feedback control, to predict combinations of

drugs (i.e. control inputs) which can bring dysregulated cellular variables (i.e. gene expression, control output of

the system) within tightly controlled ranges in cancer cells.

We take Non-Small Cell Lung Cancer as an example and we use a previously proposed differential equations

mathematical model describing the dynamics of the EGFR and IGF1R pathways to show, in silico, that external

feedback controllers can effectively steer intracellular gene expression dynamics in cancer cells to resemble those of

wild-type cells.

The use of feedback control is advantageous as it enables coping with changes in both steady-state levels and in

the temporal dynamics of genes involved in dysregulated signalling cascades. The control action is implemented by

means of an Adaptive Model Predictive Controller (MPC), thus not requiring a known model of the system; this is

particularly advantageous in biological applications, where the derivation of detailed models can be time-consuming

and troublesome [21–23].

The possibility to control single/multiple outputs with one or more inputs can support the design of combination

therapies which target different nodes in signalling cascades; this approach can be advantageous to maximise the

efficacy of cancer therapies [24]. In this regard, our optimization-based control algorithm enables tailoring the cost

function to force the controller to alternate different drugs and/or reduce drug exposure; this approach can be

beneficial to minimize both drug-induced toxicity and the possibility to cause resistance to treatment.

The controller should also be able to cope with the crosstalk among different signalling pathways and the presence

of endogenous feedback loops within signalling pathways, which might be a further mechanism causing resistance

by adaptive cellular responses in cancer cells [25].

In what follows, we ... .
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2 Method

The model of a NSCLC system developed in [26] including the mTOR and MAPK pathways and some of the

reactions between the two pathways, as shown in Figure 1. This model compares the affect of NSCLC cell with an

EGF and IGF receptor over-expression in comparison to a wild type cell (i.e. a cell without cancer). An external

feedback loop is needed to control the NSCLC system. Figure 1 shows the two outputs and three inputs used. The

inputs I1 to I3, target 3 specific proteins within the pathways shown, preventing the molecules activation. The

method and results within this project are entirely computational, but the inputs/outputs have been chosen such

that the controller can be used for in-vitro experiments in the future. The pathways do not coexist independently

within the cytoplasm, there are multiple reactions creating feedback loops between the pathways, which will be

referred to as crosstalk.

Figure 1: A control scheme including three inputs, (I1 to I3), that interact with the mTOR and MAPK pathways.
Two observable protein concentrations, Akt and ERK, are recorded as outputs to the two pathways (y1 and y2). The
regulator used throughout this project is an adaptive MPC program which will attempt to steer the concentrations
of Akt and ERK to the transient response of the wild type cell, as set by the reference, as shown in Figure 2

Figure 2 shows the difference between the wild type cell and the NSCLC patient for each of the outputs, y1

(Akt) and y2 (ERK), in Figure 1. The term ‘Free’, refers to a free response of the NSCLC system with no inputs

added. It can be seen that the over-expression of EGFR and IGFR causes a significant increase in the peak and

duration of the activation in both y1(ERK) and y2(Akt). It should be noted that the activation of y1(ERK) occurs

over a timescale of an order of magnitude faster than the activation of y2(Akt).

2.1 Controller

The two pathways shown in Figure 1 are both kinase activated cascades, meaning that an activation at the receptors

in the cell membrane causes a cascade of phosphorylation that we see as activations in the internal states. The

outputs that can be measured are nearer the end of each pathway, whilst the inputs act on molecules higher in the
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Figure 2: Simulations of the NSCLC model compared to a normal patient. The Wild type response is taken from [26]
and the Free response is taken from the same paper but simulated with an over-expression of EGFR and IGFR. A)
The response of ERK to an activation. B) The response of Akt to an activation. A wild type activation is caused
by an active concentration of 8000 µM for both EGFR and IGFR and a NSCLC activation is triggered by an active
concentration of 800’000 and 400’000 µM for EGFR and IGFR respectively.

cascade. Therefore it is difficult to robustly control the system as once an error is measured in the outputs, it is

too late to have a significant affect by acting on the internal states higher up the cascade.

A model based controller is needed to interpret a small change in the outputs, rather than using a model free

controller with a large gain that will have a large reaction to all errors in the outputs. For example a PID controller

can be tuned such that the reaction to the initial error of the outputs is enough to mimic the reference, however

the response is so finely tuned that robust control is not achieved (Section S6). A controller that can preempt the

activation curve in the outputs by estimating the changes in internal states higher up the cascade will have better

control of the NSCLC system.

A model based controller using adaptive MPC is used in this project, shown as the Regulator block in Figure 1,

using a given mathematical model to predict the future behaviour of the system and act according to the minimum

of a defined cost function, as described in Section S3. The success of MPC relies on the quality of the model used

in the controller and the cost function in which the controller is using to calculate the ‘optimum’. The novelty of

this project lies in the choice of adaptive model and cost function.

2.1.1 MPC Model

The NSCLC model [26], contains significant non-linear dynamic terms as well as a large number of internal states

therefore an adaptive MPC controller which computes a linear approximation of the NSCLC model at each time
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step of the controller is used to predict the future of the internal states. The controller then applies the first input

of its calculated ‘optimal’ input profile. At the next time step the controller recalculates a new linear model by

linearising the NSCLC model. The use of a linear system results in a convex optimisation problem which the

controller can quickly solve. An Adaptive MPC controller is used in all simulations unless stated otherwise.

Alternatively a non-linear MPC controller could have be used but it is very computationally heavy and could

take longer to compute the next input to the system than the actual time step between inputs, as discussed in

Section S5. The non-linear MPC performs slightly better than the linear Adaptive MPC, however it takes 2700

times longer to run the program.

2.1.2 Cost Function

J(U) =
(
UTH(α, β, γ)U+ 2eT0 F(α, β, γ)U

)
+
(
UT P̃(η)U+ p̃(η)U

)
+
(
UTD(θ)U+ d(θ)U

)
(1)

The cost function, J(U), used in the simulations, (derived in Section S3) is dependent on only the current state

of the error signal, e0, and the inputs used, U.

The standard cost function used for a linear MPC controller is explained in [27] and derived in Section S3.1.1,

containing the first two terms of Equation (1). Using H and F to focus on the proportion error in the states, e,

and the input concentrations, u.

It has been shown that to reduce the downstream affect of a mutation it is not only beneficial to reduce the

peak of the output but also its duration [28]. Therefore, an output with a relatively small error for a long time

can have a similar downstream effect to an output with a short error with a large amplitude. In order to cost both

the magnitude and duration of the state error, e, an integral term is added to the cost function in addition to

the standard cost function, as shown in the third and forth term of Equation (1), using matrices P̃ and p̃. These

matrices are derived in Section S3.3. Costing the integral of the state errors rather than the direct error will cause

the controller to focus more on the inputs higher up the cascade as these have more of an effect on the duration of

the outputs rather than just the peak [28].

It had been found that there were sections of the simulations where the inputs fluctuated rapidly between the

upper and lower bounds of the allowed inputs ( UL = 0µM and UU = 1µM). This rate of change of the input

is not optimal, therefore it would better represent the ‘optimal’ input if the cost function could also include the

rate of change of the input. A differential cost of the inputs is also added to J(U) in the fifth and sixth terms of

Equation (1), using matrices D and d. D and d are derived in Section S3.2.

The focus of the cost function is decided by varying the weights of term coefficients (α, β, γ, η, θ) to tell the

controller what an optimum solution favours.

The MPC simulations are reproducible due to the deterministic nature of the model and controller, as long

as the cost function coefficient weights and other MPC related parameters are consistent. Therefore several key

parameters are added to the caption of each figure. Table 1 gives a summary of these parameters.
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Parameter Description Example Value

Ts Sample time of the MPC regulator - duration between when 1min
the MPC regulator is initiated and the future inputs predicted.

N The length of the prediction horizon - the number of steps into the 10 steps
future that the MPC will predict the states and optimum input.

α The weight of the internal state errors. 0.01

β The extra weight associated with the output state errors. 1

γ The weight of the input profile, a row vector for each of the inputs, [1 1 1]
I1 to I3 respectively.

θ The weight of the gradient of the input profile. 0.5

η The weight of integral of the internal state errors. 1

Table 1: The Parameters used for each MPC simulation

2.1.3 Indexes

To assess quantitatively the performance of our controller, we define an Error Index, EI, is the sum of the squared

error between the output and the reference for the outputs, as used in [29].

EI =
∫ T
0
eTCe dt (2)

The matrix C is the output matrix of the linearised NSCLC model. This index is displayed in the top left corner

of the output plots. The smaller the EI the smaller the integral squared error and therefore the outputs are closer

to the references.

To get a sense of the controller effort needed to achieve a certain output, we assess the dose of input drug receive

by the cell using a Dose Index, DIi. It is the integral of the input signal, where u(t) = [I1(t), I2(t), I3(t)].

DIi =
∫ T
0
Ii(t) dt (3)

It can be seen on the right of each individual input plot. The inputs can never be negative as they are a physical

concentration, therefore there is no need to square the input signal.

3 Result

Non-Small Cell Lung Cancer (NSCLC) accounts for 80% of lung cancer cases and is characterised by various muta-

tion which usually lead to an over expression of the EGF and IGF receptors, embedded in the cell membrane. These

receptors trigger several cascades including the mTOR and MAPK pathways, as shown in Figure 1. The mTOR
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pathway produces the protein FOXO1, which helps to control the process of Apoptosis (planned cell death), whilst

the MAPK pathway produces C-FOS which regulates cell proliferation, which can both lead to the development

of tumours if not properly regulated. ERK and Akt, noted as y1 and y2 respectively, are the proteins that can

be produced alongside a fluorescent marker, such that the concentration can be observed from outside the cell and

have therefore been chosen as the outputs.

3.1 Assessing the Importance of Each Term in the Cost Function

Firstly Single Input Single Output (SISO) simulations were performed. The controller tries to steer the dynamics

of either y1(ERK) or y2(Akt) by varying the concentrations of the drug that acts directly on the outputs pathway

(I3 for y1(ERK) and either I1 or I2 for y2(Akt)). Figure 3 uses I2 to act on y2(Akt) to compare the affect of each

pair of terms in Equation (1) on the performance of the controller.
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Figure 3: Single-Input Single-Output (SISO) Linear MPC simulation using I2 to control y2 - Akt comparing the
affect of the integral error and a differential of the inputs to the cost function in Equation (1). A) The response of
y2(Akt) to the respective inputs. B) The input profile of I2 using the proportional error within the cost function
(matrix H and F of (1)). Parameters: α = 0, β = 1, γ = [−, 105,−], θ = 0 and η = 0. C) The input profile of I2
using the integral error within the cost function (using only the P̃ and p̃ terms of (1)). Parameters: α = 0, β = 0,
γ = [−, 105,−], θ = 0 and η = 1. D) The input profile of I2 using the integral error and a differential cost on the
inputs within the cost function (matrices P̃ , p̃, D and d in (1)). Parameters: α = 0, β = 0, γ = [−, 105,−], θ = 105

and η = 1. Ts = 1min and N = 10 for all plots.

Figure 3 shows that using an integral term within the MPC cost function reduces the overall error in a cellular

cascade system. It can be seen in plots A) that the MPC controller including the integral ∼ (and integral with

differential ∼) cost has a far smaller error when compared to the proportional ∼ cost. The integral cost simulation

∼ has an Error Index five times lower than the simulation based on the proportional error ∼.
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However it can be seen in plot C) there is a section of the input that looks like a solid block where the input is

fluctuating each time step (between 250-300 minutes). Plot D) show that the gradient cost causes the fluctuations

of the input to decrease significantly. Plot D) also shows the lowest Error Index of the three simulations − but the

highest Dose Index. This is due to the fact that the cost function weightings are all relative to each other, therefore

including the differential term in the cost function means that the input term is less important and therefore the

controller uses more of the input, and subsequently achieves a lower Error Index at the cost of a higher Dose Index.

The derivative term is kept here to show the versatility of the controller but is not included in further simulations

in order to simplify the tuning of combinational therapies when the figures show the balance between the Error

and Dose Indexes. As previously discussed, including the differential term can have adverse affects in changing the

Dose Index without changing the input weights and is therefore not included in subsequent figures. Apart from the

weight associated with each input the weight of each term in the subsequent cost functions is consistent with plot

C).

3.2 Single-Input Single-Output Control

Through using feedback control the NSCLC cells can appear like wild type cells and therefore the aim of the

simulations is to get the closed loop response to follow the wild type response such that anything downstream of

the cascade will respond in the same way as the wild type cell. In order to show that using a combination of the

three different inputs is better than using any one of the inputs, the ‘optimal’ input for each one of the input is

simulated. Figure 4 shows Single-Input Single-Output (SISO) MPC simulations for I1, I2 and I3. The output for

each plot is in the same signalling pathway as the target in which the drug acts upon, as shown in Figure 1. It can

be seen that plots C) and D) of Figure 4 are identical to parts of plot A) and plot C) of Figure 3 as these are both

SISO responses of I2 using the chosen cost function (an integral cost function). It can be seen that all of the SISO

responses move the NSCLC patient towards the reference using a lower dose than just a step of each input at the

maximum allowed dose, decreasing both the Error and Dose Indexes. Therefore demonstrating the benefits of even

using a simpler SISO control scheme within an external feedback loop as compared to the standard treatment of a

static step input.

3.3 Multi-Input Multi-Output Control

The same controller can be used to steer both outputs using all three inputs, in a Multi-Input Multi-Output

(MIMO) simulation, as shown in Figure 5. It can be seen that error of y2(Akt) (Figure 5B) is significantly smaller

in comparison to Figure 4A and C, whilst using significantly less of I1 and I2. As can be seen in the reduction of the

Error Index for y2(Akt) (0.791 < 1.954 < 2.75) and the reduction in the Dose Index for each input (570 < 1068 and

418 < 546). Hence showing the benefit of using adaptive MPC to produce drug profiles for combination therapies.

However, due to the speed of the MAPK pathway compared with the MIMO controller, the output y1(ERK)
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Figure 4: SISO Linear MPC simulations. A) The response of Akt to the input of I1 in plot B). B) The input profile
of I1. Plots A) and B) used the input weights γ = [1,−,−]. C) The response of Akt to the input of I2 in plot D).
D) The input profile of I2. Plots C) and D) used the input weights γ = [−, 105,−]. E) The response of ERK to the
input in plot F). F) The input profile of I3. Plots E) and F) used the input weights γ = [−,−, 109]. Parameters in
plots A)-f): Ts = 1, N = 10, α = 0, β = 0, θ = 0 and η = 1.

fails to adequately follow the reference activation curve (causing the large EI in Figure 5A). Figure 6 shows that if

the time step is adequately reduced (for instance, to 0.02 minutes), the controller can handle the faster dynamics

of the pathway and effectively control both outputs whilst using a lower dosage of all the inputs and therefore

potentially a less toxic drug profile.

3.4 Combinational Therapies

As a NSCLC cell is currently given one inhibitor for an extended period of time, it could experience severe side

affects from the high dose and become resistant to the inhibitor over time [24], therefore the controller should be

used to find potential drug profiles that can achieve a similar Error Index (EI) whilst varying the dose of the inputs

(DI). The weight associated with using each input, γ, within the cost function can be varied in order to decide

how readily the controller uses each input, therefore these weights can be varied between simulations to achieve a

small EI whilst using different doses of each drug, as shown in Figure 7. The formation of the normalised Error
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Figure 5: A MIMO Linear MPC simulation using I1, I2 and I3 to control the concentration of y1 - ERK and y2 -
Akt. A) The response of ERK. B) The response of Akt. C) to E) The inputs used in the simulation. Parameters:
Ts = 1min, N = 10, α = 0, β = 0, γ = [1, 105, 109], θ = 0 and η = 1.
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Figure 6: A MIMO Linear MPC simulation using I1, I2 and I3 to control the concentration of y1 - ERK and y2 -
Akt. A) The response of ERK. B) The response of Akt. C) to E) The inputs used in the simulation. Parameters:
Ts = 0.02min, N = 10, α = 0, β = 0, γ = [1, 105, 109], θ = 0 and η = 1.

Index and Dose Index is shown in the Supplementary Information, Equations (S40) and (S41), respectively. The

Bliss Independence (BI) formula [30, 31], has been used as a combined normalised Dose Index and is discussed in

Section S4 of the supplementary Information. BI is used to summarise the combined effect of the drugs used in the
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combination therapy.

Figure 7 focuses on the control of y2 (Akt), which can only be affected by I1 and I2. The weight associated with

the two inputs can be varied as a ratio of R = γ2
γ1

ranging from a high weight associated with I1, γ1, producing a

SISO plot only using I2 all the way through to a high R value, where γ2 is relatively large and the controller will

only choose to use I1, as shown. The figure compares the Error Index, EI, and the Bliss Independence, BI, to

the weight ratio, R. Showing there is a range of ratios where both inputs are used, significantly reducing EI and

therefore improving the performance of the controller, whilst reducing BI. Therefore the performance of the MISO

controller is better than any SISO simulation, whilst also being less toxic. The ‘optimum’ input has been defined

as the location where the performance of the controller is ‘optimal’, and therefore the minimum of EI.
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Figure 7: The normalised Error Index and normalised Dose Index recorded from different MISO linear MPC
simulations using I1 and I2 to control the concentration of y2 - Akt. A line of best fit has been used to fit the
markers taken from different MISO MPC simulations. The plot shows EI and DI for varied ratio of weights between
γ2/γ1, for example, when R = 100, γ = [1, 100] Parameters: Ts = 1min, N = 10, α = 0, β = 0, θ = 0 and η = 1.
The three star markers show the ratio used in the plots of Figure 8

It can be seen from Figure 7 that the minimum occurs when R = 105, corresponding to γ1 = 1 and γ2 = 105.

The Multi-input Single-Output (MISO) simulation at that optimum is compared to the responses at a very low R

value and very high R value in Figure 8. It can be seen that not only is the Error Index significantly lower (0.25

as oppose to 2.75 and 1.95 in Figure 4 A) and C) for I1 and I2 respectively) but the simulation also uses less of

each drug to achieve this (568 < 1068 for I1 and 423 < 546 for I2), showing the benefits of using adaptive MPC to

effectively tune the response of the control system to find different combinational therapies which perform similarly

well (and all better than a step input of one drug).
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Figure 8: Three Linear MPC simulation using I1 and I2 to control the concentration of y2 - Akt. A) the response
of Akt to three different input weightings, SISO - I1 where γ = [1, 1015], SISO - I2 where γ = [1, 10−5] and MISO,
where γ = [1, 105]. The MISO γ was selected from the minimum point of Figure 7 of the Error Index, EI. B) the
input of I1 used in the SISO simulation, resulting in EI = 2.7495. C) the input of I2 used in the SISO simulation,
resulting in EI = 1.9454. D) and E), the inputs of I1 and I2, respectively, used in the MISO simulation, resulting in
EI = 0.25341. The other weightings of the cost function described and other MPC constants: Ts = 1min, N = 10,
α = 0, β = 0, θ = 0 and η = 1

3.5 Drug Holidays

The controller can be used with predefined segments where the controller gives the cell a break from one drug to

give the patient a break from one of the drugs in order to slow the process of growing resistance to the inputs whilst

still achieve a similar EI. These Drug Holidays can be achieved by varying the weights associated with each input

within the cost function during the simulations. Figure 9 shows that the controller can retain a similarly low Error

Index whilst swapping inputs after 600 minutes. Therefore it is shown that a programmed change of cost function

weights during the simulation can decide when each input should be used.

Instead of choosing times when each drug can be used the controller can also be set to only be able to choose

one of the inputs at each point in time. The inputs shown in Figure 10 have an ON or OFF state, 1µM or 0µM .

The step size used makes a large difference to the response as when Ts = 1min the inputs rapidly fluctuate but a

discrete MISO simulation where have larger regions where the inputs alternate, however the simulations achieves a

relatively good EI (1.46 < 2.75 and 1.95) using less inputs than either SISO response (634 < 1068 and 447 < 546).

However flicking the inputs ON and OFF every minute might be tricky, therefore a longer time step can be used.

Figure 10 shows the discrete simulation when Ts = 30min, it can be seen that the inputs can only be changed every

half an hour so there is not the same regions where the inputs are flicking ON and OFF. It can also be seen that

there is a better EI as 1.6878 < 2.75, whilst still using less of each input than the SISO responses (630 < 1068 and

450 < 546).
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Figure 9: Swapping between which drugs are administered. A MISO Linear MPC simulation using I1, I2 to control
the concentration of y2 - Akt. A) The response of Akt. B) to C) The inputs used in the simulation. Parameters:
Ts = 1min, N = 10, α = 0, β = 0, γ = [1,∞,−] when 0 ≤ t ≤ 600min and γ = [∞, 105,−] when 600 < t ≤
2200min, θ = 0 and η = 1.
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Figure 10: A discrete MISO Linear MPC simulation using I1 and I2 to control the concentration of y2 - Akt. A)
The response of Akt. B) and C) The inputs used in the simulation. Parameters: Ts = 30min, N = 10, α = 0,
β = 0, γ = [1, 105,−], θ = 0 and η = 1.
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4 Discussion

Computational methods have been extensively used in the search for effective cancer treatments, with approaches

including optimal control to regulate dynamics of different cell populations, possibly accounting for competition

mechanisms [1,2,7,10,16,32–36], and a feedback action to account for changes in the cancer system, either in-silico

or in-vivo, to act in real time [9,11,29,37]. This is, to the best of our knowledge, the first attempt of using feedback

control to regulate intracellular dynamics in cancer cells.

We showed that an adaptive MPC program can be used to inform treatments for NSCLC cells, steering the

dynamics of several key signalling pathways, whilst offering a tunable cost function that allows to adjust the

characteristics of an ‘optimal’ input. The controller can be tuned to choose different drug profiles that will achieve

a similar control performance whilst reducing exposure to one or more drugs.

Other control strategies, like PID controllers, are less straight forward to tune as the gains are not so related

to the observed output and desired input. The use of a linear model within the MPC algorithm makes the control

algorithm running time short enough for it to be used, in the future, in external feedback control experiments.

The implementation of those would require some practical aspects to be considered, which we did not account

for. Firstly, there might be delays in cell responses to drugs/actuation, which the model used by the controller

should account for. Also, the sampling/actuation time might need to be fast enough, if aiming at controlling genes

with fast dynamics. This issue might be overcome using experimental optogenetics-based platforms instead of

microfluidics-based ones, as they can reduce delays in the actuation.

We foresee a growing interest in applying cybergenetics approaches, and in particular feedback controllers, to

steer mammalian cells dynamics. If we realize our ambition to implement the experiments proposed here on living

cells and, longer term, on patient-derived organoids, feedback control might be a valuable tool for the design or

personalized optimal treatments for a range of conditions.

5 Conclusion

It has been demonstrated that an adaptive MPC program can be used to better inform treatments for a NSCLC

cell, guiding the behaviour of several key signalling pathways, whilst offering a tunable cost function which the user

can adjust the characteristics of an ‘optimal’ response. The controller can be tuned to focus on: the duration of the

output state errors; how quickly the inputs change; and the use of the inputs themselves. The weights can also be

changed during its operation to choose different drug profiles that will achieve a similar performance whilst giving

the cell a break from individual drugs to slow the process of resistance. In the future we hope to test the controller

on a microfuidics device as currently the controller has only been tested in-silico.
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S1 NSCLC Closed Loop Model

The model of the NSCLC is

ẋ = f(x,u), y = Cx = [0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0]x (S1)

where the vector field f(., .) is detailed in (S2)-(S21), x is the state vector containing 21 molecule concentrations

(Table S1), u is the input vector u = [I1, I2, I3]
T (orange in (S2)-(S21)) and y is the vector of outputs y1 = pERK

and y2 = pAkt (blue in (S2)-(S21)).

xi Shorthand Molecule
x1 pEGFR Active epidermal growth factor receptor
x2 DSOS Deactive SOS
x3 SOS Son Of Sevenless, a Guanine nucleotide exchange factor
x4 Raf Raf kinase
x5 pRas Active Ras, a small GTPase
x6 pMEK Active Methyl ethyl ketone
x7 ERK Extracellular-signal-regulated kinase
x8 pERK Active ERK
x9 pIGF1R Active Insulin-like growth factor receptor
x10 PI3K Phosphoinositide 3-kinase
x11 pPI3K Active PI3K
x12 pAkt Active Akt
x13 Akt Set of three serine/threonine-specific protein kinases
x14 PP2A Protein phosphatase 2, Kinase inhibitor
x15 Ras A small GTPase
x16 pRaf Active Raf
x17 MEK Methyl Ethyl Ketone
x18 RasGAP GTP hydrolyser of Ras
x19 ppRaf Raf which has been phosphorylated twice
x20 P90 Ribosomal S6 kinase
x21 pP90 Active P90

Table S1
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S1.1 Conservation Equations

Each molecule can either be active, p(.), or inactive, but there is a constant concentration of that molecule within

the model. Therefore this total, (.)T , is used to define the conservation equations.

EGFRT = pEGFR+ EGFR IGF1RT = pIGF1R+ IGF1R SOST = SOS +DSOS

RasT = pRas+Ras RafT = pRaf +Raf MEKT = pMEK +MEK

ERKT = pERK + ERK PI3KT = pPI3K + PI3K AktT = pAkt+Akt

(S22)

S1.2 Initial Conditions

Mutations present in the NSCLC cell can lead to an over-expression of EGFR and IGFR which leads to the

formation of a tumour. To differentiate a NSCLC cell from a Wild Type cell, different initial conditions for pEGFR

and pIGF1R are taken [26]. This change in initial conditions affects the response of the system as shown in Figure

2. These initial conditions are used for all the simulations where the NSCLC cell is being controlled.

NSCLC Cell: pEGFR0 = 800′000 µM pIGF1R0 = 400′000 µM

Wild Type Cell: pEGFR0 = 8′000 µM pIGF1R0 = 8′000 µM
(S23)

SOS0 = 120′000 µM Ras0 = 120′000 µM Raf0 = 120′000 µM MEK0 = 600′000 µM

ERK0 = 600′000 µM P90Rsk0 = 120′000 µM PI3K0 = 120′000 µM ppRaf0 = 120′000 µM

PP2A0 = 120′000 µM RasGAP0 = 120′000 µM

(S24)

DSOS0 = pRas0 = pRaf0 = pMEK0 = pERK0 = pP90Rsk0 = pPI3K0 = 0 µM (S25)
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S1.3 Parameters

Variable Definition Value, [26]
kfE EGFR deactivation 0.02
kSOS:E Catalytic constant for SOS activation by EGFR 694.731
KMSOS:E Michaelis–Menten constant for SOS activation by EGFR 6086070.0
kPI3K:E Catalytic constant for PIK3 activation by EGFR 10.6737
KMPI3K:E Michaelis–Menten constant for PIK3 activation by EGFR 184912.0
kfI IGF1R deactivation 0.02
kSOS:I Catalytic constant for SOS activation by IGF1R 500.0
KMSOS:I Michaelis–Menten constant for SOS activation by IGF1R 1000000.0
kPI3K:I Catalytic constant for PIK3 activation by IGF1R 10.6737
KMPI3K:I Michaelis–Menten constant for PIK3 activation by IGF1R 184912.0
kDSOS:P90 Catalytic constant for DSOS deactivation by p90Rsk 161197.0
KMDSOS:P90 Michaelis–Menten constant for DSOS deactivation by p90Rsk 896896.0
kRas:SOS Catalytic constant for Ras activation by SOS 32.344
KMRas:SOS Michaelis–Menten constant for Ras activation by SOS 35954.3
kRas:Gab Catalytic constant for Ras deactivation by RasGAP 1509.36
KMRas:Gab Michaelis–Menten constant for Ras deactivation by RasGAP 1432410.0
kRaf :Ras Catalytic constant for Raf activation by Ras 0.884096
KMRaf :Ras Michaelis–Menten constant for Raf deactivation by Ras 62464.6
kRaf :ppRaf Catalytic constant for Raf deactivation by RafPP 0.126329
KMRaf :ppRaf Michaelis–Menten constant for Raf deactivation by RafPP 1061.71
kRaf :Akt Catalytic constant for Raf deactivation by Akt 15.1212
KMRaf :Akt Michaelis–Menten constant for Raf deactivation by Akt 119355.0
kRaf :MEK Catalytic constant for MEK activation by Raf 185.759
KMRaf :MEK Michaelis–Menten constant for MEK activation by Raf 4768350.0
kMEK:PP2A Catalytic constant for MEK deactivation by PP2A 2.83243
KMMEK:PP2A Michaelis–Menten constant for MEK deactivation by PP2A 518753.0
kERK:MEK Catalytic constant for ERK activation by MEK 9.85367
KMERK:MEK Michaelis–Menten constant for ERK deactivation by MEK 1007340.0
kERK:PP2A Catalytic constant for ERK activation by PP2A 9.85367
KMERK:PP2A Michaelis–Menten constant for ERK deactivation by PP2A 1007340.0
kdP90 p90Rsk deactivation 0.0050
kP90:ERK Catalytic constant for p90Rsk activation by Erk 0.0213697
KMP90:ERK Michaelis–Menten constant for p90Rsk activation by Erk 763523.0
kAkt:PI3K Catalytic constant for Akt activation by PIK3 0.0566279
KMAkt:PI3K Michaelis–Menten constant for Akt activation by PIK3 653951.01
kdAkt Akt deactivation 0.0050
kdPI3K PI3K deactivation 0.0050

Value estimated in this report

Kon1 Catalytic constant for PI3K deactivation by I1 0.1
Km1 Michaelis-Menten constant for PI3K deactivation by I1 60
Kon2 Catalytic constant for Akt deactivation by I2 0.01
Km2 Michaelis-Menten constant for Akt deactivation by I2 8.9
Kon3 Catalytic constant for ERK deactivation by I3 2
Km3 Michaelis-Menten constant for ERK deactivation by I3 2.5

Table S2: The Parameters used in the NSCLC model with the six input related parameters added as discussed.
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S2 Menten Parameter Choice

The equation governing the inputs reaction with the target molecule is given by

dTarget

dt
= −Target KonI

Km+ I
, (S26)

where the Menten parameter values associated with each input are listed in Table S3.

Drug Km/µM Kon/µMs−1

I1 - 3MA 60 [38] 0.1 [39]
I2 - Oridonin 8.9 [40] 0.01 [41]
I3 - Pimasetib 2 [42] 2.5 [43]

Table S3

Km is equivalent to the IC50 value of the inhibitor being used on each target and is a property of the drug. To

make the response of the controller inputs less ‘switch like’, inhibitors with relatively large IC50 values have been

chosen.

Kon has then been chosen by comparing the model of the drug to a western blot (shown in Figure S1). It has

been shown that the parameters in Table S3 are within a suitable range and can therefore show the benefits of using

an external feedback loop to guide treatments.
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Figure S1: a)-c) Western Blot for 3MA [39], Ordonin [41] and Pimasetib [43], respectively. D)-f) A comparison of
the western blot (circles) to the action of the Michaelis Menten term used to describe the 3MA [39], Ordonin [41]
and Pimasetib [43], respectively. PI3K and MEK are unobservable therefore, p-S6 and pMAPK, respectively, have
been used as markers for the related pathways.
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Figure S2a shows the response of the system to step inputs I1 (Figure S2b) for the Menten parameters Kon

and Km used throughout the paper. The response of the system is highly sensitive to those parameters as they

dictate how the input and NSCLC model interact. In particular, Kon controls the relative strength of the action

of the inhibitor. If Kon is decreased by one order of magnitude, the step responses become almost identical to the

system’s free response (Figure S2C). Km dictates the ‘switch like’ behaviour of the inhibitor. For instance, if Km

is decreased by an order of magnitude, the step response far overshoots the reference (Figure S2D). Increasing Km

gives a similar effect as reducing Kon (not shown for conciseness).

Figure S2: Step response simulations to show the affect of varied input parameters on the action of two different
step inputs of I1. A) Step response of Akt to the input parameters Kon = 0.1 and Km = 60, as used in subsequent
simulations. B) The step inputs of I1 used in the simulations. C) The step response of Akt if Kon had been reduced
by a factor of ten (Kon = 0.01 and Km = 60). D) The step response of Akt if Km had been reduced by a factor
of ten (Kon = 0.1 and Km = 6).

S3 Model Predictive Control (MPC)

MPC uses a model of the system in the feedback loop to predict how the system will behave in response to the

inputs that the controller has optimally chosen at each time step. The inputs are chosen to minimise a user-defined

cost function that typically includes terms penalising the magnitude of the inputs, u(t), and the magnitude of errors

between the response of the system, y(t), and reference signals, r(t) [27]. For a given current state, MPC uses a

model to show the dominant dynamics of the Plant to estimate the affect inputs would have on the actual plant. It

then uses an optimiser to pick the ’optimal‘ input. The first set of ’optimal‘ inputs are then added to the system.

The feedback loop then remeasure the outputs of the actual Plant to estimate the actual states and reiterates the

MPC scheme to choose each subsequent input.
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Some additions to the cost function will be discussed in Sections S3.2 and S3.3. MPC controllers are not limited

to linear systems, however, non-linear systems will result in a larger computational effort and require more complex

optimisation solvers, as discussed in Section S5.

Figure S3: MPC scheme - a block diagram showing the flow of information around the control scheme, including
what information is passed between each block

For the present numerical study, the plant is the nonlinear NSCLC model presented in Eqs. (S2)–(S21) and

all the system states, x(t), are measured directly. In practice, only a few outputs/states can be measured and an

estimator is required to estimate the remaining states from input-output data.

To sequester the downstream effect of the mutation within the cell, the control reference signal,r(t), is chosen

as the response of the Wild type cell (i.e. without cancer). e(t) is the error signal between the reference, r(t),

and internal states of the plant, x(t). e(t) is fed into the Regulation block of the control scheme, this is where the

optimisation problem is solved, finding the minimum point of the cost function.

S3.1 Cost Function

Once the internal state errors, e(t), have been estimated or measured, the MPC controller can begin the optimally

choose the input for the next time step. It does so by using the model of the system to predict the future state

error of the system for all the possible combinations of inputs, within the problem constraints, over the prediction

horizon. The controller then optimally chooses the input profile that results in the minimum of a predetermined

cost function. The inputs of the first time step of the optimal input profile are then applied to the system. Therefore

the MPC block contains the Plant Model, which is used to predict the future output of the system to various input

profiles from the current state of the actual system, and the Regulator block, which receives these predictions and

carries out the minimisation of the cost function to find the ’optimal‘ input.

Usually the optimisation problem contains the cost function, to be minimised, and the state and input con-
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straints.

min
U

(ETQE+UTRU) st. −U ≤ UL, U ≤ UU (S27)

The model that the regulator sees is a discrete approximations of the NSCLC model for 1 ≤ k ≤ N steps. E =

[e(1), e(2), . . . , e(N)]T describing the current and future predicted state errors of the system. U = [u(1),u(2), . . . ,u(N)]T

describes the future inputs. The proportion of the cost function related to each term can vary what is considered

the ‘optimal’ input. Q weights the error of the states and R weights the use of the inputs. For example if the drugs

used as an input need to be conserved then the weight of the cost function associated with the inputs, R, should

be relatively large compared to the weight of the state error, Q. Affine constraints on the input bounds are also

included here (UL ≤ U ≤ UU , in all simulations UL = 0µM and UU = 1µM) [27].

S3.1.1 Linear Model

If a linear approximation of the model can be produced and represented by a state space, the future behaviour of

the model can be calculated offline and the optimisation problem is convex (for affine constraints). The minimal

cost can then be solved using a quadratic solver, which is relatively computationally light (MATLAB’s ‘quadprog’

solver has been used here).

It can be seen from Equation (S27) that the objective is to find the inputs to the system that minimize the

cost function. As a discrete linear approximation of the model of the Plant can be used, a state space is used to

represent the model, e(k + 1) = Ae(k) + Bu(k), y(k) = Ce(k) = g(e). Therefore as long as the current state is

known, each future state can be estimated for a given input profile.

e(1) = Ae0 +Bu(1)

e(2) = Ae1 +Bu(2) = A(Ae0 +Bu(1)) +Bu(2)

e(N) = ANe0 +AN−1Bu(1) +AN−2Bu(2) + . . .+Bu(N)

(S28)

Defining a new notation containing all of the states in the prediction horizon.

E = Me0 + C̃U

U =



u(1)

u(2)

.

.

.

u(N)


M =



I

A

.

.

.

AN


C̃ =



0 0 . . . 0

B 0 . . . 0

AB B . . . 0

.

.

AN−1B AN−2B . . . B



(S29)

Therefore the cost function can be rearranged as
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J(E,U) = ETQE+UTRU

J(U) = (Me0 + C̃U)TQ(Me0 + C̃U) +UTRU

= UT (C̃TQC̃+R)U+ 2eT0 (C̃
TQM)TU+ eT0 M

TQMe0

= UTHU+ 2eT0 F
TU+ eT0 Ge0

(S30)

The final term in the cost function can be removed as it is constant with respect to the inputs and therefore

will not affect the position of the minimum points.

J(U) = UTHU+ 2eT0 F
TU (S31)

Only the ‘optimal’ inputs for the first time step are then applied to the Plant, u(1), the whole optimization

process is repeated at the next time step.

S3.1.2 Weighting

The cost function as shown in (S30), can be weighted as a balance of using the inputs, γ; the error in all of the

estimated states, α and the error in the outputs, β.

Q = αI+ β


CTC 0 . . . 0

0 CTC . . . 0

0 0 . . . CTC



R =


γI 0 . . . 0

0 γI . . . 0

0 0 . . . γI


(S32)

Where C from the state space approximation of the model and I, a square identity matrix.

S3.2 Differential Input

The controller favoured jumping rapidly between input concentrations which is not be an ‘optimal’ input in-vitro.

Therefore a term related to the gradient of the inputs is added to the cost function which works to reduce the fast

variations of the input. The linear approximation of the model used within the MPC simulations is discrete and

therefore the derivative is approximated by the scaled difference between each input at adjacent steps.

dU

dt
|k ≈

U(k)−U(k − 1)

Ts
(S33)

The terms that are independent of the inputs can be dropped from the cost function as they will only affect the

value of the cost function but not its position. Similarly any constant scaling can be dropped as this would just
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change the weighting added to the term. Using the squared sum of the derivative of the inputs, the gradient of the

steps between the last actual input and the last step in the prediction horizon can be added to the cost function.

∑k=j+N
k=j (U(k)−U(k − 1))2 =

∑k=j+N
k=j U(k)2 +U(k − 1)2 − 2U(k)U(k − 1)

= U(j − 1)2 − 2U(j)U(j − 1) + 2[U(j)2 +U(j + 1)2 + . . .+U(j +N − 1)2

−U(j)U(j + 1)−U(j − 1)U(j − 2)− . . .−U(j +N − 1)U(j +N)] +U(j +N)2

= UTDU+ dU

D = θ



2I −I 0 . . . 0

−I 2I −I . . . 0

0 −I 2I . . . 0

...
...

...
. . .

...

0 0 0 . . . I


d = θ

[
2U(j − 1) 0 0 . . . 0

]
(S34)

Where I is a square identity matrix the size of the number of inputs. The gradient can be added to the cost

function, J , through grouping the quadratic and proportional terms of the input’s gradients and pre-multiplying

by a scaling factor, θ.

J(e0,U) = UTHU+ 2eT0 F
TU+UTDU+ dU

= UT (H+D)U+ (2eT0 F
T + d)U

(S35)

Figure 3, comparing plots C) and D) demonstrate the affect of the differential cost on preventing the rapidly

changing inputs.

An alternative approach could be to add the gradient as a constraint into the optimisation problem, to physically

prevent the inputs from varying faster than a limiting value. However, this does not inform the controller that the

‘optimal’ input should have slower changing inputs, it merely limits the maximum rate of variations.

S3.3 Integral State Error

When controlling the affect of signalling phosphorylation cascades, it is optimal to decrease both the peak and the

duration of a molecule concentration higher up the cascade, rather than just its peak [28]. Both the duration and

the peak are included in the integral of the error signal. Therefore the integral of the state errors should be added

as a term in the cost function. The square of the integral errors has been approximated as shown.
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( ∫ j+N
j

e(t)dt
)2 ≈

∑k=j+N
k=j e(k)2 + e(k − 1)2 + 2e(k)e(k − 1)

≈ e(j − 1)2 + 2e(j − 1)e(j) + e(j +N)2+

2
(
e(j)2 + . . .+ e(j +N − 1)2 + e(j)e(j + 1) + e(j + 1)e(j + 2) + . . .+ e(j +N − 1)e(j +N)

)
≈ ETPE+ pE

P = η



2CTC CTC 0 . . . 0

CTC 2CTC CTC . . . 0

0 CTC 2CTC . . . 0

...
...

...
. . .

...

0 0 0 . . . CTC


p = η

[
0 2eT0 0 . . . 0

]

(S36)

The first term is constant and is therefore dropped. P and p are weighted by η in the cost function. The integral

cost is in terms of the future state errors E rather than the inputs U. The matrices defined in Equation (S29), can

be used.

ETPE+ pE = (Me0 + C̃U)TP(Me0 + C̃U) + p(Me0 + C̃U)

= eT0 M
TPMe0 +UT C̃TPC̃U+ 2eT0 M

TPC̃U+ pMe0 + pC̃U
(S37)

The constant terms with respect to U can be dropped and the quadratic and proportional terms reorganised.

UT C̃TPC̃U+ 2eT0 M
TPC̃U+ pC̃U = UT P̃U+ p̃U

P̃ = C̃TPC̃ p̃ = pC̃+ (2eT0 M
TPC̃)

(S38)

The cost function, J(U), can be formed including the integral of the state error.

J(U) = UTHU+UTDU+UT P̃U+ 2eT0 FU+ dU+ p̃U

= UT (H+D+ P̃)U+ (2eT0 F+ d+ p̃)U
(S39)

This is the cost function that has been used in all the simulations. Figure 3a demonstrates the affect of the

integral cost on reducing both the amplitude and the duration of the error signal.

S3.4 Adaptive MPC

Adaptive MPC is a broad term describing MPC control schemes in which the model of the Plant changes as the

simulation progresses, as briefly described in Section 2.1.1. The adaptive linear MPC has a better performance than

a single linear model and is less computationally expensive than using a full non-linear model. Our non-linear model

of the NSCLC, (S2) - (S21), can be linearised about a point to produce a linear model which is accurate about a

localised region. Therefore at each iteration of the MPC algorithm, (at each time step) the non-linear model can
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be linearised about the estimate of the states of the actual Plant in order to produce a linear approximation of the

NSCLC model that updated each time step to better represent the dynamics of the Plant. This linear approximation

can be ran through the MPC algorithm to predict the future behaviour of the linear system, representing the local

future behaviour of the non-linear system and therefore the Plant.

S3.5 Cross-talk

Within the NSCLC cell there are many signalling pathways which all interact with each other. These pathways will

propagate the affect of the mutation throughout the cell and therefore have evolved to cumulatively work against

the treatment in one pathway through increasing the activation of another. The affect of the crosstalk between

the MAPK and mTOR pathways is small and will not significantly affect the MPC controller. However if we run

a MISO simulation where the controller is only allowed to use I1 and I2 whilst observing the error in y1 - ERK,

the controller pulses each input for two minutes at the start of the simulation and then does not act again. In this

simulation, EI = 2.4034, where as the EI of a free response when no input is used is, EI = 2.4002, showing that

with the crosstalk modelled here the inputs used on the mTOR pathway to reduce the activation of Akt will go

on to increase the activation of ERK in the MAPK pathway, as expected, as the robust network of pathways is

attempting to dampen the affect of the external input. Figure S5 shows the affect of this cross-talk on a step input

of both I1 and I2, showing that an input that would reduce the activation of y2 - Akt, also causes an increase in

the activation of y1 - ERK as a EI of 2.4237 > 2.4002.
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Figure S4: I would not include this in the paper but just to show that the controller doesn’t really
act on the other pathway.A MISO Linear MPC simulation using I1 and I2 to control the concentration of y1 -
ERK. A) The response of ERK. B) and C) The inputs used in the simulation. Parameters: Ts = 1min, N = 10,
α = 0, β = 0, γ = [1, 105,−], θ = 0 and η = 1.
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Figure S5: A step response simulation using I1 and I2. A) The response of ERK. B) and C) The step of 1 µM of
I1 and I2 respectively.

Page 33

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted March 16, 2022. ; https://doi.org/10.1101/2022.03.14.484268doi: bioRxiv preprint 

https://doi.org/10.1101/2022.03.14.484268
http://creativecommons.org/licenses/by-nc-nd/4.0/


Non-Small Cell Lung Cancer Benjamin Smart

S4 Indexes

In order to easily compare simulations it is useful to have an index to summarise the performance of the controller

and the input it takes to achieve this performance, EI and DIi respectively. These have been briefly defined in

Section 2.1.3 and are normalised here such that multiple plots can be compared within Figure 7.

Firstly, the Error Index, EI, is the sum of the squared errors of the outputs, calculated by integrating the square

of all the output error signals by using a trapezium approximation of the discrete data.

EI =
∫ T
0
eTCe dt

ÊI = EI
max
γ2/γ1

(EI) =
EI

EII1SISO

(S40)

All EIs have been divided by the lowest EI of any MISO simulation. It is expected that this would come at

one of the SISO simulations (R → 0 or R → ∞) as using a combination of I1 and I2 should be better than either

one by itself. The maximum EI found was the SISO simulation of I1, therefore this has been used to normalise the

EI to form ÊI.

The dose of the inputs have to be non-negative and therefore the DIi does not have to be squared. DIi is

equivalent to the integration of input profile for each input, i.

DIi =
∫ T
0
Ii(t) dt, DIiSISO =

∫ T
0
ISISOi (t) dt

D̂Ii =
DIi

DIiSISO

(S41)

It is expected that the largest dose of any one input would occur in the SISO simulation where it is the only input

acting on the system. This was found to be true and DIi is normalised by the DIi of their own SISO simulation,

producing D̂Ii.

D̂Ii does not give a quantitative measure on the dose of the combined input profile. Within current literature,

there are many methods of trying to summarises the joint affect and toxicity of static dosages of combined therapies

[30], however these do not look into dynamic dosages over a given time period. Therefore a combined affect of the

drug profiles can be estimated by replacing these static drug dosages with the normalised Dose Index, D̂Ii.

An Isobole can be defined as Iso = D̂I1 + D̂I2 for these therapies. From this definition our combinations are

all antagonistic. The Bliss Independence formula, BI, assumes that there is no correlation between the two agents.

BI = D̂I1 + D̂I2 − D̂I1D̂I2 (S42)

Our model is deterministic, with each input having a different target molecule, therefore within these in-silica

simulations there is no correlation between the inputs. Therefore the Bliss Independence formula can be used to

gauge the combined affect of 2 drugs [31]. All three indexes are used in Figure 7 to compare multiple simulations.
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S5 Linear vs Non-Linear MPC

All MPC simulations within the report use an adaptive linear MPC controller, where the linear model is based

off a linearisation of a non-linear model of the NSCLC system (S2)-(S21). Using the non-linear model creates a

non-convex optimisation problem requiring a more complex (and computationally heavy) solver, with no guarantee

of finding the global minimum. Here the non-linear simulations have used MATLAB’s ‘fmincon’, a gradient based

non-linear solver. It is the fastest appropriate non-linear solver. Due to the large number of internal states in the

non-linear NSCLC model, a solver would take longer to find a solution than the current time step of the controller.

Non-linear MPC would limit the controller’s use in-vitro, as the it would take longer to process the observations

than time between observations. Resulting in a large time step for the controller, which could miss key dynamics

of the system, as can be seen by comparing the performance of Figure 5 to 6. However when using the adaptive

linear MPC controller the simulation takes a few seconds (well within the time step) and can still summarises key

dynamics of the system even though some of the non-linear couplings between the states will be lost.
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Figure S6: Two MPC simulations using I1 and I2 to control the concentration of y2 - Akt. A) the response of
Akt to a non-linear MPC controller and an adaptive linear MPC controller. B) and C), the input of I1 and I2,
respectively, used in the non-linear simulation. D) and E), the input of I1 and I2, respectively, used in the linear
simulation. Parameters: Ts = 1, N = 10, α = 0, β = 0, γ = [1, 105,−], θ = 0 and η = 1.

Figure S6 compares a MISO response using the adaptive linear MPC controller to a non-linear MPC controller.

It can be seen that the non-linear MPC has a lower Error Index, however the run-time for the non-linear MPC

simulation is 91’000 seconds, whereas the adaptive linear MPC has a run-time of only 33 seconds. The non-linear

MPC has a significantly higher run-time, as expected.
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S6 MPC vs PID

All feedback simulations within the report use an adaptive MPC controller. Figure S7 compares the performance

of a feedback loop containing an MPC controller to one containing a simpler PID controller. Due to the relatively

slow acting input, as observed in the outputs, a differential gain is not required in the PID controller. If an integral

gain is added then the inputs have a non-zero steady state response, causing a very high DI. This is due to the fact

that there is no integral anti wind up term in the controller and therefore the integral error never resets to zero,

leaving the inputs at a non-zero state. Therefore a Proportional controller has been used.

Through simulations these two gains (a proportional gain for each input) can be tuned such that the controllers

initial reaction to the error signal results in a relatively low EI, as shown in Figure S7, however the response is

very sensitive to the choice of these gains. It can be seen in plots B) and C) that the inputs are identical, as the

controller has no idea what is going on in the system that it is controlling.
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Figure S7: A comparison of a PID and MPC controllers used in the feedback loop using I1 and I2 to control
the concentration of y2 - Akt. A) the response of Akt to a Proportional controller and an adaptive linear MPC
controller. B) and C), the input of I1 and I2, respectively, used in the PID simulation. The proportional gains
KpI1 = 0.001 and KpI2 = 0.001. D) and E), the input of I1 and I2, respectively, used in the MPC simulation.
Parameters: Ts = 1, N = 10, α = 0, β = 0, γ = [1, 105,−], θ = 0 and η = 1.

It can be seen that although the controllers result in a similar performance, the PID controller offers no control

on the inputs used to get there and therefore would be of no use when trying to design different drug profiles that

achieve a similar performance whilst not achieving robust control as the low EI is just as an effect of the finely

tuned gains reacting to the measured initial error in the first two minutes. Whereas the MPC controller, through

the cost function, can be told to priorities different input profiles.
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