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Abstract7

Synaptic changes underlie learning andmemory formation in thebrain. But synaptic plasticity of excitatory synapses8

on its own is unstable, leading to unlimited growth of synaptic strengths without additional homeostatic mecha-9

nisms. To control excitatory synaptic strengthswepropose a novel formof synaptic plasticity at inhibitory synapses.10

We identify two key features of inhibitory plasticity, dominance of inhibition over excitation and a nonlinear depen-11

dence on the firing rate of postsynaptic excitatory neurons whereby inhibitory synaptic strengths change in the12

same direction as excitatory synaptic strengths. We demonstrate that the stable synaptic strengths realized by13

this novel inhibitory plasticity achieve a fixed excitatory/inhibitory set-point in agreement with experimental re-14

sults. Applying a disinhibitory signal can gate plasticity and lead to the generation of receptive fields and strong15

bidirectional connectivity in a recurrent network. Hence, a novel form of nonlinear inhibitory plasticity can simul-16

taneously stabilize excitatory synaptic strengths and enable learning upon disinhibition.17

Introduction18

Learning andmemory formation in the brain are implemented by synaptic changes undergoing Hebbian plasticity19

whereby joint pre- and postsynaptic activity increase the strength of synaptic connections (Hebb, 1949; Abbott and20

Nelson, 2000). However, Hebbian long-term plasticity of excitatory synapses to other excitatory neurons, referred21

to as excitatory plasticity, is inherently unstable (Miller andMacKay, 1994). Increasing excitatory synaptic strengths22

leads to an increase in the firing rates of excitatory postsynaptic neurons which in turn further increases synaptic23

strengths. This positive feedback loop is called ‘Hebbian runaway dynamics’ (Turrigiano and Nelson, 2004). To24

counteract unstable synaptic growth and control resultant rate dynamics, some form of homeostatic control is25

needed. Experimental studies have uncovered multiple homeostatic mechanisms. One prominent mechanism is26

synaptic scaling, where synaptic connections onto a given excitatory neuron potentiate or depress, while preserv-27

ing relative strengths, to maintain a target level of activity (Turrigiano et al., 1998; Turrigiano, 2008). An alternative28

mechanism that has gainedmuch recent attention is heterosynaptic plasticity (Lynch et al., 1977; Chistiakova et al.,29

2015), which occurs both at excitatory and inhibitory synapses that have not been directly affected by the induction30

of plasticity (Field et al., 2020). A third plausible homeostatic mechanism with significant experimental evidence is31

intrinsic plasticity which affects the intrinsic excitability of single neurons by adjusting the distribution of different32

ion channel subtypes (Desai et al., 1999; Debanne et al., 2019).33

Various computational studies have benefited from this plethora of experimental evidence for homeostatic34

control of firing rates and synaptic strengths, and implemented a range of computational models from purely35

phenomenological ones to detailed biophysical ones. Some relatively straightforward ways to stabilize firing rates36

and control synaptic strengths in models include imposing upper bounds on synaptic strengths, applying normal-37

ization schemes which adjust synaptic strengths by preserving the total sum of incoming weights into a neuron38

(Oja, 1982; Miller and MacKay, 1994) and assuming that the plasticity mechanism modifying synaptic strengths is39
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itself plastic – called ‘metaplasticity’ (Bienenstock et al., 1982; Yger and Gilson, 2015). These can often be linked to40

the above experimentally described homeostatic mechanisms. Computational studies have also begun to uncover41

the various, often complementary, functional roles of different homeostatic mechanisms, e.g. on synaptic scaling42

versus intrinsic plasticity (Wu et al., 2020) or heterosynaptic plasticity (Field et al., 2020). However, how exactly43

synaptic plasticity and homeostatic mechanisms interact to control synaptic strengths, and yet enable learning,44

is still unresolved (Fox and Stryker, 2017; Turrigiano, 2017; Yee et al., 2017). Part of the challenge is that the ex-45

perimentally measured timescales of homeostatic mechanisms are too slow to stabilize the Hebbian runaway46

dynamics in computational models, sometimes referred to as the ‘temporal paradox’ of homeostasis (Zenke et al.,47

2013, 2017; Zenke and Gerstner, 2017). A related problem to the integration of plasticity and homeostasis is the48

trade-off between stability and flexibility. While stimulus representations need to be stable, for instance to allow49

long-term memory storage, the system also needs to be flexible to allow re-learning of the same, or learning of50

new representations (Fusi, 2017).51

Here, we investigate an under-explored mechanism to control and stabilize excitatory synaptic strengths and52

their dynamics, which is long-term plasticity of inhibitory-to-excitatory (I-to-E) synapses, referred to as inhibitory53

plasticity. Experimental paradigmshave characterizeddiverse formsof inhibitory plasticity, usually via high-frequency54

stimulation (Caillard et al., 1999; Shew et al., 2000; Mellor, 2018) and via pairing of presynaptic and postsynaptic55

spikes (D’amour and Froemke, 2015; Hennequin et al., 2017). Inhibition has been shown to control the plasticity56

mechanisms regulating connection strengths between excitatory neurons depending on their firing rates (Steele57

and Mauk, 1999) as well as precise spike timing (Paille et al., 2013; Hiratani and Fukai, 2017; Herstel and Wierenga,58

2021). Inhibitory plasticity can even dictate the direction of excitatory plasticity, shifting between depression or po-59

tentiation (Wang and Maffei, 2014). Given this potential of inhibitory plasticity to affect so many different aspects60

of synaptic strength and firing rate dynamics in a network, it remains unclear what properties are important for61

achieving stability, while still enabling neural circuits to learn.62

Using computational modeling, we characterize a novel mechanism of inhibitory plasticity with two key fea-63

tures. First, we propose that inhibitory plasticity should depend nonlinearly on the firing rate of an excitatory64

postsynaptic neuron to robustly control and stabilize the strengths of excitatory synaptic connections made by65

that neuron. This means that for low postsynaptic rates, I-to-E synapses should depress, for high postsynaptic66

rates I-to-E synapses should potentiate and without any postsynaptic activity undergo no plasticity. This nonlin-67

ear dependence of inhibitory plasticity on the postsynaptic firing rate is sufficient for stability, without the need68

for additional homeostatic mechanisms. Second, we require a dominance of inhibition, which can be reflected69

in the larger number of synaptic connections, faster synaptic dynamics or overall higher firing rates of inhibitory70

synapses and neurons relative to excitatory ones. Dominance of inhibition has already been demonstrated in71

circuits in the visual cortex which operate as inhibition-stabilized networks (ISNs) (Tsodyks et al., 1997; Sanzeni72

et al., 2020; Ahmadian and Miller, 2021). A direct consequence from our proposed novel mechanism of nonlinear73

inhibitory plasticity is the formation of a fixed ratio of excitatory to inhibitory synaptic strengths, in agreement74

with experimental data (D’amour and Froemke, 2015). Besides stability, our proposed inhibitory plasticity can also75

support flexible learning of receptive fields and recurrent network structures by gating excitatory plasticity via76

disinhibition (Froemke et al., 2007; Letzkus et al., 2011). Therefore, our results provide a plausible solution to the77

stability-flexibility problem by identifying key aspects of inhibitory plasticity, which provide experimentally testable78

predictions.79

Results80

A linear inhibitory plasticity rule fails to robustly stabilize weight dynamics81

To investigate the plausibility of inhibitory plasticity as a control mechanism of excitatory synaptic strengths, we82

initially considered a model based on a feedforward inhibitory motif prominent in many brain circuits (Fig. 1A).83

Here, a population of presynaptic excitatory neurons projects to a population of inhibitory neurons and both84

populations project to a postsynaptic excitatory neuron. Such a motif could resemble, for instance, the excitatory85

input from the thalamus to excitatory and inhibitory neurons in a primary sensory cortical area (Tremblay et al.,86

2016). We described the activity of neurons by their firing rates, and investigated average population firing rates87

and synaptic strength changes as a function of synaptic plasticity (Methods). Experimental studies have shown88
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that the sign and magnitude of excitatory plasticity depends nonlinearly on the firing rates (Kirkwood et al., 1996;89

Philpot et al., 2003; Cooper and Bear, 2012). Inspired by these findings, we implemented plasticity of E-to-E synaptic90

connections 𝑤𝐸𝐸 (or weights) as a nonlinear function of the postsynaptic rate 𝜈𝐸 (Fig. 1B):91

𝜏𝐸𝑤 𝑤̇
𝐸𝐸 = 𝜌𝐸𝜈𝐸

(

𝜈𝐸 − 𝑐𝐸𝑝𝑜𝑠𝑡
)

. (1)

Here, 𝜌𝐸 denotes the excitatory presynaptic rate and 𝜏𝐸𝑤 is the timescale of excitatory plasticity. We refer to the92

postsynaptic rate at which the plasticity changes sign as the ‘postsynaptic LTD/LTP threshold’, denoted by 𝑐𝐸𝑝𝑜𝑠𝑡. If93

the firing rate 𝜈𝐸 is smaller than the threshold 𝑐𝐸𝑝𝑜𝑠𝑡, then the change in synaptic strength is negative leading to94

long-term depression (LTD), while if 𝜈𝐸 is larger than 𝑐𝐸𝑝𝑜𝑠𝑡, then the change in synaptic strength is positive leading95

to long-term potentiation (LTP) (Fig. 1B). This means that increasing the excitatory postsynaptic firing rate will lead96

to potentiation of excitatory weights, and in a positive feedback loop will further increase the neuron’s firing rate97

– known as the classical problem of ‘Hebbian runaway dynamics’.98

Hence, we wanted to determine a plausible mechanism to counteract excitatory runaway dynamics. We pos-99

tulated that regulating the inhibitory input into the postsynaptic neuron provides an efficient way to stabilize ex-100

citatory weights and firing rates. In our framework, inhibitory neurons can affect excitatory plasticity in three101

equivalent ways. (1) The number of inhibitory synapses𝑁𝐼 onto the postsynaptic neuron can change, for example,102

through the growth or removal of synapses via structural plasticity. (2) The strength of I-to-E synapses 𝑤𝐸𝐼 can103

change via inhibitory plasticity. (3) Finally, the rate of inhibitory neurons 𝜈𝐼 can also change through the exter-104

nal excitatory input to the inhibitory neurons 𝜌𝐼 or the excitatory-to-inhibitory weight 𝑤𝐼𝐸 . Various experimental105

studies have revealed that the plasticity of I-to-E synapses can be induced via the stimulation of the relevant input106

pathways (Caillard et al., 1999; Shew et al., 2000; Wang andMaffei, 2014). Given this experimental evidence for the107

plasticity of I-to-E synapses, we examined the influence of changing the strength of I-to-E synapses, 𝑤𝐸𝐼 , on the108

strength andmagnitude of E-to-E synapses, 𝑤𝐸𝐸 (Fig. 1C). We found that stronger𝑤𝐸𝐼 weights rates require higher109

presynaptic excitatory rates to induce LTP, while weaker 𝑤𝐸𝐼 weights require lower presynaptic excitatory rates to110

induce LTP. This effectively leads to a shift of the threshold between LTD and LTP as a function of the presynap-111

tic excitatory firing rate as 𝑤𝐸𝐼 changes. We refer to the presynaptic excitatory firing rate at which the plasticity112

changes sign between potentiation and depression as the ‘presynaptic LTD/LTP threshold’, denoted by 𝑐𝐸𝑝𝑟𝑒 (Fig. 1C).113

In contrast to the fixed postsynaptic LTD/LTP threshold, 𝑐𝐸𝑝𝑜𝑠𝑡(Fig. 1B), this presynaptic LTD/LTP threshold depends,114

among others, on the strength of I-to-E synapses (Fig. 1C; Methods, Eq. 12).115

Rather than hand-tuning the strength of I-to-E synapses, here we propose that a particular inhibitory plastic-116

ity rule can dynamically adjust their strength as a function of presynaptic inhibitory and postsynaptic excitatory117

activity. However, the exact form of this plasticity has not yet been mapped experimentally. Therefore, we first118

investigated an inhibitory plasticity rule widely-used in computational models which depends linearly on the post-119

synaptic rate 𝜈𝐸 (Vogels et al., 2011; Clopath et al., 2016) (Fig. 1D, 𝑤̇𝐸𝐼 ):120

𝜏𝐼𝑤𝑤̇
𝐸𝐼 = 𝜈𝐼

(

𝜈𝐸 − 𝑐𝐼𝑝𝑜𝑠𝑡
)

. (2)

Here, 𝜏𝐼𝑤 denotes the timescale of inhibitory plasticity. As for excitatory plasticity, we refer to the postsynaptic rate121

at which inhibitory plasticity changes from LTD to LTP as the ‘inhibitory postsynaptic LTD/LTP threshold’, denoted122

by 𝑐𝐼𝑝𝑜𝑠𝑡. This threshold determined the ‘target rate’ of the postsynaptic neuron (Vogels et al., 2011). If the excitatory123

postsynaptic neuron fires at higher rates than 𝑐𝐼𝑝𝑜𝑠𝑡, inhibitory LTP leads to a decrease of its firing rate, while if124

the neuron fires at lower rates than 𝑐𝐼𝑝𝑜𝑠𝑡, inhibitory LTD increases its rate. To prevent an unstable scenario where125

excitatory (Eq. 1) and inhibitory plasticity (Eq. 2) push the postsynaptic excitatory neuron towards two different126

firing rates, here we assume that the excitatory and inhibitory thresholds are matched (Fig. 1D, 𝑐𝐸𝑝𝑜𝑠𝑡 = 𝑐𝐼𝑝𝑜𝑠𝑡).127

To investigate the effect of this ‘linear inhibitory plasticity’ mechanism on the temporal evolution of excitatory128

and inhibitory synaptic weights, 𝑤𝐸𝐸 and𝑤𝐸𝐼 , we plotted the flow field in the phase plane𝑤𝐸𝐼 vs.𝑤𝐸𝐸 (Fig. 1E). We129

found that the interaction of excitatory and inhibitory plasticity generates a line of stable fixed points (i.e. a line130

attractor) where both synaptic weights do not change any more (Fig. 1E, black solid line; see Methods). The initial131

weights determine whether the weights ultimately converge to the line attractor and stabilize. When the initial132

E-to-E weights 𝑤𝐸𝐸 are much larger than the initial I-to-E weights 𝑤𝐸𝐼 (Fig. 1E, below the dashed line), the weights133

become unstable (Fig. 1E, F). Equivalently, the weights become unstable when the postsynaptic rate 𝜈𝐸 is beyond134
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the crossover point of the excitatory and inhibitory plasticity curves as a function of the postsynaptic excitatory135

rate (Fig. 1D, black cross). For firing rates beyond this crossover point, the E-to-E weights increase faster than the136

I-to-E weights, leading to runaway dynamics.137

In summary, our results suggest that a well-known form of inhibitory plasticity with a linear dependence on the138

postsynaptic excitatory firing rate can control excitatory weight changes only for a range of initial conditions. There139

exists a whole range of initial conditions (specifically where the E-to-E are larger than the I-to-E weights) where the140

postsynaptic excitatory firing rate is sufficiently large and where the weight dynamics explode. This scenario could141

be problematic if during normal development in the animal, the E-to-E and I-to-E weights are set up in this range,142

and implies the need for careful tuning to prevent unlimited weight growth.143
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Figure 1. Linear inhibitory plasticity fails to stabilizeweights for high excitatory firing rates. A. Schematic of a feedforward
inhibitory motif. A single postsynaptic excitatory neuron with rate 𝜈𝐸 receives input from an excitatory presynaptic population
with number of synapses 𝑁𝐸 , firing rate 𝜌𝐸 and weight 𝑤𝐸𝐸 and an inhibitory neuron population with number of synapses
𝑁𝐼 , firing rate 𝜈𝐼 and weight 𝑤𝐸𝐼 . The inhibitory population receives external excitatory input with rate 𝜌𝐼 and input from the
presynaptic excitatory population via 𝑤𝐼𝐸 . B. Plasticity curve of E-to-E weights (𝑤̇𝐸𝐸 , blue) as a function of the postsynaptic
rate 𝜈𝐸 . The postsynaptic LTD/LTP threshold 𝑐𝐸𝑝𝑜𝑠𝑡 is set to 1 Hz. C. E-to-E weight change (𝑤̇𝐸𝐸 ) as a function of the presynaptic
excitatory rate 𝜌𝐸 for different I-to-E weights 𝑤𝐸𝐼 ranging from 0 to 1.5. The presynaptic LTD/LTP threshold 𝑐𝐸𝑝𝑟𝑒 is shown for
𝑤𝐸𝐼 = 0.75 (vertical dashed line). D. Plasticity curves of E-to-E (𝑤̇𝐸𝐸 , blue) and I-to-E (𝑤̇𝐸𝐼 , red) weights as a function of the
postsynaptic rate 𝜈𝐸 . The excitatory and inhibitory LTD/LTP thresholds are identical (𝑐𝐸𝑝𝑜𝑠𝑡 = 𝑐𝐼𝑝𝑜𝑠𝑡). Black cross marks crossover
of the plasticity curves at which weight dynamics become unstable. E. Phase portrait of the dynamics of E-to-E (𝑤𝐸𝐸 ) and I-to-E
(𝑤𝐸𝐼 ) weights in the phase plane. Grey arrows indicate the sign of weight evolution over time, points represent three different
weight initializations, [𝑤𝐸𝐸

0 , 𝑤𝐸𝐼
0 ] = {[1.5, 1.8], [1.5, 0.5], [2.5, 1]}, and green lines represent the weight evolution for each case. The

two colored points represent initial weights in F. Black line indicates the line attractor and the dashed line separates stable from
unstable initial conditions (Methods, Eq. 19). F. E-to-E (𝑤𝐸𝐸 , blue) and I-to-E (𝑤𝐸𝐼 , red) weights as a function of time for stable
(solid lines, [𝑤𝐸𝐸

0 , 𝑤𝐸𝐼
0 ] = [1.5, 0.5]) and unstable (dashed lines, [𝑤𝐸𝐸

0 , 𝑤𝐸𝐼
0 ] = [2.5, 1]) initial conditions.

A novel nonlinear inhibitory plasticity rule as a robustmechanism to stablize excitatoryweights144

To ensure weight stability without fine tuning of the initial E-to-E and I-to-E weights, we proposed a novel inhibitory145

plasticity rule. The rule depends nonlinearly on the postsynaptic rate 𝜈𝐸 , similarly to excitatory plasticity (Eq. 1,146

Fig. 2A):147

𝜏𝐼𝑤𝑤̇
𝐸𝐼 = 𝜈𝐼𝜈𝐸

(

𝜈𝐸 − 𝑐𝐼𝑝𝑜𝑠𝑡
)

. (3)

4 of 25

.CC-BY-NC 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted March 29, 2022. ; https://doi.org/10.1101/2022.03.28.486052doi: bioRxiv preprint 

https://doi.org/10.1101/2022.03.28.486052
http://creativecommons.org/licenses/by-nc/4.0/


Manuscript submitted to eLife

As before, to prevent a scenario where the two, excitatory and inhibitory, plasticity rules push the postsynaptic148

excitatory neuron towards two different firing rates, we assume here that the excitatory and inhibitory thresholds149

are matched 𝑐𝐸𝑝𝑜𝑠𝑡 = 𝑐𝐼𝑝𝑜𝑠𝑡. However, as we show later, this assumption can be relaxed. Differently from the linear150

inhibitory plasticity rule (Eq. 2), the nonlinear inhibitory plasticity rule ensures that I-to-E synapses do not change151

in the case where the postsynaptic firing rate is zero (Fig. 2B, beyond grey line), as suggested experimentally (Wang152

andMaffei, 2014). Additionally, the nonlinear rule eliminates the region of initial weight configurations in the phase153

space where the weights grow out of bound; instead the weights converge to the line attractor (Fig. 2B). Indeed,154

the E-to-E weights, I-to-E weights and the postsynaptic rate reach a stable configuration over time (Fig. 2C). We155

calculated the condition leading to stable weight dynamics (Methods, Eq. 13-16) as a function of the excitatory156

and inhibitory input rates (𝜈𝐼 , 𝜌𝐸 ), the number of synapses (𝑁𝐸 , 𝑁𝐼 ) and the timescale of the plasticity mechanisms157

(𝜏𝐸𝑤 , 𝜏𝐼𝑤):158

𝑁𝐼
(

𝜈𝐼
)2

𝜏𝐼𝑤
>

𝑁𝐸
(

𝜌𝐸
)2

𝜏𝐸𝑤
. (4)

This condition ensures stable weight dynamics whenever inhibition is more ‘dominant’ than excitation, either by159

having more inhibitory synapses (𝑁𝐼 ), higher inhibitory rate (𝜈𝐼 ), a faster timescale of inhibitory plasticity (𝜏𝐼𝑤) or a160

combination thereof. From now on, we assume a faster timescale of inhibitory relative to excitatory plasticity (see161

Table 1). An alternative way to achieve stability involves a feedback connection from the postsynaptic neuron to162

the inhibitory population (Suppl. Fig. S1A). In this case, sufficiently strong E-to-I feedforward and feedback weights163

guarantee stability in the presence of this feedback inhibitory motif (Suppl. Fig. S1B-D).164

We found that the line attractor depends on several model parameters (see Methods, Eq. 13) (Fig. 2D)165

𝑤𝐸𝐼 =
𝑁𝐸𝜌𝐸

𝑁𝐼𝜈𝐼
𝑤𝐸𝐸 −

𝑐𝑝𝑜𝑠𝑡
𝑁𝐼𝜈𝐼

. (5)

Under the assumption that the LTD/LTP thresholds of excitatory and inhibitory plasticity are the same, 𝑐𝑝𝑜𝑠𝑡 = 𝑐𝐸𝑝𝑜𝑠𝑡 =166

𝑐𝐼𝑝𝑜𝑠𝑡, we found that the slope of the line attractor can be written as𝑁𝐸𝜌𝐸∕
(

𝑁𝐼𝜈𝐼
)

, while the intersection of the line167

attractor with the abscissa can be written as 𝑐𝑝𝑜𝑠𝑡∕
(

𝑁𝐸𝜌𝐸
)

. Therefore, by changing any of the network parameters168

we can predict the stable configuration to which the weights will converge.169

Taken together, we have proposed a novel form of nonlinear inhibitory plasticity which can counteract exci-170

tatory runaway weight dynamics without the need for fine tuning. The proposed rule eliminates the need for171

additional homeostatic mechanisms and upper bounds on the weights to stabilize weight dynamics. Our model-172

ing approach allows us to dissect the exact dependencies of the stability condition on number of synapses, firing173

rates and plasticity timescales of excitatory and inhibitory neurons.174

Dynamic matching of the excitatory and inhibitory postsynaptic thresholds between LTD and175

LTP176

What happens if the postsynaptic thresholds between LTD and LTP for excitatory and inhibitory synapses are not177

identical, as might be the case in most biological circuits (Fig. 3A)? We found that this leads to the disappearance178

of the line attractor (see Methods Eq. 13). When the excitatory postsynaptic threshold is lower than the inhibitory179

postsynaptic threshold (𝑐𝐸𝑝𝑜𝑠𝑡 < 𝑐𝐼𝑝𝑜𝑠𝑡), both E-to-E and I-to-E weighs grow unbounded (Fig. 3B). E-to-E weights cannot180

stabilize as they continue to potentiate (𝑤̇𝐸𝐸 > 0) even though the postsynaptic neuron is controlled by the fast181

inhibitory plasticity and approaches the target rate 𝜈𝐸 = 𝑐𝐼𝑝𝑜𝑠𝑡 (Fig. 3C). Therefore, stability of firing rates does not182

imply stability of synaptic weights, especially in the case when the postsynaptic thresholds between LTD and LTP183

are non-equal. In the case of 𝑐𝐸𝑝𝑜𝑠𝑡 > 𝑐𝐼𝑝𝑜𝑠𝑡, E-to-E and I-to-E weights steadily decrease.184

Motivated by experimental findings and theoretical considerations (Keck et al., 2017), we proposed that these185

thresholds can be dynamically regulated in opposite directions (Fig. 3D; see Methods). When the postsynaptic186

rate is lower than the excitatory postsynaptic LTD/LTP threshold (𝜈𝐸 < 𝑐𝐸𝑝𝑜𝑠𝑡), the excitatory postsynaptic LTD/LTP187

threshold should decrease, while when the postsynaptic rate is higher than the threshold (𝜈𝐸 > 𝑐𝐸𝑝𝑜𝑠𝑡), the excitatory188

threshold should increase. Similarly, when the postsynaptic rate is higher than the inhibitory postsynaptic LTD/LTP189

threshold (𝜈𝐸 > 𝑐𝐼𝑝𝑜𝑠𝑡), the inhibitory postsynaptic LTD/LTP threshold should decrease, while when the postsynaptic190

rate is lower than the threshold (𝜈𝐸 < 𝑐𝐼𝑝𝑜𝑠𝑡), the inhibitory threshold should increase. Eventually, these dynamic lead191

to matching excitatory and inhibitory LTD/LTP thresholds (Fig. 3E). Therefore, the rate and weight dynamics can192
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Figure 2. A novel nonlinear inhibitory plasticity rule can counteract runaway dynamics of excitatory-to-excitatory
weights. A. Plasticity curves of E-to-E (𝑤̇𝐸𝐸 , blue) and I-to-E (𝑤̇𝐸𝐼 , red) weights as a function of the postsynaptic rate 𝜈𝐸 . The
excitatory and inhibitory LTD/LTP thresholds are identical (𝑐𝐸𝑝𝑜𝑠𝑡 = 𝑐𝐼𝑝𝑜𝑠𝑡). B. Phase portrait of the dynamics of E-to-E (𝑤𝐸𝐸 ) and
I-to-E (𝑤𝐸𝐼 ) weights in the phase plane. Grey arrows indicate the direction of weight evolution over time, points represent three
different initial conditions of the weights, [𝑤𝐸𝐸

0 , 𝑤𝐸𝐼
0 ] = {[1.5, 1.8], [1.5, 0.5], [2.5, 1]}, and green lines represent the weight evolution

for each initial condition. The two colored points represent initial weights in C. Black line indicates the line attractor and the grey
line separates the space at which the postsynaptic firing rate is zero (no dynamics) or larger than zero (Methods, Eq. 17). C. E-to-E
(𝑤𝐸𝐸 , blue) and I-to-E (𝑤𝐸𝐼 , red) weight dynamics and postsynaptic rate dynamics (𝜈𝐸 , grey) as a function of time for two initial
conditions in B, [𝑤𝐸𝐸

0 , 𝑤𝐸𝐼
0 ] = {[1.5, 0.5], [2.5, 1]}. D. The slope and intersection of the line attractor with the abscissa (black line)

depend on the number and firing rates of excitatory and inhibitory neurons and the LTD/LTP threshold.

both be simultaneously stabilized (Fig. 3F). Implementing this dynamic threshold adjustment process generates193

different postsynaptic LTD/LTP threshold configurations (Fig. 3E) and postsynaptic rates (Fig. 3F, grey lines). The194

generation of such heterogeneous postsynaptic rates is consistent with experimental observations in multiple195

brain regions (Buzsáki and Mizuseki, 2014).196

The nonlinear inhibitory plasticity rule can regulate the network response to perturbations197

Since even if they are unequal, excitatory and inhibitory LTD/LTP thresholds can be dynamicallymatched, fromnow198

on we assumed that they are equal and static. Next, we wanted to investigate how the new nonlinear inhibitory199

plasticity rule adjusts the network response following a perturbation. Inspired by sensory deprivation experiments200

(Kirkwood et al., 1996; Philpot et al., 2003; Kuo and Dringenberg, 2009) or direct stimulation of input pathways201

(Huang et al., 1992; Abraham, 2008), we investigated the network response to perturbing the excitatory presynaptic202

input rate (Fig. 4A).203

Independent of the direction of the perturbation, we found that the novel inhibitory plasticity rule brings the204

excitatory postsynaptic rate back to the target rate (Fig. 4B). The inhibitory rate 𝜈𝐼 also readjusts because the in-205

hibitory population receives input from the perturbed excitatory population. But the new inhibitory rate is different206

than the rate before the perturbation (Fig. 4B). We found that a perturbation which decreases the excitatory input207

rate, leads to the depression of both type of weights 𝑤𝐸𝐸 and 𝑤𝐸𝐼 ; in contrast, a perturbation which increases the208

excitatory input rate leads to their potentiation (Fig. 4C). The response to these perturbations is consistent with209

previous experimental results. For example, it has been shown that input perturbations via sensory deprivation210

decrease inhibitory activity (Hengen et al., 2013; Kuhlman et al., 2013; Barnes et al., 2015). Specifically, sensory de-211

privation has been shown to depress inhibitory synaptic strengths, decrease in the number of inhibitory synapses212
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Figure 3. Dynamicmatching of the excitatory and inhibitory postsynaptic LTD/LTP thresholds. A. Plasticity curves of E-to-E
(𝑤̇𝐸𝐸 , blue) and I-to-E (𝑤̇𝐸𝐼 , red) weights as a function of the postsynaptic rate 𝜈𝐸 with static, non-identical LTD/LTP thresholds
(𝑐𝐸𝑝𝑜𝑠𝑡 = 0.7, 𝑐𝐼𝑝𝑜𝑠𝑡 = 1.3). B. Phase portrait of the dynamics of E-to-E (𝑤𝐸𝐸 ) and I-to-E (𝑤𝐸𝐼 ) weights in the phase plane for the scenario
with static thresholds in A. Grey arrows indicate the direction of weight evolution over time, points represent three different initial
conditions of the weights, [𝑤𝐸𝐸

0 , 𝑤𝐸𝐼
0 ] = {[1.5, 1.8], [1.5, 0.5], [2.5, 1]}, and green lines represent the weight evolution for each initial

condition. The colored point represents initial weight in C and E-F. Black lines indicate the nullclines and the grey line separates
the space at which the postsynaptic firing rate is zero (no dynamics) or larger than zero (Methods, Eq. 17). C. Excitatory (𝑤𝐸𝐸 , blue)
and inhibitory (𝑤𝐸𝐼 , red) weight dynamics and postsynaptic rate dynamics (𝜈𝐸 , grey) for one initial condition in B, [𝑤𝐸𝐸

0 , 𝑤𝐸𝐼
0 ] =

[1.5, 0.5]. The thresholds are static as in A.D. Postsynaptic LTD/LTP thresholds 𝑐𝐸𝑝𝑜𝑠𝑡 and 𝑐𝐼𝑝𝑜𝑠𝑡 shift dynamically depending on recent
postsynaptic rate 𝜈𝐸 . For lower postsynaptic rate than the excitatory postsynaptic LTD/LTP threshold (𝜈𝐸 < 𝑐𝐸𝑝𝑜𝑠𝑡), 𝑐𝐸𝑝𝑜𝑠𝑡 decreases,
and for 𝜈𝐸 > 𝑐𝐸𝑝𝑜𝑠𝑡, 𝑐𝐸𝑝𝑜𝑠𝑡 increases. For higher postsynaptic rate than the inhibitory postsynaptic LTD/LTP threshold (𝜈𝐸 > 𝑐𝐼𝑝𝑜𝑠𝑡),
𝑐𝐼𝑝𝑜𝑠𝑡 decreases, and for 𝜈𝐸 < 𝑐𝐼𝑝𝑜𝑠𝑡, 𝑐𝐼𝑝𝑜𝑠𝑡 increases (see Methods). E. Evolution of excitatory (𝑐𝐸𝑝𝑜𝑠𝑡, blue) or inhibitory (𝑐𝐼𝑝𝑜𝑠𝑡, red)
postsynaptic LTD/LTP thresholds for two different initial conditions (𝑐𝐸𝑝𝑜𝑠𝑡,0 = 𝑐𝐼𝑝𝑜𝑠𝑡,0, full lines and 𝑐𝐸𝑝𝑜𝑠𝑡,0 = 0.7, 𝑐𝐼𝑝𝑜𝑠𝑡,0 = 1.3, dashed
lines). Same initial weight condition as in C, [𝑤𝐸𝐸

0 , 𝑤𝐸𝐼
0 ] = [1.5, 0.5], but for dynamic thresholds shown in D. F. Excitatory (𝑤𝐸𝐸 ,

blue) and inhibitory (𝑤𝐸𝐼 , red) weight dynamics and postsynaptic rate dynamics (𝜈𝐸 , grey) for two different initial conditions
(𝑐𝐸𝑝𝑜𝑠𝑡,0 = 𝑐𝐼𝑝𝑜𝑠𝑡,0, full lines and 𝑐𝐸𝑝𝑜𝑠𝑡,0 = 0.7, 𝑐𝐼𝑝𝑜𝑠𝑡,0 = 1.3, dashed lines). Same initial weight condition as in C, [𝑤𝐸𝐸

0 , 𝑤𝐸𝐼
0 ] = [1.5, 0.5], but

for dynamic thresholds shown in D. See E for the legend.

(Chen et al., 2011; Keck et al., 2011; Chen et al., 2012; van Versendaal et al., 2012; Li et al., 2014) (but see (Maffei213

et al., 2006, 2010)) and depress excitatory synaptic strengths (Allen et al., 2003; Miska et al., 2018). At the same214

time, up-regulating activity has been shown to potentiate I-to-E synapses (Lourenço et al., 2014; Xue et al., 2014).215

Our framework can even predict the steady values of the E-to-E and I-to-E synaptic weights, as well as their ratio, by216

calculating the line attractor in the phase space of 𝑤𝐸𝐸 and 𝑤𝐸𝐼 weights as a function of the perturbed parameter217

(Fig. 4D).218

Interestingly, we observed that this adjustment occurs bymodulation of the presynaptic threshold between LTD219

and LTP for both excitatory and inhibitory plasticity. Decreasing the excitatory input rate decreases the excitatory220

presynaptic LTD/LTP threshold, hence limiting the range of presynaptic firing rates that generate depression. In221

contrast, we found that increasing the excitatory input rate increases the LTD/LTP threshold (Fig. 4E). Such a shift in222

the plasticity threshold for excitatory synapses has been measured in sensory deprivation experiments (Kirkwood223

et al., 1996; Philpot et al., 2003; Kuo and Dringenberg, 2009), and while restoring vision after sensory deprivation224

(Philpot et al., 2003; Cooper and Bear, 2012). Similarly to excitatory plasticity, perturbations in the excitatory input225

rate also shift the presynaptic threshold between LTD and LTP for inhibitory plasticity (Fig. 4F). Since there is no226
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experimental evidence for this effect, we propose it as a prediction for the shift between LTD and LTP for I-to-E227

weights (𝑤𝐸𝐼 ) in the presence of these perturbations.228

In summary, our nonlinear inhibitory plasticity can adjust the network response and synaptic strengths to229

excitatory input rate perturbations, similar to experimental findings. Wepredict that this shift occurs bymodulating230

the presynaptic LTD/LTP thresholds for both excitatory and inhibitory plasticity.231
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Figure 4. Nonlinear inhibitory plasticity can regulate the network response to perturbations. A. Schematic of perturbing
the excitatory presynaptic rate in the inhibitory feedforwardmotif. B. Effect of increasing (solid lines, 𝜌𝐸disr = 2.5Hz) or decreasing
(dashed lines, 𝜌𝐸disr = 1.5 Hz) excitatory input rates from a baseline of 𝜌𝐸𝑏𝑎𝑠𝑒 = 2 Hz on excitatory (blue) and inhibitory (red) firing
rates. C. Same as B but for the𝑤𝐸𝐸 and𝑤𝐸𝐼 weights. D. The line attractor for the baseline input 𝜌𝐸base and two input perturbations
𝜌𝐸disr. E. E-to-E weight change 𝑤̇𝐸𝐸 as a function of the presynaptic excitatory rate 𝜌𝐸 for the baseline input 𝜌𝐸base and for two input
perturbations 𝜌𝐸disr. F. I-to-E weight change 𝑤̇𝐸𝐼 as a function of the inhibitory rate 𝜈𝐼 for the baseline input 𝜌𝐸base and for two
input perturbations 𝜌𝐸disr.

The nonlinear inhibitory plasticity rule establishes a fixed excitatory to inhibitory weight ratio232

We next wanted to investigate plausible functional roles of the newly proposed nonlinear inhibitory plasticity be-233

sides controlling excitatory and inhibitory firing rates and weights. Given our ability to calculate the steady states234

of the weights (Fig. 4D), we studied the ratio of E-to-E and I-to-E weights:235

𝑅𝐸∕𝐼 = 𝑤𝐸𝐸

𝑤𝐸𝐼 =
𝑁𝐼𝜈𝐼𝑤𝐸𝐼 + 𝑐𝑝𝑜𝑠𝑡

𝑁𝐸𝜌𝐸𝑤𝐸𝐼
(6)

(Methods). For strong I-to-E weights 𝑤𝐸𝐼 , the E/I ratio approximates to 𝑅𝐸∕𝐼
∞ = 𝑁𝐼 𝜈𝐼

𝑁𝐸𝜌𝐸
(Fig. 5A, inset; see Methods).236

Therefore, the E/I ratio is mainly determined by the ratio of excitatory and inhibitory input rates and the number237

of synapses. Paradoxically, the E/I ratio decreases as the presynaptic excitatory rate 𝜌𝐸 increases (Fig. 5A; Eq. 6).238

This can be explained by considering that a higher excitatory input rate 𝜌𝐸 generates more excitatory LTP (Fig. 1C),239

which needs to be counteracted by evenmore inhibitory LTP to stabilize the weights. Analytically, this corresponds240

to a line attractor with a steeper slope (Fig. 2D and Fig. 4D for increasing 𝜌𝐸 ).241
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Inspired by experiments (D’amour and Froemke, 2015), we evaluated the E/I ratio𝑅𝐸∕𝐼 before and after inducing242

excitatory and inhibitory plasticity for multiple initial weight configurations (Fig. 5B,C; Methods). As predicted ana-243

lytically (Fig. 5A), the E/I ratio after plasticity induction in these simulations approaches the set-point 𝑅𝐸∕𝐼
∞ (Fig. 5C),244

matching experiments (D’amour and Froemke, 2015). E/I ratios far from the set-point before plasticity induction245

show the most drastic changes, with high postsynaptic firing rates resulting from dominant excitation needing246

to be overcome by fast and drastic weight changes by nonlinear inhibitory plasticity. Indeed, we observed that247

the I-to-E weights exhibit more change than E-to-E weights (Fig. 5D) in agreement with experiments (D’amour and248

Froemke, 2015). This suggests that nonlinear inhibitory plasticity plays a more prominent role than excitatory plas-249

ticity in establishing a fixed E/I ratio (Fig. 5E,F). With the linear inhibitory plasticity rule (Vogels et al., 2011), a fixed250

E/I ratio is only reached for initial weights which ultimately converge to the line attractor (Fig. 1E).251
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Figure 5. The nonlinear inhibitory plasticity rule keeps a fixed excitatory to inhibitory weight ratio. A. The steady state
E/I weight ratio 𝑅𝐸𝐼

∞ as a function of the presynaptic excitatory rate 𝜌𝐸 . Inset: 𝑅𝐸∕𝐼 approaches the steady state 𝑁𝐼𝜈𝐼∕
(

𝑁𝐸𝜌𝐸
)

(dashed line) for large I-to-E weights. B-F Based on a random initial weight configuration drawn from a uniform distribution
in the range of [0, 3], excitatory and inhibitory plasticity was induced for 100 ms. Extreme initial E/I ratios (𝑅𝐸∕𝐼 before > 12)
were excluded from the analysis. B. Phase portrait of the dynamics of E-to-E (𝑤𝐸𝐸 ) and I-to-E (𝑤𝐸𝐼 ) weights in the phase plane.
Grey arrows indicate the direction of weight evolution over time, colored points represent three different weight initialization,
[𝑤𝐸𝐸

0 , 𝑤𝐸𝐼
0 ] = {[1.5, 1.8], [1.5, 0.5], [2.5, 1]}, colored lines represents the weight evolution for each case and the cross marks the

weights after plasticity induction. C. E/I ratio before and after plasticity induction. Crosses indicate examples in B. Grey dashed
line indicates the identity line and grey line indicates 𝑅𝐸∕𝐼

∞ D. E-to-E weight change Δ𝑤𝐸𝐸 versus I-to-E weight change Δ𝑤𝐸𝐼 after
plasticity induction in percent of initial synaptic weights. Dashed grey line indicates initial I-to-E weight strength and crosses
indicate examples in B. E. E-to-E weight change Δ𝑤𝐸𝐸 as a function of E/I ratio 𝑅𝐸∕𝐼 before plasticity in percent of initial weights.
Dashed grey line indicates initial E-to-E weight strength and crosses indicate examples in B. F. Same as E but for I-to-E weight
change Δ𝑤𝐸𝐼 .

Gating of receptive field formation via a disinhibitory signal252

What functional implications does the proposed nonlinear inhibitory plasticity rule have on setting up network253

circuitry? Other than controlling excitatory and inhibitory rates and weights, here we wanted to examine if the254

nonlinear inhibitory plasticity rule can also enable flexible learning. Various forms of synaptic plasticity have been255

observed to support receptive field formation and generate selectivity to stimulus features in the developing cortex256

(Thompson et al., 2017). To investigate the function of interacting excitatory and inhibitory plasticity at the network257

9 of 25

.CC-BY-NC 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted March 29, 2022. ; https://doi.org/10.1101/2022.03.28.486052doi: bioRxiv preprint 

https://doi.org/10.1101/2022.03.28.486052
http://creativecommons.org/licenses/by-nc/4.0/


Manuscript submitted to eLife

level, we first extended the feedforward circuitmotif to two independent pathwayswith pathway-specific inhibition258

(Fig. 6A). We found that perturbing the presynaptic excitatory rate of both inputs in opposite directions, decreasing259

for input 1 and increasing for input 2, differently shifts the input-specific excitatory presynaptic LTD/LTP thresholds260

and establishes different E/I ratios (Fig. 6B), both in agreement with experimental studies (Huang et al., 1992;261

Abraham and Bear, 1996). These results suggest that the control of E-to-E weight dynamics via nonlinear inhibitory262

plasticity is input-specific.263

Applying disinhibition by inhibiting the inhibitory population is awidely consideredmechanism to ‘gate’ learning264

and plasticity (Froemke et al., 2007; Letzkus et al., 2011; Kuhlman et al., 2013). To test the potential of the circuit265

with nonlinear inhibitory plasticity to learn, we applied a disinhibitory signal by decreasing the external excitatory266

input onto the inhibitory populations. We found that this decreases the inhibitory input onto the postsynaptic267

neuron and potentiates E-to-E synapses, 𝑤𝐸𝐸 (Fig. 6C, 𝜌𝐼 < 1). In contrast, increasing the input onto the inhibitory268

populations depresses E-to-E synapses (Fig. 6C, 𝜌𝐼 > 1). Therefore, disinhibition via perturbation of the inhibitory269

neurons has the capacity to induce plasticity at E-to-E synapses and can gate excitatory plasticity.270

Howdo the current results generalize to larger circuitswithmultiple independent inputs? In addition to pathway-271

specific inhibition, in this extended circuit we also introduced an unspecific inhibitory population (Fig. 6D). We pre-272

sented different inputs to each pathway, corresponding to oriented bars in the visual cortex, or different single273

tone frequencies in the auditory cortex (Methods). We found that disinhibiting the unspecific inhibitory popula-274

tion does not selectively potentiate E-to-E weights, and hence does not generate competition among the different275

inputs. In contrast, disinhibiting all ten specific inhibitory populations strongly increases the E-to-E weights corre-276

sponding to only a subset of inputs, a process also called receptive field formation (Fig. 6E). This happens because277

the plasticity from the inhibitory population specific to the input stimulated at a given time counteracts any in-278

creases in the E-to-E weights from the same input. Hence, when the specific inhibitory population is inhibited, the279

increase of E-to-E weights is mostly balanced by unspecific I-to-E weights, leading to stimulus-specific differences280

in excitatory and inhibitory inputs and therefore to competition.281

Finally, we implemented a network of 30 recurrently connected excitatory neurons where each neuron receives282

inputs from multiple inputs and an unspecific and a specific inhibitory population (Fig. 6F). In addition to the feed-283

forward excitatory and inhibitory synapses, all recurrent E-to-E weights are also plastic. Similar as with a single284

postsynaptic neuron, we found that each of the excitatory neurons in the recurrent circuit forms a receptive field285

by becoming selective to one of the inputs (Fig. 6F, left; number next to the neuron). In addition, strong bidirec-286

tional connections form among recurrent excitatory neurons with similar receptive fields due to their correlated287

activity (Fig. 6F). This is consistent with strong bidirectional connectivity described in multiple experimental studies288

(Ko et al., 2011, 2013; Miller et al., 2014).289

In summary, the newly proposed nonlinear inhibitory plasticity rule does not only ensure for stable synaptic290

weights and activity, but also enables the formation of feedforward and recurrent structures upon disinhibition291

which gates synaptic plasticity.292

Discussion293

Hebbian excitatory synaptic plasticity is inherently unstable, requiring additional homeostatic mechanisms to con-294

trol and stabilize excitatory-to-excitatory weight dynamics (Turrigiano and Nelson, 2004). Here, we proposed a295

novel form of inhibitory plasticity (Fig. 2), which can control excitatory and inhibitory firing rates and synaptic296

weights and enable stable and flexible learning of receptive fields in circuit models of the sensory cortex. We iden-297

tified the dominance of inhibition over excitation (Eq. 4) and identical postsynaptic thresholds between LTD and298

LTP for excitatory and inhibitory plasticity as two key features for stabilization of weight dynamics in our model299

(compare Fig. 2A and Fig. 3A-C). However, the latter requirement can be relaxed with a suitable dynamic mech-300

anism that enables self-adjusting of the plasticity thresholds in opposite directions for excitatory and inhibitory301

plasticity (Fig. 3D-F). This novel form of nonlinear inhibitory plasticity can also regulate the network response to302

perturbations of excitatory input rates (Fig. 4). A direct consequence of our inhibitory plasticity is the establish-303

ment of an E/I weight ratio set-point (Eq. 6), in agreement with experiments (D’amour and Froemke, 2015) (Fig. 5).304

Besides stability, the proposed form of inhibitory plasticity enables receptive field formation following disinhibition305

to input-specific inhibitory populations and in recurrent networks supports the formation of strong bidirectional306
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Figure 6. Gating of receptive field formation via a disinhibitory signal. A. Two independent inputs onto the same postsynap-
tic excitatory neuron. We perturb the presynaptic excitatory rate from input 1 or 2 (𝜌𝐸disr,1,2). B. Plasticity curve of E-to-E weights
for input 1 or 2 (𝑤̇𝐸𝐸

1,2 ) as a function of the presynaptic excitatory rate 𝜌𝐸 for different input-specific perturbations 𝜌𝐸disr,1,2. Inset:
E/I weight ratio 𝑅𝐸∕𝐼 for different input-specific perturbations. C. Plasticity curve of E-to-E weights for input 1 and 2 (𝑤̇𝐸𝐸

1,2 ) as
a function of the external excitatory rate onto the inhibitory neurons 𝜌𝐼 , corresponding to a perturbation 𝜌𝐼disr of the inhibitory
populations. Perturbing 𝜌𝐼 below 1 Hz (dashed line) is interpreted as a disinhibitory signal. Inset: We perturb the external exci-
tatory rate onto the inhibitory neurons 𝜌𝐼disr. D. Ten independent inputs onto the same postsynaptic excitatory neuron with one
inhibitory population unspecific to the input (yellow) and ten inhibitory populations each specific to one input (red). E. Evolution
of excitatory weights over time. Purple bars indicate the time window for which disinhibition of either the unspecific (yellow) or
all specific (red) inhibitory populations is applied (Methods). Input number color coded in green. F. Left: Network connectivity
of recurrently connected excitatory neurons (triangles) after application of the disinhibitory signal. The number and the color
indicates the input to which each neuron formed a receptive field (10 inputs in total). The thickness of the connection indicates
the strength, only weights above 0.03 are shown. Right: Ordered recurrent E-to-E connectivity matrix. Input number color coded
in green as in panel E.

connectivity among neurons with similar receptive fields (Fig. 6), suggesting a possible solution for the stability-307

flexibility problem.308

Inhibitory plasticity as a control mechanism of excitatory-to-excitatory weight dynamics309

In the last decades, experimental studies have uncovered multiple possible mechanisms to counteract Hebbian310

runaway dynamics, including synaptic scaling (Turrigiano et al., 1998; Turrigiano, 2011), heterosynaptic plasticity311

(Lynch et al., 1977; Chistiakova et al., 2015), and intrinsic plasticity (Desai et al., 1999; Debanne et al., 2019). At the312
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same time, computational studies have included multiple homeostatic mechanisms to stabilize rates and weight313

dynamics, including upper bounds on the E-to-E weights, normalizationmechanisms (Oja, 1982;Miller andMacKay,314

1994), andmetaplastic changes of the plasticity function (Bienenstock et al., 1982; Yger and Gilson, 2015). However,315

the spatial and temporal scales for integratingHebbian andhomeostatic plasticity have remained anopenquestion316

(Turrigiano, 2017; Zenke et al., 2017; Zenke and Gerstner, 2017).317

In our study, we proposed a novel inhibitory plasticity rule at inhibitory-to-excitatory synapses which depends318

nonlinearly on the postsynaptic firing rate as a solution to the temporal paradox. While nonlinear excitatory plas-319

ticity rules have been identified in experimental studies (Kirkwood et al., 1996; Philpot et al., 2003; Cooper and320

Bear, 2012), less data is available for inhibitory plasticity. For example, presynaptic stimulation (hyperpolarization)321

and postsynaptic depolarization, have been shown to be required for inhibitory plasticity induction (Woodin et al.,322

2003; Chiu et al., 2018; Vickers et al., 2018; Udakis et al., 2020). Additionally, high-frequency stimulation of presy-323

naptic input pathways has been shown to potentiate inhibitory synapses (Caillard et al., 1999; Shew et al., 2000;324

Mellor, 2018). Finally, the amount of inhibitory LTP has been shown to depend on the postsynaptic rate (Wang325

and Maffei, 2014). We designed our nonlinear inhibitory plasticity mechanism to be consistent with these findings:326

both, pre- and postsynaptic activity is necessary to induce inhibitory plasticity and the amount of LTP depends on327

the postsynaptic rate. Nonetheless, our rule is inconsistent with some experimental datawhich found no inhibitory328

plasticity for very high postsynaptic rates (Wang and Maffei, 2014).329

Inhibitory plasticity as a metaplastic mechanism330

The ability of the proposed nonlinear inhibitory plasticity to control the sign and magnitude of excitatory plasticity331

resembles metaplasticity, i.e. a plasticity mechanism that is plastic itself (Yger and Gilson, 2015). We found that332

input perturbations modulate the excitatory presynaptic LTD/LTP threshold via a change of I-to-E weights and in-333

hibitory rates consistent with metaplasticity (Fig. 4). Previous computational work has already suggested that a334

linear inhibitory plasticity rule can implement a metaplastic mechanism (Clopath et al., 2016). What mechanism335

underlies the sliding LTD/LTP threshold during the induction of plasticity is still an open question. Some experi-336

mental studies have suggested that inhibition can control sign and magnitude of excitatory plasticity (Paille et al.,337

2013; Vogels et al., 2013; Wang and Maffei, 2014; Hiratani and Fukai, 2017). Most intriguingly, it has been shown338

that application of gamma-Aminobutyric acid (GABA) can increase the excitatory LTD/LTP threshold, while blocking339

GABA can decrease the excitatory LTD/LTP threshold (Steele andMauk, 1999), in close agreement with our findings340

(Fig. 1C).341

The metaplasticity of excitatory plasticity was first suggested theoretically with the Bienenstock-Cooper-Munro342

(BCM) rule (Bienenstock et al., 1982), and was later confirmed in sensory deprivation and restoration experiments343

(Kirkwood et al., 1996; Philpot et al., 2003; Kuo and Dringenberg, 2009; Philpot et al., 2003; Cooper and Bear, 2012).344

In the BCM rule, the metaplastic mechanism is implemented by sliding LTD/LTP threshold dependent on the ex-345

citatory postsynaptic rate (Intrator and Cooper, 1992; Cooper et al., 2004). Higher (lower) postsynaptic rates lead346

to a higher (lower) postsynaptic LTD/LTP threshold making LTP (LTD) induction harder. An important difference in347

our model to the BCM rule is that the metaplastic sliding of the LTD/LTP threshold 𝑐𝐸𝑝𝑟𝑒 depends on the presynaptic348

excitatory rate (Fig. 1C), whereas the postsynaptic LTD/LTP threshold 𝑐𝐸𝑝𝑜𝑠𝑡 is fixed (except in Fig. 3D-F). This apparent349

difference can be resolved by assuming that homeostatic mechanisms operate at two different timescales: fast350

and slow. Slow homeostasis has been linked to a change in intrinsic excitability of neurons or synaptic scaling, for351

example, as during sliding of the postsynaptic LTD/LTP threshold as in the BCM rule (Keck et al., 2017). Fast home-352

ostasis might be linked to disinhibition and inhibitory plasticity (Gainey and Feldman, 2017), and we suggest this is353

the case during sliding of the presynaptic LTD/LTP thresholdmediated by inhibitory plasticity. Hence, it is plausible354

that both, presynaptic and postsynaptic metaplasticity exist in neuronal circuits. An advantage of homeostasis via355

inhibitory plasticity, rather than a direct influence on the E-to-E weights, might be that there is no interference with356

stored information in E-to-E connections.357

Key features of the nonlinear inhibitory plasticity rule358

For the novel inhibitory plasticity rule to stabilize E-to-E weight dynamics, two key features need to be fulfilled.359

First, I-to-E weight changes need to be more ‘dominant’ than E-to-E weight changes (Fig. 2). More dominant means360

that I-to-E weights need to change with a higher magnitude at each time step compared to E-to-E weights, for all361
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postsynaptic rates. If excitatory plasticity exceeds inhibitory plasticity for a certain postsynaptic rate as in the case362

of linear inhibitory plasticity, weight dynamics will be unstable (Fig. 1D-F). In our model, dominance of nonlinear363

inhibitory plasticity is guaranteed by the condition in Eq. 4, which involves relative number of synapses, presynaptic364

rates and plasticity timescales of excitation and inhibition to determine stability.365

Second, matching the excitatory and inhibitory postsynaptic LTD/LTP thresholds, whereby excitatory and in-366

hibitory synaptic change occur in the same direction for a given firing rate, is necessary for stable weight dynamics367

(Fig. 2A-C versus Fig. 3A-C). However, implementing a mechanism that dynamically shifts these thresholds in the368

opposite directions for excitatory vs. inhibitory plasticity based on experimental evidence (Keck et al., 2017), sug-369

gests that this match is not needed at all times. An interesting consequence from this dynamic threshold shift is a370

diversity of firing rates, which agrees with experimental data (Buzsáki and Mizuseki, 2014) and has recently been371

also achieved in different types of models (Pedrosa and Clopath, 2020; Agnes and Vogels, 2021).372

We found that the new nonlinear inhibitory plasticity rule achieves an E/I ratio set-point (Fig. 5) in agreement373

with experimental data (D’amour and Froemke, 2015). We observed that inhibitory plasticity is the more dominant374

mechanism to achieve this. The dominance of inhibitory plasticity suggests a possible solution for the temporal375

paradox of integrating Hebbian excitatory plasticity and homeostasis (Zenke et al., 2017), eliminating the require-376

ment for additional fast stabilizing mechanisms in our model. While the relative timescales of excitatory and in-377

hibitory plasticity mechanisms remain an open question, most computational models agree on the need for faster378

inhibitory than excitatory plasticity dynamics (Sprekeler, 2017; Zenke et al., 2017).379

Functional implications of the nonlinear inhibitory plasticity rule380

Our novel form of inhibitory plasticity leads to a fixed E/I balance, or more specifically to an E/I weight ratio set-381

point (Fig. 5A,C and Eq. 6). This is consistent with several experimental studies which have suggested that inhibitory382

plasticity keeps an E/I ratio set-point (Froemke et al., 2007; Maffei and Turrigiano, 2008; Dorrn et al., 2010; House383

et al., 2011; Wang and Maffei, 2014; Xue et al., 2014; D’amour and Froemke, 2015; Adesnik, 2017; Field et al., 2020).384

For example, as ourmodel would predict, some studies have found that the amount of inhibitory plasticity depends385

on how far the current E/I ratio is from the set point (Fig. 5F) (D’amour and Froemke, 2015; Aljadeff et al., 2019).386

Perturbing the excitatory input rate in our model as a model of sensory deprivation increases the E/I ratio (Fig. 5A),387

consistent with sensory deprivation experiments (Kuhlman et al., 2013; Li et al., 2014; Barnes et al., 2015; Miska388

et al., 2018). Despite the ability of the new nonlinear inhibitory plasticity rule to establish and maintain a fixed E/I389

balance, we acknowledge that there are various additional mechanisms that contribute, including heterosynaptic390

plasticity (Field et al., 2020).391

The emergence of an E/I ratio set-point and the stabilization of rates driven by the novel inhibitory plasticity rule392

ensure a fixed E/I balance. E/I balance is usually more broadly defined as the proportionality of total excitatory and393

inhibitory input onto a neuron (Isaacson and Scanziani, 2011). In our model, once a fixed E/I balance is reached,394

there is nomore synaptic plasticity and neurons fire at stable rates. To induce furtherweight changes, an additional395

gating signal is necessary that perturbs the E/I balance. In our model, there are three ways to gate plasticity:396

(1) directly changing the postsynaptic rate (Fig. 1B); (2) perturbing the excitatory input pathway (Fig. 4); and (3)397

perturbing the inhibitory population (Fig. 6C). The idea that inhibition gates excitatory plasticity is well-documented398

in the experimental literature (Dehorter et al., 2017; Hattori et al., 2017; Kripkee and Froemke, 2017).399

Experimentally, both neuromodulation (Froemke et al., 2007; Froemke, 2015) and disinhibitory circuits (Letzkus400

et al., 2011, 2015; Wang and Yang, 2018; Williams and Holtmaat, 2019; Canto-Bustos et al., 2022) can directly con-401

trol the activity of inhibitory neurons and lead to excitatory plasticity. Based on this, we investigated the gating402

of plasticity via a disinhibitory signal in the context of receptive field formation. While receptive field formation403

has already been demonstrated in multiple computational studies (Bienenstock et al., 1982; Luz and Shamir, 2012;404

Clopath et al., 2016), we propose that it can occur solely from the interaction of excitatory and inhibitory plasticity405

without any additional mechanism to induce competition among different inputs (Fig. 6D,E). Recurrently connect-406

ing multiple postsynaptic excitatory neurons and allowing the connections between them to be plastic leads to re-407

ceptive field formation of each excitatory neuron in the recurrent circuit and the formation of strong bidirectional408

connectivity between neurons with similar receptive fields (Fig. 6F). This is in agreement with various experimental409

data (Ko et al., 2011, 2013; Miller et al., 2014; Lee et al., 2016) and has been previously achieved in models (Clopath410

et al., 2010; Litwin-Kumar and Doiron, 2014; Montangie et al., 2020).411
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Interestingly, we found that gating of receptive field formation via disinhibition depends on the specificity of the412

targeted inhibitory population to the inputs. While disinhibiting the unspecific population does not form receptive413

fields, disinhibiting all specific inhibitory populations induces competition between different inputs and forms414

receptive fields. If inhibitory plasticity counteracts excitatory plasticity in an input-specific way, no competition415

between input pathways can emerge because small biases in the E-to-E weights in one input are immediately416

balanced by I-to-E weights in the same input. Therefore, disrupting the specific inhibitory populations allows the417

strengthening of a subset of inputs. This result is similar to the findings of Clopath et al. (2016), where receptive418

field formation was shown to depend on the specificity of the inhibitory neurons.419

The inhibitory populations in our model can be linked to the two main inhibitory neuron types in the cor-420

tex, somatostatin-expressing (SOM) and parvalbumin-expressing (PV) inhibitory interneurons. Specificity of the421

inhibitory neuron type to excitatory inputs can be interpreted as tuning of the inhibitory neurons to input features.422

In the visual (Ma et al., 2010; Cottam et al., 2013) and the auditory cortex (Li et al., 2015), tuning of SOM interneu-423

rons is sharper than PV interneurons, although conflicting evidence exists (Griffen and Maffei, 2014). Therefore,424

in our model the specific inhibitory neuron type could represent SOM interneurons while the unspecific inhibitory425

population could represent PV interneurons. Supporting this interpretation of SOM interneurons being the spe-426

cific inhibitory population, experimental studies find that a suppression of SOM neurons gates excitatory plasticity427

(Chen et al., 2015; Hattori et al., 2017; Williams and Holtmaat, 2019),428

Predictions429

We formulated our model with rate-based units not only because it enabled us to treat it analytically, but also430

because it led to an in-depth mechanistic understanding of the involved processes, allowing us to formulate ex-431

perimentally testable predictions and making our model assumptions falsifiable. A main feature of our model is432

that inhibitory plasticity depends nonlinearly on the rate of the postsynaptic excitatory neuron. This can be tested433

experimentally by inducing inhibitory plasticity while varying the rate of an excitatory neuron and keeping the in-434

hibitory input to this neuron constant. A second feature of our model is that excitatory and inhibitory plasticity435

have an identical postsynaptic LTD/LTP threshold. This could be tested by inducing plasticity at excitatory and in-436

hibitory pathways onto the same excitatory neuron, and measuring the LTD/LTP thresholds as a function of the437

rate of that neuron.438

Based on the perturbation experiment (Fig. 4), we can formulate multiple predictions. First, we hypothesize439

that the mechanism behind the metaplastic mechanism is a change in the level of inhibition (see Fig. 1C, Fig. 4E).440

Therefore, blocking inhibitory plasticity experimentally should also disrupt themetaplasticmechanism. Second, we441

predict that the shape of inhibitory plasticity as a function of the inhibitory rate is reversed compared to excitatory442

plasticity, and perturbations of the excitatory input lead to specific metaplastic changes of inhibitory plasticity.443

Decreasing the excitatory input should lower the inhibitory LTD/LTP threshold as a function of the presynaptic444

inhibitory rate and decrease the inhibitory LTP magnitude (Fig. 4F). Third, following from the dependence of the445

line of stable fixed point on several model parameters (Fig. 2C and Eq. 5), especially on the excitatory input rate446

(Fig. 4D), we hypothesize that different E/I ratios can be achieved following input perturbations. Decreasing the447

excitatory input rate should lead to higher E/I ratios, while increasing it to lower E/I ratios.448

The new rule suggests a new functional role of inhibitory plasticity, namely controlling E-to-E weight dynamics.449

Therefore, we extend previously studied roles of inhibitory plasticity, which include the stabilization of excitatory450

rates (Vogels et al., 2011; Sprekeler, 2017), decorrelation of neuronal responses (Duarte and Morrison, 2014), pre-451

venting winner-take-all mechanisms in networks with multiple stable states (Litwin-Kumar and Doiron, 2014) or452

generating differences among novel versus familiar stimuli (Schulz et al., 2021). Recent computational studies also453

include novel ways of inhibitory influence, like presynaptic inhibition via GABA spillover (Naumann and Sprekeler,454

2020) or an input-dependent inhibitory plasticity mechanism (Kaleb et al., 2021).455

Ourmodel included a single type of inhibitory plasticity. Yet, recent studies have found that cortical circuits have456

abundance of different inhibitory interneuron types and that inhibitory plasticity depends on the inhibitory neuron457

type (Chiu et al., 2018; Vickers et al., 2018; Udakis et al., 2020; Lagzi et al., 2021). Our result on inhibitory population-458

dependent effects in gating receptive field formation suggests that subtype-specific plasticity rules might have459

non-trivial influences on the network, as some recent models have proposed (Agnes et al., 2020; Lagzi et al., 2021).460

Furthermore, other homeostatic mechanisms will influence the stability of weight dynamics, E/I ratio set-points461
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and the effect different perturbations have on the network dynamics.462

Conclusion463

Taken together, our study proposed a novel form of nonlinear inhibitory plasticity which can achieve stable firing464

rates and synaptic weights without the need for any additional homeostaticmechanisms. Moreover, our proposed465

plasticity is fast, andhence could provide a solution to the temporal paradoxproblembecause it can counteract fast466

Hebbian excitatory plasticity. Functionally, our proposed inhibitory plasticity can establish andmaintain a fixed E/I467

ratio set-point. At this set-point, no synaptic plasticity is induced, i.e. plasticity is “off". Perturbing the postsynaptic468

firing rate, e.g. via disinhibition, can act as a gate, turning plasticity “on". This enables the competition among469

input streams leading to receptive field formation in feedforward and recurrent circuits. Therefore, our nonlinear470

inhibitory plasticity mechanism provides a solution to the stability-flexibility challenge.471

Methods472

Rate-based model473

We studied rate-based neurons to allow us to analytically investigate the dynamics of firing rates and synaptic474

weights in the model. In the feedforward motif (Fig. 1A), we considered a network consisting of one excitatory475

postsynaptic population with a linear threshold transfer function and firing rate 𝜈𝐸 , receiving input 𝑁𝐸 presynap-476

tic excitatory populations with firing rates 𝜌𝐸 through synapses with weights 𝑤𝐸𝐸 , and 𝑁𝐼 presynaptic inhibitory477

populations with firing rates 𝜈𝐼 through synapses with weights 𝑤𝐸𝐼 :478

𝜏𝐸𝐹𝑅𝜈̇
𝐸 = −𝜈𝐸 +

⎡

⎢

⎢

⎣

𝑁𝐸
∑

𝑗=1
𝜌𝐸𝑗 𝑤

𝐸𝐸
𝑗 −

𝑁𝐼
∑

𝑘=1
𝜈𝐼𝑘𝑤

𝐸𝐼
𝑘

⎤

⎥

⎥

⎦+

, (7)

where []+ denotes a rectification that sets negative values to zero. The inhibitory neurons also follow a similar479

dynamics and are driven by the same𝑁𝐸 presynaptic excitatory populations with firing rates 𝜌𝐸 through synapses480

with weights 𝑤𝐼𝐸 and additional external input with firing rate 𝜌𝐼 ,481

𝜏𝐼𝐹𝑅𝜈̇
𝐼
𝑘 = −𝜈𝐼𝑘 +

⎡

⎢

⎢

⎣

𝑁𝐸
∑

𝑗=1
𝜌𝐸𝑗 𝑤

𝐼𝐸
𝑗 + 𝜌𝐼𝑘

⎤

⎥

⎥

⎦+

. (8)

Here, 𝜏𝐸𝐹𝑅, 𝜏
𝐼
𝐹𝑅 denote the time constants of the firing rate dynamics. All parameters are given in Table 1. The482

synaptic weights, 𝑤𝐸𝐸 and 𝑤𝐸𝐼 are plastic according to different plasticity rules (see below). For simplicity, we do483

not use subscripts for neuron identity and interpret all variables as mean values and hence can denote the total484

excitatory input to the postsynaptic neuron as 𝑁𝐸𝜌𝐸𝑤𝐸𝐸 and the total inhibitory input as 𝑁𝐼𝜈𝐼𝑤𝐸𝐼 . In the mean-485

field sense, also the number of neurons can be traded-off with the rates or the synaptic weights, hence we assume486

𝑁𝐸 = 𝑁𝐼 = 1 (Table 1).487

Rate-based plasticity488

For the plasticity of E-to-E synaptic weights 𝑤𝐸𝐸 , we used a learning rule that depends nonlinearly on the postsy-489

naptic rate 𝜈𝐸 (Fig. 1B) (Kirkwood et al., 1996; Philpot et al., 2003; Cooper and Bear, 2012):490

𝜏𝐸𝑤 𝑤̇
𝐸𝐸 = 𝜌𝐸𝜈𝐸

(

𝜈𝐸 − 𝑐𝐸𝑝𝑜𝑠𝑡
)

. (9)

Here, 𝜏𝐸𝑤 is the timescale of excitatory plasticity which is much longer than the timescale of the neuronal dynamics.491

The plasticity changes sign at the ‘postsynaptic LTD/LTP threshold’, 𝑐𝐸𝑝𝑜𝑠𝑡.492

For the plasticity of I-to-E synaptic weights𝑤𝐸𝐼 , we used two learning rules. First, we used an inhibitory plasticity493

rule common in computational models (Vogels et al., 2011; Clopath et al., 2016), which depends linearly on the494

postsynaptic rate 𝜈𝐸 (Fig. 1D, 𝑤̇𝐸𝐼 ):495

𝜏𝐼𝑤𝑤̇
𝐸𝐼 = 𝜈𝐼

(

𝜈𝐸 − 𝑐𝐼𝑝𝑜𝑠𝑡
)

. (10)

Here, 𝜏𝐼𝑤 denotes the timescale of inhibitory plasticity which again ismuch longer than the timescale of the neuronal496

dynamics. As for excitatory plasticity, inhibitory plasticity changes from LTD to LTP at the ‘inhibitory postsynaptic497
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Table 1. Parameter values for figures, ⋆ denotes that values are provided in the figure captions.

Symbol Description Fig. 1 Fig. 2 Fig. 3 Fig. 4 Fig. 5 Fig. 6B,C Fig. S1
𝑤𝐸𝐸

0 Initial E-to-E weight ⋆ 1.5 ⋆ 0.7 1.5
𝑤𝐸𝐼

0 Initial I-to-E weight ⋆ 0.5 ⋆ 0.5
𝑤𝐼𝐸 I-to-E weight 0.5 ⋆
𝜌𝐸 Presynaptic E rate 2 Hz ⋆ 2 Hz ⋆ 2 Hz
𝜌𝐼 External E rate onto I neurons 0.5 Hz ⋆ 0.5 Hz
𝑁𝐸 Number of presyn. E neurons 1
𝑁𝐼 Number of I neurons 1
𝜏𝐸∕𝐼
𝐹𝑅 Time constants for E/I neuron rate dynamics 10 ms
𝜏𝐸𝑤 Timescale for E plasticity 1000 ms 500 ms
𝜏𝐼𝑤 Timescale for I plasticity 200 ms 1000 ms
𝑐𝐸𝑝𝑜𝑠𝑡 E postsyn. LTD/LTP threshold 1 Hz ⋆ 1 Hz
𝑐𝐼𝑝𝑜𝑠𝑡 I postsyn. LTD/LTP threshold 1 Hz ⋆ 1 Hz

LTD/LTP threshold’, 𝑐𝐼𝑝𝑜𝑠𝑡, which sets the ‘target rate’ of the postsynaptic neuron (Vogels et al., 2011). In our paper,498

we proposed a novel inhibitory plasticity rule, which also depends nonlinearly on postsynaptic excitatory activity499

just like excitatory plasticity (Fig. 2A):500

𝜏𝐼𝑤𝑤̇
𝐸𝐼 = 𝜈𝐼𝜈𝐸

(

𝜈𝐸 − 𝑐𝐼𝑝𝑜𝑠𝑡
)

. (11)

For both inhibitory plasticity rules, we assumed that the excitatory and inhibitory thresholds are matched (𝑐𝐸𝑝𝑜𝑠𝑡 =501

𝑐𝐼𝑝𝑜𝑠𝑡) to prevent excitatory and inhibitory plasticity pushing the postsynaptic excitatory neuron towards two differ-502

ent firing rates. The except for this was the dynamic mechanism for thresholds adjustment in Fig. 3.503

LTD/LTP plasticity thresholds504

As can be see in the equations for excitatory and inhibitory plasticity, the postsynaptic LTD/LTP thresholds, which505

determine the sign of plasticity as a function of postsynaptic excitatory activity, are fixed. However, in the main506

text we also introduce the concept of a presynaptic LTP/LTD thresholds, defined as the presynaptic excitatory rate507

at which no synaptic plasticity is induced. We consider 𝜈𝐸 at steady state (𝜈𝐸 = [𝑁𝐸𝜌𝐸𝑤𝐸𝐸−𝑁𝐼𝜈𝐼𝑤𝐸𝐼 ]+) and assume508

that the dynamics of the rates is in the region where the transfer function is linear. Therefore, we can drop the509

linear rectifier and solve for 𝜌𝐸 at which Eq. 1 is zero. We derive the presynaptic LTD/LTP threshold as:510

𝑐𝐸𝑝𝑟𝑒 =
𝑐𝑝𝑜𝑠𝑡 +𝑁𝐼𝜈𝐼𝑤𝐸𝐼

𝑁𝐸𝑤𝐸𝐸 . (12)

Stability analysis511

To investigate the stability of theweights, we first calculated the nullclines, wherewe assumed that the postsynaptic512

excitatory rate is at steady state 𝜈𝐸 = [𝑁𝐸𝜌𝐸𝑤𝐸𝐸 − 𝑁𝐼𝜈𝐼𝑤𝐸𝐼 ]+. By setting Eqs. 9 and 11 to zero and dropping the513

linear rectifier, i.e. 𝜈𝐸 = 𝑁𝐸𝜌𝐸𝑤𝐸𝐸 −𝑁𝐼𝜈𝐼𝑤𝐸𝐼 , we can write514

𝑤𝐸𝐼 =
𝑁𝐸𝜌𝐸𝑤𝐸𝐸 − 𝑐𝐸𝑝𝑜𝑠𝑡

𝑁𝐼𝜈𝐼
,

𝑤𝐸𝐼 =
𝑁𝐸𝜌𝐸𝑤𝐸𝐸 − 𝑐𝐼𝑝𝑜𝑠𝑡

𝑁𝐼𝜈𝐼
.

(13)

We see that the two equations are identical if 𝑐𝐸𝑝𝑜𝑠𝑡 = 𝑐𝐼𝑝𝑜𝑠𝑡. Therefore, only for identical LTD/LTP thresholds (𝑐𝐸𝑝𝑜𝑠𝑡 = 𝑐𝐼𝑝𝑜𝑠𝑡)515

a line of fixed points emerges. The fixed points are
[

𝑤𝐸𝐸
∗ , 𝑤𝐸𝐼

∗

]

=
[

𝑥, (𝑁𝐸𝜌𝐸𝑥 − 𝑐𝑝𝑜𝑠𝑡)∕(𝑁𝐼𝜈𝐼 )
]

, where we require that516

𝑥 ≥ 𝑐𝑝𝑜𝑠𝑡∕
(

𝑁𝐸𝜌𝐸
)

to avoid negative weights. To calculate the stability of the line of fixed points, we calculate the517

eigenvalues. We can rewrite Eqs. 9 and 11, as518

𝑤̇𝐸𝐸 =
𝜌𝐸

𝜏𝐸𝑤

(

(

𝑁𝐸𝜌𝐸𝑤𝐸𝐸)2 +
(

𝑁𝐼𝜈𝐼𝑤𝐸𝐼)2 − 2𝑁𝐸𝑁𝐼𝜌𝐸𝜈𝐼𝑤𝐸𝐸𝑤𝐸𝐼 −𝑁𝐸𝜌𝐸𝑤𝐸𝐸𝑐𝑝𝑜𝑠𝑡 +𝑁𝐼𝜈𝐼𝑤𝐸𝐼𝑐𝑝𝑜𝑠𝑡
)

= 𝑓

𝑤̇𝐸𝐼 = 𝜈𝐼

𝜏𝐼𝑤

(

(

𝑁𝐸𝜌𝐸𝑤𝐸𝐸)2 +
(

𝑁𝐼𝜈𝐼𝑤𝐸𝐼)2 − 2𝑁𝐸𝑁𝐼𝜌𝐸𝜈𝐼𝑤𝐸𝐸𝑤𝐸𝐼 −𝑁𝐸𝜌𝐸𝑤𝐸𝐸𝑐𝑝𝑜𝑠𝑡 +𝑁𝐼𝜈𝐼𝑤𝐸𝐼𝑐𝑝𝑜𝑠𝑡
)

= 𝑔
(14)
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where we drop the linear rectifier by assuming that the dynamics of the rates is in the region where the transfer519

function is linear. We find that the entries of the Jacobian matrix at the fixed points are520

𝐽∗ =

(

𝜕𝑓
𝜕𝑤𝐸𝐸

𝜕𝑓
𝜕𝑤𝐸𝐼

𝜕𝑔
𝜕𝑤𝐸𝐸

𝜕𝑔
𝜕𝑤𝐸𝐼

)

=

⎛

⎜

⎜

⎜

⎝

𝑁𝐸(𝜌𝐸)2𝑐𝑝𝑜𝑠𝑡
𝜏𝐸𝑤

−𝑁𝐼 𝜌𝐸𝜈𝐼 𝑐𝑝𝑜𝑠𝑡
𝜏𝐸𝑤

𝑁𝐸𝜌𝐸𝜈𝐼 𝑐𝑝𝑜𝑠𝑡
𝜏𝐼𝑤

−𝑁𝐼 (𝜈𝐼 )2𝑐𝑝𝑜𝑠𝑡
𝜏𝐼𝑤

⎞

⎟

⎟

⎟

⎠

. (15)

The trace of the Jacobian is 𝑇 𝑟(𝐽∗) =
𝑁𝐸(𝜌𝐸)2𝑐𝑝𝑜𝑠𝑡

𝜏𝐸𝑤
− 𝑁𝐼 (𝜈𝐼 )2𝑐𝑝𝑜𝑠𝑡

𝜏𝐼𝑤
and the determinant is zero 𝐷𝑒𝑡(𝐽∗) = 0, therefore we521

find that the eigenvalues are:522

𝜆1,2 =
1
2

(

𝑇 𝑟(𝐽∗) ±
√

𝑇 𝑟(𝐽∗) − 4𝐷𝑒𝑡(𝐽∗)
)

=

⎧

⎪

⎨

⎪

⎩

𝑇 𝑟(𝐽∗),

0.
(16)

This means that if 𝑇 𝑟(𝐽∗) < 0, the system is stable. Reordering this condition leads to the stability condition derived523

in the main text as Eq. 4. By reordering the terms in the nullclines given in Eq. 13, we derive the line attractor524

equation as given in the main text in Eq. 5.525

The nonlinear excitatory and inhibitory plasticity rules have a fixed point when the postsynaptic excitatory firing526

rate is 𝜈𝐸 = 0 Hz. Therefore, in the phase plane of 𝑤𝐸𝐸 and 𝑤𝐸𝐼 weights there is a region where the total inhibitory527

input is larger than the total excitatory input, 𝑁𝐸𝜌𝐸𝑤𝐸𝐸 < 𝑁𝐼𝜈𝐼𝑤𝐸𝐼 , resulting in no postsynaptic firing (Fig. 2B,528

above grey line). The line equation separating the space with and without weight dynamics is529

530

𝑤𝐸𝐼 =
𝑁𝐸𝜌𝐸𝑤𝐸𝐸

𝑁𝐼𝜈𝐼
. (17)

In the case of the linear inhibitory plasticity rule, stability depends on the initial weights. The line which separates531

stable from unstable initial weights can be calculated by taking the ratio of Eq. 9 and Eq. 10 and equating that to532

the slope of the line attractor (Eq. 5):533

534

𝑤̇𝐸𝐼

𝑤̇𝐸𝐸 =
𝜏𝐸𝑤𝜈

𝐼

𝜏𝐼𝑤𝜌𝐸 (𝑁𝐸𝜌𝐸𝑤𝐸𝐸 −𝑁𝐼𝜈𝐼𝑤𝐸𝐼 )
=

𝑁𝐸𝜌𝐸

𝑁𝐼𝜈𝐼
(18)

which leads to535

𝑤𝐸𝐼 =
𝑁𝐸𝜌𝐸

𝑁𝐼𝜈𝐼
𝑤𝐸𝐸 −

𝜈𝐼𝜏𝐸𝑤
𝑁𝐸 (𝜌𝐸)2 𝜏𝐼𝑤

, (19)

which is the equation of the dashed line in Fig. 1E.536

Dynamic threshold matching537

The equations for the dynamics postsynaptic LTD/LTP thresholds in Fig. 3D-F are538

𝜏𝑐𝐸𝑝𝑜𝑠𝑡 𝑐̇
𝐸
𝑝𝑜𝑠𝑡 = Δ𝑤𝐸𝐸

𝜏𝑐𝐼𝑝𝑜𝑠𝑡 𝑐̇
𝐼
𝑝𝑜𝑠𝑡 = −Δ𝑤𝐸𝐼

(20)

and therefore 𝑐𝐸𝑝𝑜𝑠𝑡 increases (decreases) if the postsynaptic neuron fires at 𝜈𝐸 > 𝑐𝐸𝑝𝑜𝑠𝑡 (𝜈𝐸 < 𝑐𝐸𝑝𝑜𝑠𝑡) and 𝑐𝐼𝑝𝑜𝑠𝑡 decreases539

(increases) if the postsynaptic neuron fires at 𝜈𝐸 > 𝑐𝐼𝑝𝑜𝑠𝑡 (𝜈𝐸 < 𝑐𝐼𝑝𝑜𝑠𝑡). The amount of increase or decrease of the540

postsynaptic thresholds is scaled by the amount of plasticity induction, and we used a timescale of 𝜏𝐸∕𝐼
𝑐 = 2 𝑚𝑠,541

which is faster than the timescale of excitatory and inhibitory plasticity (Table 1).542

E/I ratio543

We can calculate the E/I weight ratio 𝑅𝐸∕𝐼 in Eq. 6 by rewriting Eq. 13 and dividing one of the nullclines by 𝑤𝐸𝐼 . For544

large weights, or in mathematical terms for 𝑤𝐸𝐼 → ∞, the E/I ratio becomes lim𝑤𝐸𝐼→∞ 𝑅𝐸∕𝐼 = 𝑅𝐸∕𝐼
∞ = 𝑁𝐼 𝜈𝐼

𝑁𝐸𝜌𝐸
.545

To calculate the E/I ratio 𝑅𝐸∕𝐼 , we take the solution for one nullcline from Eq. 13 (since 𝑐𝐸𝑝𝑜𝑠𝑡 = 𝑐𝐼𝑝𝑜𝑠𝑡 = 𝑐𝑝𝑜𝑠𝑡 both546

are equivalent) and re-order the terms to reach Eq. 6. In the feedforward circuit (Fig. 1A), it follows547

𝑅𝐸∕𝐼
∞ = 𝑁𝐼𝜈𝐼

𝑁𝐸𝜌𝐸
=

𝑁𝐼
(

𝜌𝐼 +𝑤𝐼𝐸𝜌𝐸
)

𝑁𝐸𝜌𝐸
= 𝑁𝐼

𝑁𝐸

(

𝜌𝐼

𝜌𝐸
+𝑤𝐼𝐸

)

. (21)
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For the assumption 𝑁𝐸 = 𝑁𝐼 it follows that for larger excitatory input rate 𝜌𝐸 the E/I ratio reaches a set-point at548

𝑅𝐸∕𝐼
∞ ≈ 𝑤𝐼𝐸 (see Fig. 5A, where𝑤𝐼𝐸 = 0.5). Therefore, the E/I ratio has a lower boundwhich depends on the strength549

of the connection from the excitatory-to-inhibitory population.550

In Fig. 5, we link our model to the experimental findings in D’amour and Froemke (2015). In D’amour and551

Froemke (2015), the authors induce plasticity with a spike-pairing protocol, in which pre-post spikes elicit excitatory552

LTP while post-pre spikes elicit LTD. Inhibitory LTP was induced for short time differences between the pre- and553

postsynaptic spikes (independent of the order of the spikes) and inhibitory LTD for longer time differences of554

the spike pairs. Since in the experiments the presynaptic stimulation was done with a stimulation electrode, the555

excitatory and inhibitory inputs did not have to be functionally related. In themodel, we randomly drew initial E-to-556

E and I-to-E weights and induced plasticity for a limited amount of time (100ms) based on the rate-based plasticity557

rules (Eqs. 9 and 11).558

Gating of receptive field formation and recurrent clustering559

Here, we explore a feedforward network with multiple inputs and two inhibitory neuron populations (Fig. 6C). To560

form receptive fields, we provide a random patterned input to the network. We define a pattern to mean an561

increase in the input rate to 4 Hz for 100 ms of four neurons. We then disinhibit the postsynaptic neurons by in-562

hibiting either the total unspecific or specific inhibitory populations for 60 s by inducing an inhibitory input of 2 Hz563

onto the respective inhibitory neuron population. We model the release of disinhibition for the specific inhibitory564

population as slow and gradual over a time course of 100 s to avoid complete silencing of the postsynaptic excita-565

tory neurons. We also note that here we used instantaneous integrators, i.e. 𝜏𝐸𝐹𝑅 = 𝜏𝐼𝐹𝑅 = 𝑑𝑡 (Table 2), because we566

only wanted to focus on the interaction of excitatory and inhibitory plasticity in the model, though see (Gjorgjieva567

et al., 2016).568

For the recurrent circuit, we connected recurrently 30 postsynaptic neurons with feedforward circuits with569

specific and unspecific inhibition as described above (see also Fig. 6D,E) using an initial weight of 𝑤𝐸𝐸
𝑅𝐶,0 = 0.001. In570

addition to feedforward excitatory and inhibitory weights, also recurrent excitatory weights were plastic based on571

the plasticity mechanism of Eq. 9. We allowed the input patterns to each of the recurrent excitatory neuron to be572

correlated. Initial recurrent excitatory weights were randomly drawn from the interval [0,0.18]. To get the input to573

which recurrent neurons formed a receptive field to, we calculated the mean weight per input pattern and chose574

the maximum of those to be the input the neurons formed a receptive field to. The clustering graph in Fig. 6F (left)575

was done with the digraph function in Matlab.576

The simulations were performed using Matlab programming language. Euler integration was implemented577

using a time step of 0.1ms. Code implementing ourmodel is available here: https://github.com/comp-neural-circuits/578

Nonlinear-inhibitory-plasticity.579
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Table 2. Parameter values for Fig. 6E,F.

Symbol Description Fig. 6E Fig. 6F
𝑤𝐸𝐸

0 Initial E-to-E weight 0.03 [0,0.18]
𝑤𝐸𝐼

𝑠𝑝𝑒𝑐,0 Initial specific I-to-E weight 0.01
𝑤𝐸𝐼

𝑢𝑛𝑠𝑝,0 Initial unspecific I-to-E weight 0.01
𝑤𝐼𝐸

𝑠𝑝𝑒𝑐 Specific E-to-I weight (fixed) 0.2 0.002
𝑤𝐼𝐸

𝑢𝑛𝑠𝑝 Unspecific E-to-I weight (fixed) 0.02 0.001
𝜌𝐸 Presynaptic E rate 1 Hz
𝜌𝐼𝑠𝑝𝑒𝑐 External E rate onto specific I neurons 0 Hz
𝜌𝐼𝑢𝑛𝑠𝑝 External E rate onto unspecific I neurons 0 Hz
𝑁𝐸 Number of presyn. E neurons 40
𝑁𝐼

𝑠𝑝𝑒𝑐 Number of specific I neurons 20
𝑁𝐼

𝑢𝑛𝑠𝑝 Number of unspecific I neurons 20
𝜏𝐸𝐹𝑅 Timescale for E neuron model 0.1 ms
𝜏𝐼𝐹𝑅 Timescale for I neuron model 0.1 ms
𝜏𝐸𝑤 Timescale for E plasticity 1000 ms
𝜏𝐼𝑤 Timescale for I plasticity 200 ms
𝑐𝐸𝑝𝑜𝑠𝑡 E postsyn. LTD/LTP threshold 1 Hz
𝑐𝐼𝑝𝑜𝑠𝑡 I postsyn. LTD/LTP threshold 1 Hz
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Figure S1. Feedback inhibitory motif leads to additional stability. A. Schematic of the feedback inhibitory motif. The in-
hibitory population receives input from the presynaptic excitatory population with weight strength 𝑤𝐼𝐸

𝐹𝐹 and the excitatory post-
synaptic neuron with weight strength 𝑤𝐼𝐸

𝐹𝐵 . B. Plasticity of E-to-E (𝑤̇
𝐸𝐸 , blue) and I-to-E (𝑤̇𝐸𝐼 , red) weights as a function of the

postsynaptic rate 𝜈𝐸 . The excitatory and inhibitory LTD/LTP thresholds are identical (𝑐𝐸𝑝𝑜𝑠𝑡 = 𝑐𝐼𝑝𝑜𝑠𝑡). C. E-to-E (𝑤𝐸𝐸 , blue) and I-to-E
(𝑤𝐸𝐼 , red) and rate dynamics of the postsynaptic (grey line) and the inhibitory population (grey dashed line) as a function of time.
D. Stability of weight dynamics as a function of the excitatory-to-inhibitory weights𝑤𝐼𝐸

𝐹𝐵 and𝑤𝐼𝐸
𝐹𝐹 . Star indicates the values shown

in panel C.
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