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Abstract

Computational modelling of biological processes poses multiple challenges in each stage of the modelling exercise. Some significant challenges include identifiability, precisely estimating parameters from limited data, informative experiments and anisotropic sensitivity in the parameter space. One of these challenges' crucial but inconspicuous sources is the possible presence of large regions in the parameter space over which model predictions are nearly identical. This property, known as sloppiness, has been reasonably well-addressed in the past decade, studying its possible impacts and remedies. However, certain critical unanswered questions concerning sloppiness, particularly related to its quantification and practical implications in various stages of system identification, still prevail. In this work, we systematically examine sloppiness at a fundamental level and formalise two new theoretical definitions of sloppiness. Using the proposed definitions, we establish a mathematical relationship between the parameter estimates' precision and sloppiness in linear predictors. Further, we develop a novel computational method and a visual tool to assess the goodness of a model around a point in parameter space by identifying local structural identifiability and sloppiness and finding the most sensitive and least sensitive parameters for non-infinitesimal perturbations. We demonstrate the working of our method in benchmark systems biology models of various complexities. The pharmacokinetic HIV infection model analysis identified a new set of biologically relevant parameters that can be used to control the free virus in an active HIV infection.
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Introduction

The dynamics of biological systems are generally considered complex owing to their non-linearity, interconnections and multi-scale nature. Complex dynamical systems are...
often modelled as non-linear ordinary differential equations (ODEs) with many states and parameters. Dynamical models of biological systems are central to many applications. Recent advances in whole-cell modelling [1] and quantitative systems pharmacology (QSP) [2,3] underscore the rising importance of dynamical modelling for complex biological systems. Identifying such a complex dynamical system from data poses multiple challenges in each stage of the identification exercise [4]. Identifiability, precise parameter estimation and anisotropic sensitivity are a few crucial challenges in the computational modelling of complex dynamical systems. One of the crucial and often overlooked sources of these challenges is the possible presence of large regions in the parameter space over which the model predictions are nearly identical. This phenomenon is known as sloppiness [5]. Sloppiness is closely related to another property known as identifiability, where multiple parameter sets result in identical predictions [6].

Identifiability is a well-established concept in the domain of system identification. Loss of identifiability can result from either the model structure (structural identifiability) or data [7]. The loss of structural unidentifiability implies multiple solutions to the estimation problem. Thus, checking for structural identifiability before parameter estimation is imperative. There are several analytical methods available for assessing the structural identifiability of a model structure [6,8–12]. A differential geometric approach using observability condition is proposed in [13]. However, most of the analytical methods are not scalable to large models. A numerical method is proposed in [14] to assess local structural unidentifiabilities.

While identifiability is a ‘binary’ situation, sloppiness lies somewhere between identifiability and loss of identifiability; moreover, the closer it is to the loss of identifiability, the more problematic it is. The presence of sloppiness often results in huge uncertainties in parameter estimates [5]. To illustrate sloppiness consider the simple bi-exponential model in (1), with a true parameter vector, \( \theta = [1 \ 10]^T \). The model output \( y(t) \) is computed for 5 seconds by fixing one parameter and varying the others at a time.

\[
y(t) = e^{-\theta_1 t} + e^{-\theta_2 t}
\]  

(1)

From Fig. 1a, it is evident that for a range of \( \theta_2 \) values in parameter space, the model predictions are nearly identical, and hence, \( \theta_2 \) direction is considered sloppy. However, in Fig. 1b, the change in parameter \( \theta_1 \) results in clearly distinctive model outputs. Here, \( \theta_1 \) is a stiff direction. From Fig. 1c, it is seen that there are certain directions over which the model predictions are nearly identical yet significantly vary in other directions. However, in many cases, instead of individual parameters being sloppy and stiff, there will be directions in the parameter space that are sloppy and stiff. The nearly identical model outputs for a significant range of parameter sets might reflect as large standard errors in a subset of parameter estimates. These large standard errors in the parameter estimates, often referred to as practical/numerical identifiability [15] is one of the crucial challenges while modelling sloppy models [5,14,16].
Figure 1. (a) shows the model output while varying $\theta_2$ and fixing $\theta_1$. The output of the model does not significantly vary and is qualitatively indistinguishable. (b) shows the model output while varying $\theta_1$ by fixing $\theta_2$. The output significantly varies while changing $\theta_1$ in the same range. (c) shows the outputs for a range of parameters varied over the circumference of a circle with a fixed radius. Visually evident chunks of outputs that are nearly identical. This implies certain directions in the parameter space over which model outputs are nearly identical.

Practical identifiability is formally defined as the ability to estimate parameters of a structurally identifiable model with acceptable precision given a data set [15, 17]. Practical identifiability is function of both data (inputs and measurement errors) [18] and model structure. Practical identifiability is assessed by the width of the confidence interval of the parameter estimate [15]. However, there are other numerical methods proposed to assess practical identifiability [10, 19, 20]. The relationship between structural identifiability and sloppiness is well-established in [14]. A sloppy model is always structurally identifiable. Whereas in the case of practical identifiability, though sloppiness is closely related to practical identifiability, the exact relationship is still unclear [14]. This has been one of the sources of ambiguity in understanding the impact of sloppiness analysis as a part of any modelling exercise. The relationship between sloppiness, structural, and practical identifiability is depicted in the Fig. 2. Sloppy models intersect with practically unidentifiable models. However, how much sloppiness affects practical identifiability is the question that needs to be answered.
Impact of sloppiness in optimization, experiment design and model validation

Along with structural and practical identifiability, impact of sloppiness on various facets of modelling has been extensively studied in the past decade [5, 14, 21–25]. The impact of sloppiness on designing optimal experiments, optimization algorithms, and uncertainty quantification has been addressed widely in a variety of studies, as we discuss hereon. It has been shown that sloppy models have nearly flat cost surfaces in the vicinity of the optimal parameter set [21]. In such cases, it is observed that non-linear optimization algorithms may get trapped in sloppy regions. A differential geometric approach has been employed to improve the convergence of the Levenberg-Marquardt algorithm. In the case of validating models, it is observed that the uncertainty estimates are unreliable in the case of sloppy models [22]. They have suggested modified Markov Chain Monte Carlo (MCMC) simulations to circumvent this issue. An attempt to design optimal experiments for a precise estimate of parameters in sloppy models may result in compromising prediction accuracy [16].

Numerous attempts have been made to resolve the issues arising from sloppy models, but very few works have attempted to find the root cause of sloppiness [15, 23, 26]. Though the source of sloppiness is attributed to both model and data [5], in most cases, the source of sloppiness is attributed to the model structure [5, 14, 16, 22, 25, 27, 28]. A computational study has been carried out to study the relationship of sloppiness measure with structural identifiability, practical identifiability, and experimental design [15]. The result suggests that the relationship of sloppiness measure with practical identifiability is inconclusive. Tönsing et al [26] have shown that the root causes of sloppiness include both the model and experimental conditions. They suggest that by changing the experimental condition, it is possible to cure sloppiness. Apgar et al [27] have shown it is possible to estimate parameters precisely for sloppy models, by careful design of experiments. Sloppiness has also been reported to have connections with biological phenomena such as robustness and evolvability [10].

The utility of sloppiness analysis in modelling has been questioned in [4, 15]. These studies argue through computational study that the presence of sloppiness does not guarantee either structural or practical unidentifiability. Based on the results, they conclude that using sloppiness analysis to assess the identifiability of parameters can be misleading and suggest identifiability analysis as a better tool. The relationship of sloppiness with Fisher information-based experiment design criteria has also been inconclusive. Though the study is convincing, the effect of sloppiness on errors in the parameter estimate is inevitable. The relationship of sloppiness with practical identifiability is widely accepted but not formally established [14, 15].

In all of the above studies, the exact role of sloppiness on various aspects of modelling, such as precision of the parameter estimates, prediction uncertainty and experiment design, is mainly inconclusive because of the lack of formal mathematical relationship between the measure of sloppiness and other properties. A formal mathematical definition of sloppiness is the missing piece in the puzzle. In order to mathematically formalize sloppiness, we first give two motivating examples to point out that with the existing measure of sloppiness, in the case of non-linear predictors, it is not possible to attribute sloppiness to model structure alone decisively. In order to circumvent the ambiguity, in this work, first, we formulate two new theoretical definitions of sloppiness: (i) sloppiness and (ii) conditional sloppiness. The conditional sloppiness is conditioned on the experiment space. The proposed definitions of sloppiness for autonomous ODE systems are defined in an augmented space of parameters.
and initial conditions. This implies that both model and experimental conditions together are responsible for sloppiness. Secondly, we establish a mathematical relationship between practical identifiability and sloppiness in the case of linear predictors.

Further, we propose a scalable computational method based on the proposed new definitions of sloppiness to assess the goodness of model structure in viable parameter space. The proposed method facilitates detecting conditional sloppiness, insensitive parameters, and local structural unidentifiability. The proposed method can be used to assess the goodness of the model structure in the viable space before estimation. The benefit of analyzing the model in the viable space is two-fold—once we know that the viable space of the model is in a sloppy region, the probability of the estimated model landing in the sloppy region is high. In such cases, appropriate experiments can be designed to circumvent the effects. On the other hand, if the viable space of the model (valid values of parameters and experimental conditions) is not in a sloppy region. If the estimated model is sloppy, we can fine-tune the estimation algorithm and other controllable experimental conditions. The proposed tool can also detect multi-scale sloppiness described in [14].

Figure 2. The relationship between structural identifiability, practical identifiability, and sloppiness

Motivating examples

This section provides two motivating examples that illustrate the challenges in the current measure of sloppiness in answering the questions of interest in this work. Following are the two challenges in the existing measure of sloppiness (i) Assessing the role of model structure in sloppiness with the existing sloppiness measure and (ii) Detecting practical identifiability with the existing sloppiness measure. We consider a non-sloppy model and show that it can be turned sloppy by changing experimental conditions, and a model that is regarded as sloppy can be made non-sloppy again by changing the experimental condition.

Example 1: The source of sloppiness in linear predictors is data

Consider the linear predictor given in (2). Let $z$ be a vector of $m$ observations. The parameters of the model are estimated using the method of least squares. The Hessian of the cost function is given in (4).

\[
y = a_1 x_1 + a_2 x_2 + \ldots + a_n x_n
\]
Now, let us define

\[
C(a) = \sum_{i=1}^{m} (z_i - y)^2 = \sum_{i=1}^{m} (z_i - (a_1x_{1i} + a_2x_{2i} + \ldots + a_nx_{ni}))^2
\]  \tag{3}

\[
\nabla^2(C(a)) = \begin{bmatrix}
2 \sum_{i=1}^{m} x_{1i}^2 & 0 & \ldots & 0 \\
0 & 2 \sum_{i=1}^{m} x_{2i}^2 & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 2 \sum_{i=1}^{m} x_{ni}^2
\end{bmatrix}
\]  \tag{4}

For the purpose of discussion, we use an existing measure of sloppiness given in \((5)\), the ratio of smallest to largest eigenvalues of the Hessian of the cost function.

\[
S = \frac{\|x_{min}\|_2^2}{\|x_{max}\|_2^2}
\]  \tag{5}

Linear predictors are not generally observed to be sloppy [16]. However, in the above example, the ratio of eigenvalues is only a function of data and not the model parameters—hence, we can see that it is possible for the linear predictor to show sloppiness for some experimental conditions. Moreover, sloppiness in linear predictors given in the above example is purely an artefact of data/input and not due to the nature of the model structure itself.

**Example 2: Both data and model structure are responsible for sloppiness in nonlinear predictors**

Consider the state space model in \((6)\). The Hessian of the least-squares cost function is given in \((7)\).

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} = \begin{bmatrix}
\theta_1 & 0 \\
0 & \theta_2
\end{bmatrix} \begin{bmatrix}
x_1 \\
x_2
\end{bmatrix}
\]

\[
y(t) = x_1(0)e^{-\theta_1 t} + x_2(0)e^{-\theta_2 t}
\]

\[
\nabla^2(C(a)) = \begin{bmatrix}
\int_0^t \theta_1^2 x_1(0)^2 e^{-\theta_1 t} dt & \int_0^t \theta_2 \theta_1 x_1(0) x_2(0) e^{-(\theta_2 + \theta_1) t} dt \\
\int_0^t \theta_2 \theta_1 x_1(0) x_2(0) e^{-(\theta_2 + \theta_1) t} dt & \int_0^t \theta_2^2 x_2(0)^2 e^{-2\theta_2 t} dt
\end{bmatrix}
\]  \tag{7}

**Figure 3.** (a) Shows sloppiness in the parameter space. There are regions in the parameter space where the system is non-sloppy. (b) Shows sloppiness for various initial conditions. For a subset of initial conditions, the model becomes non-sloppy.
Figure 4. Standard errors of the parameter estimates obtained from various initial conditions (Fig. 3b) plotted against the corresponding sloppiness value. It is seen that there is no specific relationship between sloppiness and standard errors.

Sloppiness is computed in the grid $1 \leq \theta_1 \leq 100$ and $1 \leq \theta_1 \leq 100$. From Fig. 3a, it is evident that sloppiness is a function of parameter space. In Fig. 3b, sloppiness is computed over a grid of initial conditions $1 \leq x_1(0) \leq 100$ and $1 \leq x_2(0) \leq 100$ around the point $\theta_1 = 1$, $\theta_2 = 100$. The model is simulated for $t = 0$ to $t = 20$ seconds with a sampling interval of 0.5 seconds.

From Fig. 3b, we can observe that the change in experimental condition can cure sloppiness, which indicates that sloppiness is a function of information contained in a data set. In our previous work [29], we have demonstrated using simulations that parameters contributing to sloppy directions have very low information gain in the Bayesian framework. For initial condition $> 50$ of $x_2$, the model becomes non-sloppy. This has been extensively studied in [10,26,27]. Tonsing et al. (2014) showed that the structure of the sensitivity matrix is the reason for sloppiness in ODEs and also concluded that both experiment and model structure are the root causes of sloppiness. Fig. 4 shows that the relationship between sloppiness and standard errors of the parameters does not follow any definitive trend. Though it has been argued that sloppiness and practical identifiability are two distinct concepts and that they are incorrectly conflated [16], the effect of sloppiness on practical identifiability cannot be ignored [5].

Following are two important observations emanate from our study: (i) for a non-linear least-squares estimation problem, it is impossible to attribute sloppiness to the model structure alone. Sloppiness is a function of both parameter space and initial conditions, and hence, labelling a model to be sloppy with the current analysis method of sloppiness can be misleading [5,16] (ii) sloppiness often results in loss of practical identifiability. However, the exact relationship is not revealed by the current measure of sloppiness.

The rest of the paper is organized as follows: Section 2 provides perspectives on sloppiness by revisiting the concept of sloppiness and rightly positioning it relative to identifiability. Section 3 presents key results, including two motivating examples to highlight the challenges in using the current measure of sloppiness. Further, it provides two new definitions of sloppiness and their relationship with practical identifiability in the case of linear predictors. Section 4 illustrates the proposed method to assess the sloppiness of non-linear predictors. The paper ends with concluding remarks in Section 5.
Problem statement

The demonstrated challenges of the current measure of sloppiness results in the need to answer the following questions: (i) what is the source of sloppiness? (ii) what is the formal relationship of sloppiness with parameter uncertainty / practical identifiability? (iii) what is the relationship of sloppiness with inputs and estimation algorithm? In this work, we propose two new mathematical definitions of sloppiness to circumvent these challenges. Further, we develop a unified computational method to detect local structural identifiability and sloppiness along with sensitive and insensitive parameters in the viable region of the parameter space.

Perspectives

Nature of Sloppiness

Sloppiness, at its core, quantifies the sensitivity of output with respect to changes in parameters or directions in the parameter space. When the gradient of the predictor qualitatively does not change as the parameter is varied significantly, then the system is sloppy. Sloppiness can be observed as pockets of regions in the parameter space; in such cases, the gradient of the predictor varies significantly in the parameter directions.

In the existing literature, a method of quantifying this insensitivity of predictions to changes in parameters is captured by (8).

\[ S = \frac{\lambda_{\text{min}}(H)}{\lambda_{\text{max}}(H)} \]  

where \( H \) is the Hessian of the cost function, in general, for a non-linear parameter space, it is difficult to identify all such pockets of sloppy regions. Hence, sloppiness is determined locally around a parameter of interest by computing the sensitivity of the output to the change in the parameter. The sloppiness is characterized by equally spaced eigenvalues of the Hessian of the cost function in the log scale and is quantified by (8).

Even though there is no strict cut-off, a model is considered to be sloppy if \( S \leq 10^{-6} \) [28]. The eigenvectors corresponding to maximum and minimum eigenvalues indicate the stiff and sloppy direction, respectively. It can be observed that the Hessian of the cost function is representative of the derivative of the output with respect to the parameters. The above measure of sloppiness is valid only if the estimation algorithm is least-squares; for a different estimation algorithm (for example, L1 norm), the Hessian of the cost function may not be representative of the sensitivity of the output with respect to the parameters.

Sloppiness and Identifiability

As a first step in answering the questions raised above, the notion of sloppiness needs to be rightly positioned relative to well-established concepts such as structural identifiability and practical identifiability. Additionally, when a model is sloppy, it is important to attribute the source of sloppiness to the appropriate factors.

Table 1 shows the list of model properties, their definitions, and the corresponding method of assessment. Even though qualitative definitions for practical identifiability and sloppiness are available, a formal mathematical framework for defining sloppiness is not available. In this work, we formalize sloppiness mathematically. Mathematical definitions are given in the results section.
Table 1. List of model properties and their definitions

<table>
<thead>
<tr>
<th>#</th>
<th>Model Property</th>
<th>Definition</th>
<th>Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SI</td>
<td>( \dot{y}(t, \theta_1) = \dot{y}(t, \theta_2) \iff \theta_1 = \theta_2 )</td>
<td>Direct application</td>
</tr>
<tr>
<td>2</td>
<td>PI</td>
<td>-</td>
<td>( \text{trace}(\Sigma_{\theta}) )</td>
</tr>
<tr>
<td>3</td>
<td>Sloppiness</td>
<td>-</td>
<td>( H_{i,j} = \frac{\partial^2 C(\theta)}{\partial \log \theta_i \partial \log \theta_j} )</td>
</tr>
</tbody>
</table>

All three properties of interest that are under discussion arise due to either one or more of the data, model, and estimation algorithm. The data itself is characterized by (i) signal-to-noise ratio (SNR), (ii) sample size, and (iii) the input. While input and SNR determine the quality of data, the quantity of data is determined by sample size. The model’s contribution towards these properties is characterized by predictor gradient, and finally, the estimation method is generally characterized by the cost function.

Table 2. Factors influencing model properties

<table>
<thead>
<tr>
<th>#</th>
<th>Model Property</th>
<th>SNR</th>
<th>Sample size</th>
<th>Input ( \nabla (y(\theta)) )</th>
<th>( C(\theta) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SI</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>( \checkmark )</td>
</tr>
<tr>
<td>2</td>
<td>PI</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
</tr>
<tr>
<td>3</td>
<td>Sloppiness</td>
<td>-</td>
<td>-</td>
<td>( \checkmark )</td>
<td>( \checkmark )</td>
</tr>
</tbody>
</table>

The relationship of sloppiness with practical identifiability is still an open problem [14]. From Table 2 it is clear that both the input and the gradient of the output with respect to parameters affect sloppiness and practical identifiability. This is the reason why most parameters in a sloppy model become practically unidentifiable when the gradient is large. In the following section, we provide this work’s primary results: The mathematical formalism of sloppiness and its application to model assessment.

Results

In answering the crucial questions about sloppiness, we formulate two new mathematical definitions of sloppiness. The proposed mathematical definitions of sloppiness are more accurate descriptions of sloppiness as they are formulated from the fundamental nature of sloppiness.

A new mathematical definition of sloppiness

The above-perceived challenges of the present sloppiness analysis motivated us to formulate two new mathematical definitions of sloppiness. The new definitions of sloppiness are based on the following remarks.

Remark 1. Sloppiness is assessed across an augmented space (parameters, initial conditions, and inputs) rather than parameter space alone. In the case of autonomous ODE models, the augmented space is
\[ \phi = \begin{bmatrix} \theta_1 & \theta_2 & \ldots & \theta_n \end{bmatrix} \begin{bmatrix} x_1(0) & x_2(0) & \ldots & x_n(0) \end{bmatrix} \]

**Remark 2.** A significant change in the subset of augmented space (parameter space) results in a small change in prediction space.

\[ D_M - \text{All possible parameter values the model } \mathcal{M} \text{ can take.} \quad \mathcal{I} - \text{Identifiable region.} \quad \mathcal{Z}_M - \text{Set of all experiments for which the model structure } \mathcal{M} \text{ is identifiable.} \]

**Definition 1.** A model \( \mathcal{M} \) is \((\epsilon, \delta)\) sloppy with respect to an experiment space \( \mathcal{Z}_M \) at \( \theta^* \in \mathcal{I} \subset D_M \), if

\[ ||\theta^* - \theta_1||_2 > \delta \quad \forall \theta \in S \subset \mathcal{I} \quad (9) \]

\[ ||y(\theta^*, t) - y(\theta_1, t)||_2^2 < \epsilon \quad \forall \mathcal{Z} \in \mathcal{Z}_M \quad (10) \]

for every \( (\theta_1, \theta^*) \) satisfying (9) & (10). \( \epsilon \) is arbitrarily small. \( \delta \gg \epsilon \).

**Definition 2.** A model \( \mathcal{M} \) is conditionally \((\epsilon, \delta)\) sloppy with respect to an experiment space \( \mathcal{Z}_M \) at \( \theta^* \in \mathcal{I} \subset D_M \), if

\[ ||\theta^* - \theta_1||_2 > \delta \quad \forall \theta \in S \subset \mathcal{I} \quad (11) \]

\[ ||y(\theta^*, t) - y(\theta_1, t)||_2^2 < \epsilon \quad \forall \mathcal{Z} \in \mathcal{Z}_M \quad (12) \]

for every \( (\theta_1, \theta^*) \) satisfying (11) & (12). \( \epsilon \) is arbitrarily small. \( \delta \gg \epsilon \).

Equations (7) & (9) say that a model is considered sloppy, if the \((\epsilon, \delta)\) condition holds true for all possible experimental conditions \( \mathcal{Z}_M \). Similarly, (11) & (12) convey that the model is conditionally sloppy if the \((\epsilon, \delta)\) condition holds true only for a subset \( \mathcal{Z} \) of all possible experimental conditions \( \mathcal{Z} \).

No longer the proposed sloppiness and conditional sloppiness are used in a generic sense; rather, they have to be used in conjunction with \( \epsilon \) and \( \delta \). By virtue of our definitions, we believe, by itself, the sloppiness is qualitative, and where ever quantitative sloppiness is to be discussed, the \((\epsilon, \delta)\) from should be used. For a large \( \delta \) if the \( \epsilon \) is negligibly small, then the system is considered to be \((\delta, \epsilon)\) sloppy. Note that the proposed measure of sloppiness is different from the multi-scale sloppiness proposed in [14]. Multi-scale sloppiness is the ratio of maximum to minimum prediction error for a non-infinitesimal perturbation from a reference parameter \( (\theta^*) \), whereas, in the proposed definition, sloppiness is a function of both prediction error and parameter perturbation which is a more natural way to define and understand the notion sloppiness.

**Sloppiness analysis of a linear predictor**

Consider the linear predictor in (13)

\[ y(x) = a_1x_1 + a_2x_2 + \cdots + a_nx_n \quad (13) \]

\[ \theta = [a_1 \ a_2 \ \cdots \ a_n]^T \quad \text{&} \quad X = [x_1 \ x_2 \ \cdots \ x_n] \]

\[ y = X\theta \quad (14) \]

The model is identifiable if \( X \) is full column rank. Consider another parameter vector \( \theta_1 \) and the corresponding prediction \( y_1 \). The model is sloppy if \( X(\theta^* - \theta_1) = (y - y_1) \) for

\[ ||\theta^* - \theta_1||_2 > \delta \quad \text{and} \quad ||y - y_1||_2 < \epsilon. \]

Let \( \theta^d = (\theta^* - \theta_1) \), \( ||\theta^d||_2 \gg \epsilon \).

Using matrix norm,

\[ ||X\theta^d||_p \leq ||X||||\theta^d||_p \forall p \in \mathcal{R}. \]

\[ (15) \]
Consider the extreme case for $p = 2$,

$$||X|| = \frac{\epsilon}{\delta}$$  \tag{16}$$

For extremely small $\epsilon$ and extremely large $\delta$, the $||X|| \approx 0$ and will become numerically unstable and that will result in loss of identifiability. This is the reason why in most cases, linear least-square problems are observed to be non-sloppy. Once the system is found practically unidentifiable, then a careful design of the experiment will constrain the parameter uncertainty making the matrix norm of data significantly large. In such a case, the possibility of sloppiness is almost eliminated.

**Relationship between conditional sloppiness and practical identifiability**

For a structurally identifiable model structure $M(\theta)$ and a data set $z$, precision of parameter estimate $\theta_i \in \theta$ is a measure of practical identifiability. Practical identifiability is assessed for a data set $z$ given a model structure $M$. A parameter $\theta_i$ is said to be practically unidentifiable for a given $z$, if

$$\sigma_{\theta_i} > \delta_i$$

$$d(z, y(\hat{\theta})) < \epsilon$$

where $\sigma_{\theta_i}$ is the standard error of the parameter estimate $\theta_i$ and $d(z, y(\hat{\theta}))$ is the prediction error. Practical identifiability can only be assessed post estimation because it is a function of the data set, whereas sloppiness can be evaluated at any given unknown space $(\phi)$, which includes parameter space and data set. Ideally, the infinite width of the confidence interval of a parameter estimate is considered practically unidentifiable. However, in practical scenarios, significant standard errors in the estimates are considered practically unidentifiable.

Consider the linear predictor given in (13). Choose another parameter set $\theta_1 = [b_1 \ b_2 \ \cdots \ b_n]^T$ such that $\delta = \sqrt{(a_1 - b_1)^2 + \cdots + (a_n - b_n)^2}$.

$$(y(x) - y_1(x))^2 = ((a_1 - b_1)x_1 + (a_2 - b_2)x_2 + \cdots + (a_n - b_n)x_n)^2$$  \tag{17}$$

$$\epsilon = (\delta_1x_1 + \delta_2x_2 + \cdots + \delta_nx_n)^2$$  \tag{18}$$

If each $x_i$ is a vector of $m$ observations, then (18) becomes,

$$\epsilon = \sum_{i=1}^{m}(\delta_1x_{1i} + \delta_2x_{2i} + \cdots + \delta_nx_{ni})^2$$  \tag{19}$$

The inverse of (4) gives the covariance matrix for the parameter estimates. The standard error of a parameter $a_i$ is given by

$$\sigma_{a_i} = \sqrt{\frac{1}{\sum_{i=1}^{m}x_{ii}} \epsilon}$$  \tag{20}$$

Using (19), the relationship between the sloppiness and practical identifiability is derived as

$$\sigma_{a_i} = \frac{\delta_i}{(\sqrt{\epsilon} - ((\sum_{k=1}^{m}\delta_kx_{ki})^2 + 2\sum_{i=1}^{m}(\delta_1\delta_2x_{1i}x_{2i} + \cdots)))}; k \neq i$$  \tag{21}$$

This relationship holds if the data is derived from a Gaussian distribution and the least-squares cost function. From (21), it is clear that there is a relationship between sloppiness and practical identifiability. The corresponding parameter will become unidentifiable for a small $\epsilon$ and a very large $\delta_i$. The above result agrees with the result obtained in (16). For a generalised non-linear predictor, it is challenging to construct a relationship analytically. Hence, we propose a numerical method to analyse non-linear predictors for sloppiness and identifiability.
Sloppiness analysis of non-linear predictors

We provide three numerical examples to demonstrate the sloppiness analysis of nonlinear predictors. We propose a novel numerical method of analysing sloppiness based on the new definitions. The detailed working of the method is illustrated in the methods section. The first illustrative example demonstrates all three different scenarios (i) a sloppy region, (ii) a non-sloppy region and (iii) an unidentifiable region. The second example is one of the hallmark models used by Gutenkunst *et al.* in [5] to demonstrate sloppiness. The third example is a realistic pharmacodynamic HIV infection model. Along with detecting identifiability and sensitivity analysis, we show that the proposed method also gives new biological insight into the effect of HIV infection on T-Cells. Two more examples are provided in the supplementary to demonstrate the working of the proposed examples in detecting complete unidentifiability and in a high-dimensional model.

An illustrative example

In this example, we use a simple two-parameter state-space model to demonstrate the working of our method. Three different scenarios are considered to cover the loss of structural identifiability, sloppiness, and an ideal scenario. Consider the state-space model in (22).

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} = \begin{bmatrix}
\theta_1 & 0 \\
0 & \theta_2
\end{bmatrix} \begin{bmatrix}
x_1 \\
x_2
\end{bmatrix}
\]

(22)

\[y(t) = x_1(t) + x_2(t)\]

\[x_1(0) = x_2(0) = 1\]

<table>
<thead>
<tr>
<th>Scenario</th>
<th>(\theta^*)</th>
<th>(\delta)</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(\theta_1 = 0.4, \theta_2 = 1)</td>
<td>0.3</td>
<td>non-sloppy</td>
</tr>
<tr>
<td>2</td>
<td>(\theta_1 = 1, \theta_2 = 10)</td>
<td>0.3</td>
<td>sloppy</td>
</tr>
<tr>
<td>3</td>
<td>(\theta_1 = 0.4, \theta_2 = 0.5)</td>
<td>0.3</td>
<td>unidentifiable</td>
</tr>
</tbody>
</table>

Parameters are sampled inside an \(n\)-ball with radius \(\delta\) around \(\theta^*\). The model output \(y(t, \theta)\) is computed for all the sampled parameters and sum-squared error \(\gamma\) is computed. Further, the model-sensitive index is computed using (26).
Figure 5. Visual sensitivity analysis plot (a) shows the model sensitivity plot for all three regions; for the non-sloppy region, the curve deviates from the unity value for the given $\delta$, indicating local structural identifiability. The curve is very close to the unity value for the slope region, indicating an-isotropic sensitivity/ multi-scale sloppiness. The curve numerically hits unity for the unidentifiable region, indicating local structural unidentifiability for the given $\delta$. (b) shows the $\gamma_{\text{min}}$ vs $\delta$ plot for all three regions; for the non-sloppy region, the $\gamma_{\text{min}}$ is numerically significant and has a constant slope for given $\delta$. For sloppy region, $\gamma_{\text{min}}$ is numerically insignificant for a significantly large $\delta$. The slope of the curve is constant, but the value of the slope is numerically closer to the zero value indicating a sloppy region in the given $\delta$. The curve numerically hits zero value respectively at $\delta = 0.14$ indicating a local structural unidentifiability. (c) Shows $\gamma_{\text{min}}$ vs $\delta_{i}$ for unidentifiable region, in this case both the $\gamma_{\text{min}}$ is zero for non-zero $\delta_{i}$ indicating local structural unidentifiability for both the parameters.

Figs. 5a and 5b show the plot for model sensitivity index and minimum deviation from reference $\theta^\ast$. In the case of the non-sloppy region, the curve in Fig. 5b is monotonically increasing. The model’s behaviour is distinguishable from the reference point ($\theta^\ast$) as $\delta$ increases. Additionally, the curve in the model sensitivity plot in Fig. 5a deviates away from the unity value as $\delta$ increases. In the case of a sloppy region, in Fig. 5b, the curve has an increasing trend, but the curve is almost flat and not distinguishable as compared to the non-sloppy region from the reference point. In the third scenario, where the system is locally structurally unidentifiable, from Fig. 5b, it is seen that $\gamma_{\text{min}}$ is very close to zero/numerically zero for a non-zero $\delta$. From Fig. 5c, we can infer that both the parameters are unidentifiable in the region because at an absolute distance $\delta_{i}$ from the reference value, the prediction error goes to zero, which indicates that there is another parameter $\theta \neq \theta^\ast$ for which the prediction error is zero. In addition to that, in Fig. 5a, the curve in model sensitivity plot touches the unity value for a non-zero $\delta$. In order to assess local structural non-identifiability, the model sensitivity plot in conjunction with $\gamma_{\text{min}}$ plot may be used. However, a numerically zero value of $\gamma_{\text{min}}$ for a non-zero $\delta$ is sufficient to assess local structural non-identifiability. The model sensitivity index ($\psi$) quantifies the asymmetry between the most sensitive and least sensitive parameter directions in the parameter space. For a given prediction error $\epsilon = \gamma_{\text{min}}$, the conditional sloppiness can be assessed by the pair $\epsilon, \delta$. For a given $\delta$, which can be chosen as a function of acceptable parameter range among the set of parameters, if the $\gamma_{\text{min}}$ is too low, then we can say the system is conditionally sloppy with a high probability of practically unidentifiable parameters.
Mitotic oscillator

The minimal cascade model for the mitotic oscillator is an ODE model with three states and ten parameters. This model is one of the sixteen system biology models that were shown to be sloppy [5]. The original model and the nominal parameters are obtained from [30]. Here, we analyze the behavior of the model by constructing the visual plot.

Figure 6. (a) The system is initially sloppy till \(0 < \delta < 0.03\) and becomes non-sloppy for \(0.05 < \delta < 0.15\) and again sloppy for \(0.15 < \delta < 0.3\). (b) The system is locally structurally identifiable

The true parameters around which the model’s behavior is analyzed are taken from [30]. It can be observed from Fig. 6a that for \(\delta < 0.1\), there is a huge asymmetry between the minimum and maximum deviation, which implies that the system will be extremely sloppy with respect to the traditional definition of sloppiness (8) and multi-scale sloppiness [14]. From Fig. 6b, it can be seen that as \(\delta\) increases, \(\gamma_{min}\) also increases but goes nearly flat after \(\delta > 0.12\), indicating negligible change in the \(\gamma_{min}\) as \(\delta\) changes, which implies that the model is \((\delta, \epsilon)\) sloppy for \(\delta > 0.12\).

Fig. 7 and Fig. 8 show how \(\gamma_{min}\) and \(\gamma_{max}\) changes for each parameter as the absolute value changes. It can be observed the system is insensitive to parameters \(k_d, v_d, K_1, K_2\) and \(V_4\) as there is no significant change in \(\gamma_{min}\) for the relative change in \(\delta_i > 0.01\). On the other hand, the parameters \(K_3, V_1, V_2\) and \(V_3\) are highly sensitive for \(\delta_i < 0.01\). This gives us a good idea of how the system behaves with respect to the changes in specific parameter intervals. This can be used to fix the initial values of the parameter during an estimation exercise in order to avoid the sloppy region, which is one of the crucial challenges in a sloppy model [21]. Our method can give a good range of initial parameter values for a nonlinear optimization algorithm.

In summary, we found that (i) the model is locally structurally identifiable, (ii) the model is sloppy in the traditional sense of sloppiness also from the proposed definition of sloppiness, (iii) our method has identified insensitive parameters and most sensitive parameters (iv) the proposed method has also identified an interval for each parameter \((\theta_i)\) over which the model predictions are most and least sensitive.
Figure 7. $\gamma_{\text{min}}$ and $\gamma_{\text{max}}$ changes with respect to the absolute change in each parameter $v_i, k_d, v_d, K_d, K_1$ from reference values. The parameters $K_1$ and $v_d$ are highly insensitive within the given $\delta$.

Figure 8. The figure shows how the $\gamma_{\text{min}}$ and $\gamma_{\text{max}}$ changes with respect to the absolute change in each parameters $V_2, K_2, K_3, V_4, K_4$ from reference values. The parameters $K_4, V_4 & K_2$ are insensitive and contributes to the sloppy direction.
Analysis of a Pharmacodynamic HIV Infection Model

In this example, we analyze a published pharmacodynamic HIV infection model. The differential equation of the model and the nominal parameters are given in [31]. The model describes the effect of HIV infection on CD4+ T-cells. The model consists of four species: Uninfected T cells, latently infected T cells, actively infected T cells and free viruses. The model has four states and eight parameters. All the parameters have biological significance. The block diagram of the model is given in Fig. 9. The block diagram is adapted from [32].

![Model Diagram](image)

Figure 9. The model for infection of HIV on CD4+ T-cells. $T$ - uninfected T cells, $T^*$ - latently infected T cells, $T^{**}$ - actively infected T-cells and $V$ - free virus. The parameters include $s$ - the rate of supply/production of CD4+ T-cells, $\mu_T$ - the death rate of uninfected and latently infected T cells, $r$ - the rate of growth of CD4+ T cell population, $k_1$ - rate at which CD4+ T cells become infected, $k_2$ - the rate at which latently infected T cells become actively infected, $\mu_b$ - death rate of actively infected T cells, $N_v$ - number of free cells produced by lysing a CD4+ T-cell, $\mu_v$ - the death rate of the free virus, $T_{max}$ - total number of T cells.

In addition to detecting the local structural identifiability of the parameters, the analysis shall reveal the key parameters and critical parameter combinations that influence the free virus. The amount of free virus at any point in time influences depletion of CD4+ T cells [31] and hence finding parameters that influence free virus shall help significantly enhance the treatment regimen.

![Sensitivity Plots](image)

Figure 10. (a) The curves indicate a constant slope sensitivity ratio. (b) The curve has a significantly small slope and numerically small $\gamma_{min}$, which indicate the sloppiness for the given $\delta$ (c). The curve does not hit the unity value indicating local structural identifiability.

The parameters are transformed into log scale in order to avoid scaling issues. The initial number of samples $N_0 = 100000$ and $\alpha = 1000$. Figures 10a and 10b show the model sensitivity plot and $\gamma_{min}$ vs $\delta$ plot. It can be observed that the model has high an isotropic sensitivity as $\psi$ is uniform and close to unity for all $\delta_i$. However $\gamma_{min}$ is significantly higher than zero for all $\delta_i$ indicating local structural identifiability inside the radius $\delta$. 
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Figure 11. (a) The heat map indicates several minimum directions at each $\delta_i$. (b) On the other hand, the direction of maximum deviation is almost identical for each $\delta_i$.

Now that we know that the model has high anisotropic sensitivity inside given $\delta$, the next step is to identify the sensitive and insensitive directions and how they are distributed. Hence, we construct a heat map to characterize the directions of the most and least sensitive directions in prediction/cost space. Figure 11a shows the $\cos(\theta)$ between every vector corresponding to minimum directions to every other vector and Figure 11b show the $\cos(\theta)$ between every vector corresponding to maximum directions to every other vector. It is observed that the vectors corresponding to minimum deviation are spread across large dimensions. Conversely, the vectors corresponding to maximum directions are constrained to a few dimensions. This indicates that most of the directions in the parameter space are sloppy while very few contribute to the model output (free virus $V$).

Figure 12. $x$–axis depicts the relative distance of the particular parameter $\theta_i$ from its reference value $\theta_i^*$. $y$–axis on the left is the minimum sum-square deviation, and on the right maximum sum-square deviation from $y^*(t)$. Parameter $r$ is more sensitive when compared to other parameters in the direction of maximum deviation.
Figure 13. $x$-axis depicts the relative distance of the particular parameter $\theta_i$ from its reference value $\theta_i^*$. $y$-axis on the left is the minimum sum-square deviation, and on the right maximum sum-square deviation from $y^*(t)$. Parameter $\mu_b$ is sensitive compared to other parameters, and the sensitivity of the parameter $N_v$ linearly increases in the direction of maximum deviation.

Further to finding the maximum directions, we construct global sensitivity plots $(\gamma_{\min} \, v s \, \theta_i)$ and $(\gamma_{\max} \, v s \, \theta_i)$ for every parameter. From Fig. 13, the parameter $\mu_b$ is the most sensitive of all the parameter followed by the parameter $r$. This indicates that a very slight movement of the maximum deviation vector in the direction of $\mu_b$ (the death rate of the actively infected CD4+ T cells) creates a large change in the free virus ($V$). This result differs from the global sensitivity analysis carried out using the Sobol method in [32]. The biological implication of the result is that the death rate of actively infected T cells increases the free virus ($V$). This result is an interesting perspective as the death of T-cells can produce free viruses, which can progress the diseases further. One possible suggestion from the current analysis is to delay the death rate of CD4+ T cells. From a control theory perspective, the death rate of T-cells can be used as a manipulated variable to control the free virus and disease progression in HIV infection.

Table 4. Summary of model features analyzed in this study

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters</th>
<th>Identifiable</th>
<th>Insensitive parameters</th>
<th>Sensitive parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS: Case 1</td>
<td>2</td>
<td>Yes</td>
<td>$-$</td>
<td>$\theta_1, \theta_2$</td>
</tr>
<tr>
<td>SS: Case 2</td>
<td>2</td>
<td>Yes</td>
<td>$\theta_2$</td>
<td>$\theta_1$</td>
</tr>
<tr>
<td>SS: Case 3</td>
<td>2</td>
<td>No</td>
<td>$-$</td>
<td>$-$</td>
</tr>
<tr>
<td>Minimal Cascade</td>
<td>10</td>
<td>Yes</td>
<td>$k_d, v_d, K_1, K_2, V_4$</td>
<td>$K_d, v_1, K_3$</td>
</tr>
<tr>
<td>HIV Model</td>
<td>8</td>
<td>Yes</td>
<td>$-$</td>
<td>$\mu_b, r$</td>
</tr>
</tbody>
</table>

Methodology

In this section, we discuss the visual tool introduced in the previous section to detect and quantify conditional sloppiness and detect the loss of structural identifiability for generic
ODE models.

**Mathematical Model Formulation**

We consider the model of the form,

\[
\dot{x}(t) = f(x(t), \theta, u(t))
\]

\[
y(t) = h(x(t), \theta)
\]

\[
x(t_0) = x_0(\theta)
\]

where \(x = (x_1, x_2, \ldots x_n) \in \mathbb{R}^n\) is a state vector. \(u = (u_1, u_2, \ldots u_n) \in \mathbb{R}^n\) is an \(n_u\)-dimensional input vector, and \(y = (y_1, y_2, \ldots y_n) \in \mathbb{R}^n\) is an \(n_y\)-dimensional output vector. The vector \(\theta = (\theta_1, \theta_2, \ldots \theta_n) \in \mathbb{R}^n\) is the vector of parameters. The system has state function \((f)\) and the observation function \((h)\). The observation function can be modified by an experiment scheme, whereas the state function is fixed.

**Proposed method**

The visual tool is based on the definition of sloppiness proposed in the previous section. The primary idea is to study the behaviour of the model structure around the point of interest in the parameter space. A Euclidean ball of radius \(\delta\) is sampled around the parameter of interest \(\theta^*\) using a multivariate Gaussian distribution. The radius \(\delta\) is subdivided into \(l\) equally spaced segments. The behaviour of the model is evaluated in each of the sub-Euclidean balls. The maximum and minimum deviation of predictions from the reference parameter vector is plotted against the radius vector \((\delta)\).

**Procedure**

1. Divide the radius \(\delta\) into \(l\) equal segments, \(\delta_k\), \(k = 1, 2, \ldots, l\)

2. Fix the sample size \(N\) for \(\delta_k = 1\) and sample parameters from a Euclidean ball \(B\) of radius \(\delta_k\) around \(\theta^*\) in the parameter space using uncorrelated multivariate Gaussian with standard deviation as \(\delta_k\).

\[
B(\theta^*, \delta_k) = \{\theta ||\theta^* - \theta\|_2 \leq \delta_k\}
\]

(24)

3. Simulate the model output \(y^*(t)\) at the optimal/true parameter \(\theta^*\)

4. Simulate the model output for all the parameters in the Euclidean ball and compute the sum square error \(\gamma\) with the optimal output \(y^*(t)\).

\[
\gamma = \sum_{t=1}^{N} (y^*(t, \theta^*) - y(t, \theta))^2
\]

5. Compute \(\gamma_{\text{min}}\) and \(\gamma_{\text{max}}\) from each increment \(\delta_k\)

\[
\gamma_{\text{min}} = \min \sum_{t=1}^{N} (y^*(t, \theta^*) - y(t, \theta))^2
\]

\[
\gamma_{\text{max}} = \max \sum_{t=1}^{N} (y^*(t, \theta^*) - y(t, \theta))^2
\]
6. Update sample size

\[ N(k+1) = N(k) + \alpha \left( \frac{\delta_{k+1}}{\delta_k} \right)^n \]  

(25)

7. Repeat steps 4 to 6 while \( k \leq l \).

8. Compute the model sensitivity index

\[ \psi = 1 - \frac{\gamma_{\text{min}}}{\gamma_{\text{max}}} \]  

(26)

9. Plot \((\delta, \gamma_{\text{min}})\) and \((\delta, \psi)\)

Sampling \( n \)-ball using multivariate Gaussian distribution is one of the efficient methods. However, for a sufficiently large dimension, with a high probability, the distance between all points will be the same, and the volume of the \( n \)-ball goes to zero \([33]\). To overcome this issue, we need to generate points from independent Gaussian distribution and normalise each vector \([33]\). While increasing the radius \( \delta_k \), the sample size \( N \) has to be increased to avoid missing the regions of unidentifiability. For each increment in \( \delta_k \), we derived Eq. (25) to update the sample size. The parameter \( \alpha \) can be used as a turning parameter to attain certain accuracy in the sampling, and \( n \) is the dimension of the parameter space. Figure 14 illustrates the procedure to construct the visual tool.
Figure 14. Workflow to construct the visual tool
Discussion

Sloppiness, practical identifiability, and structural identifiability are the most frequently encountered challenges in computational modelling, particularly in complex dynamical systems. Assessing the model structure for sloppiness and parameter unidentifiability becomes imperative for successful parameter estimation. The concept of structural identifiability is well-established in the domain of system identification, and hence a great deal of work has been done on assessing the structural identifiability of a model structure. However, most analytical methods are limited to a specific type of non-linearity and miniature models. A few numerical methods also have been developed to assess structural identifiability. On the other hand, sloppiness has not been investigated with similar rigour.

Though there has been considerable discussion on sloppiness in the literature, there were a few crucial unanswered questions: (i) What is the source of sloppiness? (ii) what is the relationship of sloppiness with parameter uncertainty / practical identifiability? (iii) what is the relationship of sloppiness with inputs and estimation algorithm? This work provides definitive answers to all these questions by developing mathematical formalism of sloppiness. The new formalism defines sloppiness in an augmented space of parameters, initial conditions, and inputs.

We position the notion of sloppiness relative to well-established concepts such as structural identifiability and practical identifiability. Further, using simulations, we demonstrated the challenges in applying the current measure of sloppiness in a modelling exercise and propose to argue that the ambiguity in understanding sloppiness and related questions is due to the lack of mathematical formalism. We developed two new theoretical definitions of sloppiness, namely sloppiness and conditional sloppiness. Conditional sloppiness is conditioned on the experiment space. Using the proposed definition of sloppiness, we showed that the linear predictors cannot be sloppy but eventually become unidentifiable. A mathematical relationship between practical identifiability and conditional sloppiness has been derived for generalized linear predictors.

A numerical method is proposed to assess the conditional sloppiness for generalized non-linear predictors. The proposed method helps determine the model’s behaviour around a point of interest in the parameter space. An \( n \)-ball of radius \( \delta \) is constructed with the reference parameter as the centre. Deviation in the prediction from the reference parameter is computed for all the parameters sampled from the \( n \)-ball. The minimum and maximum deviations in the prediction from the nominal parameter were plotted against the delta. The proposed tool also helps find the most sensitive and least sensitive parameters with an interval. The method can also detect structural unidentifiability.

The proposed tool was applied to three different models, including a hallmark system biology model. The proposed method detected sloppiness, structural unidentifiabilities, and sensitive and insensitive parameters. The analysis gave a holistic picture of the system’s behaviour in a subset of a region in the parameters space. The parameter interval obtained from the proposed method can be used to fix the initial parameter values for the parameter optimization in sloppy models, primarily to avoid flat regions where optimization algorithms may get stuck.

In summary, we see four crucial contributions in this study (i) rightly positioning the concept of sloppiness in relationship with identifiability (ii) elucidating the challenges in the current measure of sloppiness (iii) a new mathematical definition of sloppiness, and finally, (iv) a unified framework to assess sloppiness, structural identifiability, and parameter sensitivity. We believe this work has reconciled key aspects of sloppiness in the light of system identification and will pave the way for further synergies between the systems biology and system identification communities.
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