Protein 3D structure-based neural networks highly improve the accuracy in compound-protein binding affinity prediction
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Abstract

Theoretically, the accuracy of computational models in predicting compound-protein binding affinities (CPAs) could be improved by the introduction of protein 3D structure information. However, most of these models still suffer from a low accuracy due to the lack of an efficient approach to encode informative protein features. The major challenge is how to combine the multi-modal information such as the residue sequence of the protein, residue atom coordinates and the torsion angles. To tackle this problem, we develop Fast Evolutional Attention and Thoroughgoing-graph Neural Networks (FeatNN) to facilitate the application of protein 3D structure information for predicting CPAs. Specifically, we established a novel end-to-end architecture to jointly embed torsion matrix, discrete distance matrix, and sequence information of protein and extract compound features with deep graph convolution layers. In addition, a new pairwise mapping attention mechanism is introduced to comprehensively learn potential interaction information between proteins and compounds. FeatNN considerably outperforms various state-of-the-art baselines in CPA prediction with the Pearson value elevated by about 35.7%. Thus, FeatNN provides an outstanding method for highly accurate CPA prediction and facilitates high-throughput virtual screening of drug candidates.
Introduction

Effective high-throughput virtual screening using computational methods could greatly accelerate the drug candidate identification process through learning and estimating the compound-protein binding affinities (CPAs, they are commonly measured by IC$_{50}$, K$_i$ and K$_d$). In this study, we use “KIKD” to refer to the combination by K$_i$-measured data and K$_d$-measured data due to their high homogeneity$^{1,2}$, especially under the circumstance that a great number of data sources for compound and protein interaction are available through data sharing programs. For example, PubChem currently contains more than 111 million compounds structures and 271 million bioactivity data points$^3$, which substantially increases the potentiality for in silico prediction of CPAs. However, even with these abundant data, accurately predicting CPAs is still the fundamental challenge to apply to practical drug candidate screening. To increase the success rate of CPA prediction, the development of computational methods has proceeded along either structure-free or structure-based paths. Despite some substantial advancements, each path has met the challenge to further increase its accuracy in CPA prediction.

The structure-free models regard the compound (drug) as a list of atoms and protein (target) as a list of residues, and compute the pairwise atom-residue distances to form a [number of atoms]-by-[number of residues] pairwise interaction matrix, which, under a certain threshold, a compound atom is considered to be in contact (i.e. non-covalent interaction) with the corresponding protein residue. In the pairwise interaction matrix, each element is a binary value indicating whether the corresponding atom-residue pair has an interaction or not. These structure-free models$^{4-8}$ rely solely on the sequences of the compounds and proteins to learn the interactions from the pairwise matrices, with the aim to predict the binding affinities between them.
For example, multi-layer 1-dimensional convolutional neural networks (1d-CNNs) are utilized to extract the features from residue sequences of protein\textsuperscript{9-11}. The obtained matrices were used to represent the features of proteins and then acted as the input for another downstream deep learning (DL) model in the pipeline to ultimately learn the CPAs. However, the interaction between compound and protein is temporal since the structure of a protein is dynamic, and the pairwise information being captured is only a temporarily short stage\textsuperscript{12}. Feeding this information, with neglect of the 3D spatial structure underpins the non-covalent interactions between compounds and the binding pockets, to model training may not produce a robust outcome for CPA prediction. Therefore, models built upon this approach are unlikely to further improve their accuracy in CPA prediction.

Meanwhile, structure-based approaches were also proposed for CPA prediction, one of which is the docking simulations\textsuperscript{13}. The docking method computationally simulates the potential binding sites and 3D structures of the compound-protein complexes during CPA prediction, and it heavily depends on the availability of high-quality 3D-structure data of proteins. Despite a few successful stories, this method is severely limited due to the scarcity of high-quality 3D-structure data of proteins\textsuperscript{14}. To overcome this limitation, machine learning algorithm-based approaches are proposed to represent the 3D-structure information of proteins. These models were fed with not only the sequence data of the proteins but also their spatial three-dimensional information with the hope to gain an insightful ability to predict CPA\textsuperscript{15}. For instance, the structure features of protein were extracted through 3D atomic representation in voxel space by applying 3D CNN\textsuperscript{16}, and compound features were embedded by graph convolutional networks (GCN)\textsuperscript{17}. However, their accuracies in CPA prediction were not significantly improved, possibly because the pairwise interaction and structure features of protein were not comprehensively considered. Thus, we attempt to develop a new deep
learning model that can utilize both pairwise interaction and protein 3D structure information for CPA prediction.

Inspired by the structure-free affinity prediction model and AlphaFold2's protein characterization method\(^1\), we established an end-to-end neural network architecture, named Fast Evolutional Attention and Thoroughgoing-graph Neural Networks (FeatNN). Based on the state-of-the-art deep learning technology, this model is able to simultaneously address both the over-smoothing problem in deep graph CNNs and the high-dimensional protein representation problem. The architecture of FeatNN mainly includes 3 modules, namely, the protein extractor module, compound extractor module and affinity prediction module (Fig.1). The evaluation of our model on KIKD and IC\(_{50}\) datasets show remarkable results with 70.33\% improvement over the second greatest benchmark model in IC\(_{50}\) of the R\(^2\) metrics and 90.28\% in KIKD.

The main contributions of this study are listed as follows:

1) An embedding method (protein extractor module) is innovatively proposed to better represent the protein features by combining the residue sequence of the protein, the distance matrix and the torsion matrix.

2) An interactive attention mechanism is introduced in the affinity prediction module to comprehensively learn the potential interaction information between proteins and compounds.

3) The proposed model outperforms various state-of-the-art models by a great margin.
Results

The design logic of FeatNN with the input of protein 3D structure information

Previous studies suggested that the predicted pairwise interaction could be utilized in structure-free models to further improve their accuracy in CPA prediction\(^8\). However, these results might be misinterpreted, because their evaluation metrics, Area Under the Curve (AUC), was misused on the imbalanced data (for more details, please refer to Supplementary Note 1.1) and the predicted pairwise interaction matrices were intermediate results generated during the model training process, which were inappropriately fed into the original model for CPA prediction. Mathematically, any intermediate result generated during the machine learning model training process is only a representation of the input features (i.e., the graph representation of compound, residue sequence of the protein, and pairwise interaction matrix). When this representation is fed along with its upstream features to predict a final response (i.e., the CPA), it is still the representation of their original input features, in other words, there is no new information introduced to this model. In our experiments, we found the action of feeding the intermediate result along with the original features into a structure-free model could not benefit CPA prediction (Supplementary Fig. 1), indicating that the structure-free models are incapable to improve their accuracy in CPA prediction without the input of new information. We speculated that the introduction of protein 3D structure information into the structure-free model might evade this dilemma.

To test this hypothesis, we introduce four pieces of information into a deep learning neural network model: the distances between atoms of proteins in the 3D space, the corresponding torsion angles, the residue sequences of the
protein and compound features. Specifically, an end-to-end model was employed, and the general workflow of the model is depicted in Fig. 1. First, a protein extractor module converts the residue sequence of the protein, distance matrix and torsion matrix into two variables: a new matrix representing the residue sequence of the protein and a new distance matrix encoded with the torsion angles' information. The two outputs are then fed into an evolutionary attention module to learn which part of the matrix should be focused on. Meanwhile, the compound information goes through the compound extractor module, which consists of a multi-head vertex representation and a deep graph convolutional neural network. Notably, an auxiliary module is introduced into the multi-head vertex representation function to prevent the over-smoothing problem during the graph neural network training process\textsuperscript{19}. To allow the remote amino acids to communicate with a certain node, a master node is employed to simultaneously capture both local and global features. Finally, the learned representation of compound features and protein features are input to the affinity prediction module, where the predicted affinity between the compound and protein is generated by a pipeline made of a trans-attention block and an attention pooling block. The detailed designs of the compound extractor module and protein extractor module are described in the following sections.

**Compound extractor module**

Deep GCN and multi-head attention representation are illustrated in the compound extractor module (Fig. 2a). In the graph network, the compound information is extracted using graph representation, in which the main nodes (each atom in the compound) and the master node (a node sum of all-atom in the compound) are employed to aggregate the local and global information of the compound, respectively. Deep graph convolution unit (Fig. 2b) and multi-head attention representation strategy are used to update the main node...
information, in the gate warp strategy interactively regulates and updates the information between main nodes and the master node. The gated recurrent unit (GRU) is responsible for aggregating the multi-layer information in the compound extractor module and updating the features of the main nodes and the master node.

In GCN, the message passing unit gathers the information of a node’s neighbors and passes it to that node for local feature updating purposes (Fig. 2b, Supplementary Fig. 7). Here, we apply a master node to maintain the global feature for nodes over long distances. This helps mitigate the over-smoothing problem in GCN (detailed explanation for the over-smoothing problem, please refer to Supplementary Note 1.2). Moreover, through applying the master node, the number of layers in GCN can be deepened to extract better features of the compounds, thus contributing to the multi-head attention representation (Supplementary Fig. 8). Finally, the local information and global information representation of compounds are jointly input into the affinity prediction module with the protein features learned from the protein extractor module, which benefits the CPAs prediction in the end.

**Protein extractor module**

Traditional networks could only update one type of data source at a time, while the multimodality mechanism could learn more comprehensive information from a variety of data sources. In contrast to previous work, we innovatively aggregate the protein’s sequence and structure features to predict affinity by the protein aggregating unit (Prot-Aggregating). And a mechanism employed by the evolutionary attention module (Evo-Attention) can update these two properties mutually. The two units jointly construct the backbone of the protein extractor module (Fig. 3a). The discrete distance matrix (DDM) updates sequence features by summing over its columns (Supplementary Fig. 5). The
torsion matrix is aggregated into sequence features through the operation of linear mapping and Hadamard product in the protein aggregating unit.

Message communication from the evolving discrete distance matrix to sequence features in the Evo-attention unit (Supplementary Fig. 6) is enabled by an enormous amount of matrix multiplication, which serves as the core of the protein encoder module (Fig. 3b). Embedded distance matrix (Embedded DM) transfers into distance vectors that hold the same shape with sequence features through operations of column sum and row sum. A merging matrix is constructed by multiplying the embedded sequence features with the distance vectors through batch-dot-product operation, which is then added to the features of embedded DM. Sequence features are finally renovated by attention mechanism and gate unit updating methods. Sequence features are then projected to structure information evolutionarily through outer sum operation and gate unit updating method. Such an intricate network architecture satisfies the feature extraction of multimodality pattern, ensuring that the overall Evo-attention unit can fully mix information between features of sequence and structure, and is sufficient for accurate affinity prediction.

**Affinity prediction module**

Based on an end-to-end architecture, the extracted protein and compound features from the upstream model are fed into the affinity prediction model (Fig. 3c), and they are further extracted by the trans-attention unit and attention pooling method (Supplementary Fig. 10). All the information is fused into a pairwise matrix through outer sum operation to realize the mutual mapping and collaborative update of the information between protein and compound. The trans-attention unit learns the potential interactions of them (Supplementary Fig. 9), and all these features are flattened by the attention pooling method.
Then the global features of the compound are aggregated into the flattened local features. Finally, the prediction of the affinity value is given.

**Construction of the Benchmark Dataset and Evaluate Dataset**

To test the performance of our model, we first constructed a benchmark dataset based on PDBbind (version 2020, the general set)$^{20}$, which is a small dataset containing more than 12,600 compound-protein pairs. Furthermore, we generated an evaluation dataset based on BindingDB (version Feb 6, 2022, the general set)$^{21}$, which contains more than 218,600 compound-protein pairs. Both datasets contain a high-quality set of protein-ligand complexes with structural data and corresponding binding affinities. An affinity value of a certain measurement type (i.e., $K_i$, $K_d$, or $IC_{50}$) of each complex was provided.

For complexes in the PDBbind dataset, we extracted the pairwise non-covalent interactions information between compounds and proteins by using PLIP$^{22}$. After considering the atom types, distances and bond angles, PLIP recognized seven types of non-covalent interactions, including hydrogen bond, hydrophobic interaction, $p$-stacking, $p$-cation, salt bridge, water bridge and halogen bond. Next, we examined the normality of the affinity data. Because extreme data might affect the whole model, we excluded the affinity data beyond the range of $(\mu - 3\sigma, \mu + 3\sigma)$. For both datasets, we use five-fold cross-validation, and the train-valid-test splitting ratio is approximately 7:1:2.
FeatNN outperforms other state-of-the-art models in binding affinities prediction

The performance of seven models trained over the same dataset was compared (Fig. 4). Apart from our model (FeatNN), the baseline methods are DeepDTA\textsuperscript{23}, MONN\textsuperscript{8} and four variant models (i.e., GAT\_GCN, GCNNNet, GATNet and GINConvNet) of GraphDTA\textsuperscript{24}. Because some of the compounds/proteins tend to be highly similar and homologous, to avoid information leakage from the test set data in the model training process, we followed the clustering strategy that proposed by previous studies\textsuperscript{8,25}. Four different clustering thresholds are used to split the train-test sets in the control group experiment. They were 0.3, 0.4, 0.5 and 0.6, which indicate the minimum distance between each cluster. For example, a 0.3 clustering threshold means that any compounds/proteins from two different clusters are at least 30\% different in their respective structures. In terms of the compound-clustered test group, FeatNN outperformed the second greatest model (MONN) by 70.33\% in IC\textsubscript{50} of the R\textsuperscript{2} metrics and 90.28\% in KIKD (Fig. 4 and Tab.1). FeatNN also beats the other modules in RMSE and Spearman correlation by a considerable margin (Fig. 4 and Tab.1). As to the protein-clustered test group, FeatNN still topped the group in every threshold, with an average R\textsuperscript{2} of 0.814 under IC\textsubscript{50}, exceeding the second greatest model DeepDTA by 58.67\%. Some models could not have consistent performance over both test groups. For example, the MONN model ranked second under the compound-clustered test group in almost all three evaluation metrics. However, it was less competitive with DeepDTA and sometimes less competitive to GAT\_GCN in the protein-clustered test group. Remarkably, our model constantly outperformed other models in all aspects of this experiment (Fig. 4 and Tab.1). This result is consistent even after averaging the performance of different clustering thresholds (Tab. 1).
The prediction of FeatNN is validated by BingDB-derived Dataset

Since compound-protein complexes generally have limited structural availability, we further tested our model on a large-scale compound-protein interaction dataset. FeatNN and MONN have been tested on the large dataset with more than 218,600 compound-protein pairs, both modules were evaluated with more than 153,000 training samples and more than 43,700 test samples\textsuperscript{21}. To make a fair comparison, we evaluated binding affinity prediction by averaging predictions from several single models of FeatNN and MONN on this BindingDB dataset. In this study, we did not specifically optimize the hyper-parameters of FeatNN and MONN over the BindingDB dataset, and directly used the hyper-parameter settings derived previously from the PDBbind-derived benchmark dataset. And, the performance of FeatNN and MONN were evaluated in terms of RMSE, Spearman, $R^2$ and Pearson correlation, as listed in Tab. 2. When evaluating the single models, FeatNN achieved the best RMSE correlation (0.575), best Pearson correlation (0.917) and best $R^2$ correlation (0.830) with 5-fold cross-validation on the benchmark dataset. These comparison results suggested that FeatNN can achieve better performance than the state-of-the-art baseline methods by the application of protein 3D structure information for predicting CPAs.

Discussion

In our model, introducing the protein 3D structure information is the key for significantly improving the accuracy in CPA prediction. Structure-free approaches such as DeepDTA and DeepAffinity utilized only 1d-CNN for
protein representation learning, thus inherently suffering from the incapability of capturing the correlation between connected amino acid atoms and long-distance relationships. In contrast, in our protein extractor module, the comprehensive features (e.g., residue sequence of the protein, the torsion angles and the between-atom distance) are fused to be learnt with an interactive attention module, which can make the model aware of where to focus on. This information implicitly comprises the pose of protein when ligands are formed between the compound and protein. In this context, the much more comprehensive protein representations lead to a better model.

Although theoretically appealing to introduce protein 3D structure information, we overcame numerous obstacles in the development of FeatNN. First, although graph representation could effectively represent compound properties, increasing the number of model layers is difficult due to the over-smoothing problem (during the update, connected nodes tend to be very similar, so a model could not distinguish different classes). We elegantly overcame this limitation by introducing a residual connection structure, in which the input was directly added into the output of specific layers in the network\(^{26,27}\). Moreover, a master node is jointly employed to learn both local and global features during the training process, thus the over-smoothing problem was further mitigated.

Second, the Euclidean distance information between protein residues in the traditional distance matrix could not be discriminated in a small scope. In this study, the protein distance matrix is discretely coded, and these continuous values are divided into 40 mapping intervals that conform to a normal distribution in statistics. Between 3.25 Å and 50.75 Å, the distance matrix is mapped to 38 intervals with equal distance and width (step of each interval is 1.25 Å). Two additional intervals are added to store any larger distance (when
the distance between residues is greater than 50.75 Å) and smaller distance (when the distance between residues is less than 3.25 Å). Meanwhile, the sequence information and torsion angle information of protein are introduced to the protein extractor module, and the discrete distance matrix and protein residue sequence information are further characterized.

Nevertheless, 3D structural information not only exists in the protein but the compound also does. In this study, we only introduced the protein structural information, and experiments to introduce the compound geometry information can be conducted in the future. We believe that the strategy developed for protein feature extracting in our model could also be utilized to extract the geometry information of the compound. The graph representation of the compounds was not utilized in this study, because the aforementioned strategy is too computationally intensive. Nonetheless, only applying the protein feature extractor in this study has already achieved a remarkable result. We will try to implement both protein and compound extractors in our future experiments to test this hypothesis.

In addition, other protein properties like the residue type of the binding ligand, secondary structure and physicochemical characteristics are also likely very important features. Introducing these features into our model might further improve its performance. The challenge is how to convert these features to a computer recognizable format, which is left to be tackled in our future study.

**Conclusion**

The proposed FeatNN model introduces the torsion matrix and distance matrix into the protein extractor module, and a deep GCN with a master node in the
compound extractor module to predict the affinity of a given pair of compound and protein. As the 3D structure information of most proteins is available now, FeatNN could provide a powerful tool for virtual drug screening. More importantly, FeatNN outperforms the benchmark models by a significant margin, which demonstrates great potential in reducing the considerable time and expense in drug candidate screening experiments. Our team will be employing this model to discover new drugs in real cell and animal tests for validation in future studies.
Methods

Full algorithm details

Pseudocodes for each module are available in the supplementary method.

Notation for the operations between vectors and matrix

Definition of operation and variables are listed as follows. We use $\otimes$ for outer product, $\oplus$ for outer sum, $\odot$ for element-wise product, namely, the Hadamard product, $\sigma(\cdot)$ for sigmoid activation function $\sigma(x) = 1/(1 + e^{-x})$, $\tanh(\cdot)$ for tanh activation function $\tanh(x) = (e^x - e^{-x})/(e^x + e^{-x})$, $f(\cdot)$ for the GELU activation function $\text{GELU}(x) = 0.5x(1 + \text{erf}(\frac{x}{\sqrt{2}}))$, where $\text{erf}(\cdot)$ serves as the Gauss Error Function, $\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt$, $\text{softmax}(x_i)$ for the soft-max function $\frac{\exp(x_i)}{\sum_i \exp(x_i)}$.

1. Compound Extractor Module

In this study, graph representation of compound is utilized to descript the specific correlation between atom features and bond features. Given graph representation $\{V, E\}$, namely, vertex and edge are used to represent atom and bond features in compound respectively. To be more specific, 

$\{V\} = \{
$"element name", "aromatic type", "vertex degree",
"atom valence"
$\}$ in which features are encoded by one-hot-encoding strategy then concatenate into an all-one vector as $\{F^\text{atom}_i \in R^{h} \}_{i=1}^{N_a}$ for each atom.

Similarly, $\{E\} = \{"bond type", "shape"\}$ are also applied, obtaining embedded bond features’ vector as $\{F^\text{bond}_j \in R^{h} \}_{j=1}^{N_b}$, where $i = 1, 2, ..., N_a$, $j = 1, 2, ..., N_b$, $h$ stands for dimension of hidden size, $N_a$ is number of compound’s atom, $N_b$ is number of protein’s residue. Original atom features are defined as $F^0 \in R^{N_a \times h}$, master node features are defined as the summary of atom features, that is, $F^{\text{master}} = \sum_{i=1}^{N_a} F^\text{atom}_i$. Considering there’re $l_c$ graph
convolution layers where \( l_c = 1, 2, \ldots, l_{\text{comp}} \) and \( k_c \) attention heads
where \( k_c = 1, 2, \ldots, k_{\text{comp}}, l_{\text{comp}} \) is the total number of graph convolution’s
layer, \( k_{\text{comp}} \) is the total number of compound features’ attention head. Atom
features, bond features, and master features in \( l_c \) layer are defined as
\[
F_{\text{atom}}^{l_c}, F_{\text{bond}}^{l_c}, \text{ and } F_{\text{master}}^{l_c},
\]
variables \( V \) with \( k_c \) heads are defined as \( V^{k_c} \), for
example, \( F_{\text{atom}}^{l_c k_c} \) means atom features in \( l_c \) layer of graph convolution
neural network with head number of \( k_c \).

1.1 Multi-head Attention Block
Main vertex (atom) features are obtained with a multi-head attention
mechanism and element-wise product. Main vertex features are updated as
\[
v_{\text{comain}}^{l_c} \text{ in each layer:}
\]
\[
v_{\text{comain}}^{l_c k_c} = \text{softmax}(W_{\text{vm}}^{l_c k_c} (\tanh(W_{\text{vm}}^{l_c k_c} [v_{\text{comain}}^{l_c k_c}]) \odot F_{\text{master}}^{l_c-1})) \odot W_{\text{ms}}^{l_c k_c} F_{\text{atom}}^{l_c-1}
\]
\[
v_{\text{comain}}^{l_c} = \tanh(W_{\text{cm}}^{l_c} [v_{\text{comain}}^{l_c k_c}]_{k_c})
\]
\[
v_{\text{comain}}^{l_c} = \text{dropout}(F_{\text{atom}}^{l_c-1})
\]
where \( W_{\text{vm}}^{l_c k_c} \in R^{h \times h}, W_{\text{vm}}^{l_c k_c} \in R^{h \times h}, W_{\text{ms}}^{l_c k_c} \in R^{h \times h}, [\cdot]_{k_c} \) indicates integrates
the information from multi-head attention.

1.2 Graph Convolution Neural Networks
The atom features are sequentially updated using message passing unit and
graph warp unit at each iteration of graph convolution neural networks.
\[
mt_{\text{comain}}^{l_c} = W_{lu2}^{l_c} [v_{\text{comain}}^{l_c} \sum_{v_h \in \text{Neighbor}(v_i)} f(W_{ln}^{l_c} [v_{\text{comain}}^{l_c} F_{\text{bond}}^{l_c h+h+bn}])_{h+h}
\]
where \( bn \) serves as the shape or size of bond neighbors, \([\cdot,\cdot]_{m} \) indicates the
concatenate operation on different sizes of dimension, \( W_{lu2}^{l_c} \in R^{2h \times h}, W_{ln}^{l_c} \in R^{h+(h+bn)} \).

To avoid the over-smoothing problem in the graph convolution process, we
use initial vertex features \( F^0 \) as identity information and residual connection
pathway:
\[ r^{lc} = (1 - \alpha)mt^{lc}_{main} + \alpha F^0 \]

\[ v^{lc}_{comp} = (\theta W^{lc}_{fu} r^{lc} + (1 - \theta)r^{lc}) + v^{lc}_{comain} \]

where \( W^{lc}_{fu} \in R^{h \times h} \), both \( \alpha \) and \( \theta \) are the hyperparameters.

Next, define \( h^{lc}_{master} = W^{lc}_{mas} F^{lc-1}_{master} \), \( h^{lc}_{mas2m} = W^{lc}_{mas2m} F^{lc-1}_{master} \), both main vertex and master node features can be updated mutually through graph warp unit and \( GRU \) layers, \( GRUs \) are used to determine the proportion of main vertex and mater node features updated at layer \( l_c \).

\[ g^{lc}_{main} = \sigma(W^{lc}_{zm1} v^{lc}_{comp} + W^{lc}_{zm2} h^{lc}_{mas2m}) \]

\[ h^{lc}_{main} = g^{lc}_{main} h^{lc}_{mas2m} + (1 - g^{lc}_{main}) v^{lc}_{comp} \]

\[ v^{lc}_{comain} = GRU_{main}(h^{lc}_{main}, v^{lc-1}_{comain}) \]

With the same process, master node features also updated as \( v^{lc}_{comaster} \) in each graph convolution layer, that is,

\[ g^{lc}_{master} = \sigma(W^{lc}_{zs1} h^{lc}_{master} + W^{lc}_{zs2} v^{lc}_{main}) \]

\[ h^{lc}_{master} = g^{lc}_{master} v^{lc}_{main} + (1 - g^{lc}_{master}) h^{lc}_{master} \]

\[ v^{lc}_{comaster} = GRU_{master}(h^{lc}_{master}, v^{lc-1}_{comaster}) \]

where \( W^{lc}_{mas2m} \in R^{h \times h} \), \( W^{lc}_{mas} \in R^{h \times h} \), \( W^{lc}_{zs1} \in R^{h \times h} \), \( W^{lc}_{zs2} \in R^{h \times h} \).

After the iterations of the graph convolutional network, final features of main vertex and mater features are given as \( v^{lc}_{comp}_{main} \) and \( v^{lc}_{comp}_{master} \), defined as \( F^{atom} \) and \( F^{master} \) in infra.

2. Protein Extractor Module

2.1 Protein Embedding Module

Sequence and distance features are embedded through word embedding strategy, torsion features are embedded through a linear layer as well. Protein embedding module takes sequence features \( F^{seq}_n \in R^{pe} \) \( \sum_{n=1}^{N_{res}} \), discrete
distance matrix \( \{F_n^{DDM} \in R^{h_{N_{res}} \times N_{res}}\}_{n=1}^{N_{res}} \) and torsion matrix \( \{F_n^T \in R^{h} \}_{n=1}^{N_{res}} \) of protein as input data. A linear layer is used to update these features, that is,

\[
l_n^{seq} = W_{tc}F_{n}^{seq} \\
E_{i,j}^{DDM} = W_{td}F_{n}^{DDM} \\
l_n^{TM} = W_{tm}(f(W_{te}(F_{n}^{TM})))
\]

where \( N_{res} \) serves as the length of amino acid in each protein, \( N_{ts} \) stands for the initial dimension size of torsion size, \( h \) stands for hidden size and \( e \) for embed size, \( pe \) stands for pre embed size, \( W_{tc} \in R^{pe \times h} \), \( W_{td} \in R^{h \times e} \), \( W_{te} \in R^{N_{ts} \times h} \), \( W_{tm} \in R^{h \times h} \).

Aggregating protein sequence, distance and torsion features together is a novel strategy before extracting protein features.

\[
E_n^{seq} = (((l_n^{seq} + \sum_{i=1}^{N_{res}} F_n^{DDM}) \odot l_n^{seq}) + \sum_{i=1}^{N_{res}} F_n^{DDM}) \odot l_n^{TM}
\]

Ultimately, embedded sequence vector \( \{E_n^{seq} \in R^{h} \}_{n=1}^{N_{res}} \) and embedded discrete distance matrix \( \{E_{i,j}^{DDM} \in R^{h} \}_{i=1,j=1}^{N_{res} \times N_{res}} \) are obtained from protein embedding block.

### 2.2 Evo-attention Module

We use an evolutinal updating strategy to update sequence and structure features in the evo-attention model block by combining information from the protein embedding block.

Sequence features \( \{E_n^{seq} \in R^{h} \}_{n=1}^{N_{res}} \) and structure features \( \{E_{i,j}^{DDM} \in R^{h} \}_{i=1,j=1}^{N_{res} \times N_{res}} \) are embedded from protein embedding algorithm, \( i, j \) served as the row and column of the embedded discrete distance matrix, respectively. We define the input features in the layer \( l_p \) as \( E_{seq}^{l_p-1} \) and \( DDM_{i,j}^{l_p-1} \), where \( l_p = 1, 2, ..., L_p \).
We use gate mechanism to gather more useful information from input features, eg. $h$ for the hidden size, $e$ for embed size, $k$ for the number of attention-head and $k_h$ for the hidden size of attention-head where $k_h = h/k$.

$$g_{\text{seq}}^{lp} = \sigma(W_{h\rightarrow h}F_{\text{seq}}^{lp-1})$$
$$g_{\text{pair}}^{lp} = \sigma(W_{e\rightarrow k}\text{DDM}_{i,j}^{lp-1})$$

Protein features are processed with concatenating row and column pooling features of $\text{DDM}_{i,j}^{lp-1}$, gathering these features with $W_{\text{gather}}^{lp} \in \mathbb{R}^{2e \times h}$ and $W_{\text{query}}^{lp} \in \mathbb{R}^{h \times h}$. We use the outer product to update and map informations from input features, use multi-head attention to learn the diversified correlation of $\text{DDM}_{i,j}^{lp-1}$:

$$s_{\text{att}}^{k,lp} = \text{trans}_{h\rightarrow k}W_{\text{gather}}^{lp} \left( \sum_{i=1}^{n} \text{DDM}_{i,j}^{lp-1} + \sum_{j=1}^{n} \text{DDM}_{i,j}^{lp-1} \right)_{h+h} \otimes \text{trans}_{h\rightarrow k}W_{\text{query}}^{lp} F_{\text{seq}}^{lp-1}$$
$$a_{\text{weight}}^{k,lp} = \text{softmax}(s_{\text{att}}^{k,lp} + W_{\text{att}}^{k,lp} \text{DDM}_{i,j}^{lp-1})$$

where $[\cdot]_m$ indicates concatenate operation between row and column features of $\text{DDM}_{i,j}^{lp-1}$, $\text{trans}_{h\rightarrow k} \left( \cdot \right)$ indicates the operation of splitting vectors from $h$ to $(k, k_h)$, and $W_{\text{att}}^{k,lp} \in \mathbb{R}^{e \times k}$.

We aggregate features with the outer product (create a symmetric matrix with a high correlation of discrete distance matrix) and gate. The updated features of sequence and DDM in $l_p$th layer evo-attention are given as $F_{\text{seq}}^{lp}, \text{DDM}_{i,j}^{lp}$, that is,

$$F_{\text{seq}}^{lp} = W_{\text{seq}}^{lp} (g_{\text{seq}}^{lp} \odot (a_{\text{weight}}^{k,lp} \otimes W_{\text{value}}^{k,lp} F_{\text{seq}}^{lp-1}) + (1 - g_{\text{seq}}^{lp}) \odot f(W_{\text{nl}}^{k,lp} F_{\text{seq}}^{lp-1}))$$
$$\text{DDM}^{lp} = W_{\text{DDM}}^{lp} (g_{\text{pair}}^{lp} \odot (f(W_{s2p}^{lp} F_{\text{seq}}^{lp-1}) \oplus f(W_{s2p}^{lp} F_{\text{seq}}^{lp-1})) + (1 - g_{\text{pair}}^{lp}) \odot a_{\text{weight}}^{k,lp})$$
where \( W_{s2p}^{l_p} \in \mathbb{R}^{h \times k} \), \( W_{value}^{k, l_p} \in \mathbb{R}^{h \times h} \), \( W_{nlin}^{k, l_p} \in \mathbb{R}^{h \times h} \), \( W_{seq}^{l_p} \in \mathbb{R}^{k \times h} \), \( W_{DDM}^{l_p} \in \mathbb{R}^{k \times e} \).

Finally, to elevate the convergence rate and generalization, we apply the layer normalization and dropout operation on the output sequence features of the evo-attention block, that is,

\[
F_{\text{new-seq}}^{l_p} = \text{layernorm}(\text{Dropout}(F_{\text{seq}}^{l_p-1}) + F_{\text{seq}}^{l_p-1})
\]

where \( \text{layernorm}(x) \) is the layer norm operation \( \frac{x - \mathbb{E}[x]}{\sqrt{\text{Var}[x] + \epsilon}} \gamma + \beta \), as \( \gamma \) and \( \beta \) serves as the learnable parameters, and \( \epsilon = 10^{-5} \) to avoid the denominator being zero.

After calculating \( L_p \) iterations of protein encoder, we obtain the final features representation \( \{F_{\text{seq},i}^{l_p} \in \mathbb{R}^h\}_{i=1}^{N_{\text{res}}} \) and \( \{\text{DDM}_{i,j}^{l_p} \in \mathbb{R}^{N_{\text{res}} \times N_{\text{res}}}\}_{i,j=1}^{N_{\text{res}}} \).

### 3. Affinity Prediction Module

The affinity prediction module integrates mutual information between compound and protein in non-covalent interaction affinity prediction. Given atom features \( \{F_{\text{atom}}^{f_{\text{atom}}} \in \mathbb{R}^h\}_{i=1}^{N_a} \) and master node features \( \{F_{\text{master}}^{f_{\text{master}}} \in \mathbb{R}^h\} \) from the compound extractor, as well as protein features \( \{F_{\text{seq}}^{N_{\text{res}}} \in \mathbb{R}^h\}_{i=1}^{N_{\text{res}}} \) extracted from protein extractor. Considering there are \( l_{\text{aff}} \) layers in mutual transform attention blocks, using tokens \( F_{\text{atom}}^{l_A} \) and \( F_{\text{seq}}^{l_A} \) stand for the \( l \)th layer’s features of compound and protein where \( l_A = 1, 2, ..., l_{\text{aff}} \). Particularly, the first layer of both compound and protein features are separately transformed into a compatible space by a single-linear-layer, that is,

\[
F_{\text{atom}}^{l} = f(W_{\text{atom}} F_{\text{atom}}^{f_{\text{atom}}}) \quad \text{and} \quad F_{\text{seq}}^{l} = f(W_{\text{res}} F_{\text{seq}}^{f_{\text{seq}}}), \quad \text{where} \quad i = 1, 2, ..., N_a, \\
\quad j = 1, 2, ..., N_{\text{res}}, \quad W_{\text{atom}} \in \mathbb{R}^{h \times h}, \quad W_{\text{res}} \in \mathbb{R}^{h \times h}.
\]

To elevate the diversification of these features, a multi-head attention mechanism is also applied in this block, that is,

\[
\nu_{\text{comp}}^{l_A,k_A} = \text{softmax}(W_{k_{\text{comp}}} F_{\text{atom}}^{l_A-1}) \text{trans}_{h \rightarrow k,k_h} (F_{\text{atom}}^{l_A-1})
\]
Finally, with a single linear mapping layer, the affinity value is calculated by vectors of $C_{aggre}$ and $P_{final}$, that is,

$$\text{affinity} = W_{aff}(f(C_{aggre}P_{final}))$$

where $W_{aff} \in \mathbb{R}^{2h^2 \times 1}$. 

$$v_{prot}^{l_A,k_A} = \text{softmax}(W^{l_A}_{kpro} F^{l_A-1}_{seq}) \text{trans}_{h \times k_A} (F^{l_A-1}_{seq})$$

where $k_A = 1, 2, \ldots, N_{\text{head}}$, indicates the number of multi-head features.

$W^{l_A}_{kcom} \in \mathbb{R}^{h \times k_A}$, $W^{l_A}_{kpro} \in \mathbb{R}^{h \times k_A}$.

An interactional information matrix $S_{mut}^{l_A} \in \mathbb{R}^{N_{\text{atom}} \times N_{\text{res}} \times h}$ is calculated through outer sum operation between features of compound and protein.

$$S_{mut}^{l_A} = \text{softmax}(F^{l_A-1}_{atom} \oplus F^{l_A-1}_{seq})$$

where $W^{l_A}_{mc} \in \mathbb{R}^{k_A \times h}$, $W^{l_A}_{mp} \in \mathbb{R}^{k_A \times h}$, $W^{l_A}_{p2c} \in \mathbb{R}^{h \times h}$, $W^{l_A}_{c2p} \in \mathbb{R}^{h \times h}$.

Protein and compound features are eventually calculated after the $l_{aff}$th iteration. Before affinity prediction, feature aggregating operation between master node features and main graph features should be considered with the help of attention pooling, that is,

$$C_{final} = \text{softmax}(W_{cfm} \text{tanh}(W_{mam} F_{atom}^{l_{aff}})) F_{atom}^{l_{aff}}$$

$$C_{aggre} = [C_{final}, F_{master}]_{h \times h}$$

Same operations also happened to protein features, that is,

$$P_{final} = \text{softmax}(W_{pfm} \text{tanh}(W_{fpro} F_{seq}^{l_{aff}})) F_{seq}^{l_{aff}}$$

where $[\cdot, \cdot]_m$ indicates concatenate operation between hidden size of main vertex features and master node features, $W_{mam} \in \mathbb{R}^{h \times h}$, $W_{fpro} \in \mathbb{R}^{h \times h}$, $W_{pfm} \in \mathbb{R}^{h \times 1}$, $W_{cfm} \in \mathbb{R}^{h \times 1}$, particularly, the main function of $W_{pfm}$ and $W_{cfm}$ is to flatten features between both compound and protein.
QUANTIFICATION AND STATISTICAL ANALYSIS

Evaluation Metrics

We use eight metrics that were commonly used on this problem to evaluate the prediction performance of our model, both the eight metrics are defined as following:

\( R^2 \) Score, \( \text{RMSE} \) (Root Mean Square Error), \( \text{MAE} \) (Mean Absolute Error) are often used in the regression model. They describe the distance between predicted values and true values.

\( \text{RMSE} \) is the standardized value of \( \text{MSE} \), which is usually used as training loss in machine learning studies. It is defined as:

\[
\text{RMSE}(y, \bar{y}) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \bar{y}_i)}
\]

The \( R^2 \) score is a dimensionless score describing the effectiveness of the model. It compares the prediction to random guess according to the average of true values:

\[
R^2(y, \bar{y}) = 1 - \frac{SS_{residual}}{SS_{total}} = 1 - \frac{\sum_i (y_i - \bar{y}_i)^2}{\sum_i (y_i - \bar{y})^2}
\]

\( \text{MAE} \) describes the absolute error of predict values and true values:

\[
\text{MAE}(y, \bar{y}) = \frac{1}{n} \sum_{i=1}^{n} |y_i - \bar{y}_i|
\]

\( \text{MedAE} \) is the median form of \( \text{MAE} \), it describes the median value of the residues:

\[
\text{MedAE}(y, \bar{y}) = Med_n(|y_i - \bar{y}_i|)
\]

We use two coefficients that describe the correlation between the predicted values and true values: Pearson product-moment correlation coefficient and Spearman’s rank correlation coefficient.

The Pearson correlation coefficient describes the linear correlation between two values, it is defined as:
The Spearman's rank correlation coefficient is the rank form of the Pearson correlation coefficient. It describes the dependencies of two variables (e.g. as one increases the other also increases), it is related to function monotonicity:

\[
\text{Spearman}(y, \tilde{y}) = 1 - \frac{6 \sum d_i^2}{n(n^2 - 1)}
\]

which \(d_i\) is the rank difference between \(y_i\) and \(\tilde{y}_i\).
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Abstract figure
Fig.1 | The architecture overview of FeatNN. Given a compound-protein pair, a deep graph convolution module and multi-head attention blocks are first used to extract the atom features from the input molecular graph, an embedding module and multi-evolutional-attention blocks are first used to extract the residue features from the input protein sequence. Then, these extracted atom and residue features are processed by trans-attention blocks, which also enables one to construct the links between atoms of the compound and residues of the protein. Finally, information from atom features, residue features are integrated to predict the binding affinity.
Fig. 2 | The compound extractor module of FeatNN

(A) The compound extractor module to extract atom features from an input compound.

(B) The deep graph convolution module for encoding the molecular features of an input compound.
Fig. 3 | The Protein Extractor Module and Prediction Module of FeatNN

(a) The Protein Extractor Module to extract protein features from an input protein.

(b) The Protein Encoder Module from the protein embedding block.

(c) The affinity prediction module.
Fig. 4. Evaluation on FeatNN, DeepDTA, GraphDTA (GATNet, GAT_GCN, GCNNet, GINConvNet) and MONN. (a) was tested on the new compounds with affinity measured by \( IC_{50} \) and KIKD respectively. Similarly, (b) was tested on the new protein data. Our model, FeatNN, outperforms the other models in all three metrics (i.e., RMSE, Spearman and \( R^2 \)) at all clustering thresholds.
Tables

Tab. 1. A comparison of model performance on the new compound test group and new protein test group. Models are ordered by the performance in the new compound test group of IC50 in R2.

<table>
<thead>
<tr>
<th>Test Group</th>
<th>Model</th>
<th>R2</th>
<th>RMSE</th>
<th>Spearman</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>IC50</td>
<td>KIKD</td>
<td>IC50</td>
</tr>
<tr>
<td>New</td>
<td>FeatNN</td>
<td>0.775(0.044)</td>
<td>0.822(0.034)</td>
<td>0.760(0.079)</td>
</tr>
<tr>
<td></td>
<td>MONN</td>
<td>0.455(0.026)</td>
<td>0.432(0.073)</td>
<td>1.182(0.025)</td>
</tr>
<tr>
<td></td>
<td>DeepDTA</td>
<td>-0.429(0.086)</td>
<td>-0.449(0.111)</td>
<td>1.855(0.052)</td>
</tr>
<tr>
<td>Comp-o und</td>
<td>GAT_GCN</td>
<td>0.328(0.033)</td>
<td>0.341(0.019)</td>
<td>1.281(0.022)</td>
</tr>
<tr>
<td></td>
<td>GCNNet</td>
<td>0.306(0.016)</td>
<td>0.298(0.020)</td>
<td>1.302(0.015)</td>
</tr>
<tr>
<td></td>
<td>GATNet</td>
<td>0.254(0.019)</td>
<td>0.302(0.007)</td>
<td>1.349(0.017)</td>
</tr>
<tr>
<td></td>
<td>GINConvNet</td>
<td>-0.155(0.152)</td>
<td>0.301(0.016)</td>
<td>1.677(0.109)</td>
</tr>
<tr>
<td>New Protein</td>
<td>FeatNN</td>
<td>0.814(0.046)</td>
<td>0.817(0.021)</td>
<td>0.693(0.107)</td>
</tr>
<tr>
<td></td>
<td>MONN</td>
<td>0.300(0.042)</td>
<td>0.327(0.030)</td>
<td>1.343(0.045)</td>
</tr>
<tr>
<td></td>
<td>DeepDTA</td>
<td>-0.513(0.230)</td>
<td>-0.483(0.073)</td>
<td>2.325(0.106)</td>
</tr>
<tr>
<td></td>
<td>GAT_GCN</td>
<td>0.339(0.022)</td>
<td>0.319(0.032)</td>
<td>1.270(0.021)</td>
</tr>
<tr>
<td></td>
<td>GCNNet</td>
<td>0.288(0.021)</td>
<td>0.300(0.010)</td>
<td>1.318(0.029)</td>
</tr>
<tr>
<td></td>
<td>GATNet</td>
<td>0.258(0.023)</td>
<td>0.264(0.036)</td>
<td>1.346(0.021)</td>
</tr>
<tr>
<td></td>
<td>GINConvNet</td>
<td>-0.072(0.148)</td>
<td>0.211(0.116)</td>
<td>1.615(0.108)</td>
</tr>
</tbody>
</table>
Tab. 2. Performance Evaluation of Different Prediction Approaches on the BindingDB Dataset

<table>
<thead>
<tr>
<th></th>
<th>R²</th>
<th>RMSE</th>
<th>Pearson</th>
<th>Spearman</th>
<th>MedAE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>FeatNN</td>
<td>0.822(0.007)</td>
<td>0.591(0.014)</td>
<td>0.913(0.004)</td>
<td>0.917(0.005)</td>
<td>0.343(0.004)</td>
<td>0.437(0.005)</td>
</tr>
<tr>
<td>MONN</td>
<td>0.713(0.004)</td>
<td>0.774(0.005)</td>
<td>0.848(0.002)</td>
<td>0.845(0.002)</td>
<td>0.418(0.002)</td>
<td>0.566(0.003)</td>
</tr>
</tbody>
</table>