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Abstract

Circadian clocks allow organisms to optimize their phenotypes in relation to rhythmic environ-

mental conditions. Clocks must synchronize, or entrain, to environmental signals called zeitgebers

(such as light and temperature) while maintaining internal rhythms that are robust to environmental

noise. We know surprisingly little about how clocks function in the presence of multiple zeitgebers,

although these are the conditions that exist in nature. Misalignment between zeitgeber cycles

(here, “sensory conflict”) can disrupt circadian rhythms in behavior and gene expression, but it

is not clear whether this is generally true across animals. In order to understand general rules

about animal clocks, and how clocks have evolved throughout Metazoa, it is necessary to study

non-bilaterian animals such as cnidarians, which include corals, jellies, and sea anemones. The sea

anemone Nematostella vectensis has emerged as the principal model system for cnidarian circadian

biology. In this study, we show that temperature cycles entrain circadian locomotor rhythms

in Nematostella, and then conduct extensive behavioral experiments across a range of light and

temperature cycles to show that Nematostella’s circadian behavior is disrupted by sensory conflict.

Chronic exposure to conflicting light and temperature cycles also causes substantial changes to

the rhythmic transcriptome, including the breakdown of rhythmic expression of various metabolic

processes. These results have important implications for our understanding of cnidarian circadian
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clocks at both the molecular and organismal levels, and for how sensory information is processed by

clocks in the absence of a central nervous system.

Introduction 1

Nearly all organisms use circadian clocks to synchronize their behavior, physiology, and metabolism 2

to ∼24h environmental cycles. These endogenous molecular timekeepers integrate information from 3

environmental signals called zeitgebers, which include light, temperature, and food availability. 4

Zeitgebers entrain endogenous rhythms, and can also directly drive rhythmic behavior or gene 5

expression. Rhythmic behavior is thus the result of both endogenous (circadian) and exogenous 6

(zeitgeber-driven) signals, leading to potentially complex behavioral outcomes. For instance, direct 7

effects of environmental cues can mask endogenous rhythms [1], and, conversely, circadian rhythms 8

can constrain or “gate” acute environmental responses [2, 3]. Zeitgebers can also provide conflicting 9

information to the clock, a situation called “sensory conflict,” and potentially disrupt circadian 10

rhythms [4]. Understanding how environmental information is transmitted into rhythmic behavior 11

is a central goal of circadian biology, but we know very little about how clocks integrate information 12

from multiple zeitgebers (reviewed for insects in [5, 6]). 13

Although light is the best-studied zeitgeber, temperature cycles also provide a nearly-universal 14

entraining cue for circadian rhythms. Ambient temperature cycles have been shown to entrain the 15

clocks of bacteria [7,8], non-metazoan eukaryotes [9,10], arthropods [11–14], vertebrates [15,16], and 16

recently even homeothermic mammals [17]. No studies have yet investigated thermal entrainment 17

in non-bilaterian animals, and few studies have measured circadian behavior during simultaneous 18

light and temperature cycles in any animal. Since the late 1950’s, there have been studies of 19

conflicting light and temperature cycles in insects [4, 18–24], vertebrates [25–28], protists [29], and 20

cyanobacteria [30]. There have also been studies of light in conjunction with time-restricted feeding 21

in vertebrates [31–34]. However, most of these studies did not compare more than two possible 22

phase relationships between zeitgebers, precluding characterization of the potentially non-linear 23

relationship between an entrained rhythm and two entraining cues. If any generalization can be 24

made from this literature, it is that circadian behavior may preferentially entrain to a single zeitgeber 25

under certain conditions, while under other conditions, behavior might display an intermediate 26

relationship or be disrupted in some way. There is a need for studies that comprehensively test 27

multiple phase relationships between zeitgebers in order to understand the conditions under which 28
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“normal” clock output is possible, when clock function is disrupted, and how such properties of the 29

clock generalize to different taxonomic groups. 30

Cnidaria, a diverse phylum that is likely sister to Bilateria [35] (but see [36]), has the best-studied 31

circadian rhythms among non-bilaterian animals and represents an important group in which to 32

address these questions. The sea anemone Nematostella vectensis, the principal model system for 33

circadian rhythms in Cnidaria, exhibits nocturnal rhythms in locomotion that entrain to artificial 34

light-dark cycles [37,38] and to natural environmental conditions [39]. While behavioral rhythms 35

in Nematostella and other anthozoans persist in constant or “free-running” conditions, they have 36

been described as “weak” in the sense that they are less persistent and more variable among 37

individuals compared to vertebrates or Drosophila [40]. For example, Nematostella’s behavioral 38

rhythms attenuate after a few days in constant darkness [38], and a large portion of gene expression 39

rhythms appear not to free-run [41, 42]. Cnidarians also fundamentally differ from bilaterians in 40

that they lack a central nervous system. A distinction is often drawn between central clocks in the 41

brain and peripheral clocks in other tissues, with the central clock acting to synchronize peripheral 42

clocks [43]. Certain phase relationships between light and temperature cycles cause arrythmic 43

locomotor behavior and disruption of the central clock in Drosophila [4], but not of peripheral clocks, 44

which preferentially entrain to light [22]. This raises the possibility that behavioral disruptions under 45

sensory conflict are caused by differential entrainment of central and peripheral clocks. Cnidarians 46

by definition lack this distinction and thus provide an important system in which to study sensory 47

conflict. 48

The most proximal function of circadian clocks is to regulate transcription through the activity 49

of circadian transcription factors. Animal clocks consist of transcription-translation feedback loops 50

(TTFLs) in which these transcription factors activate the expression of their own repressors, as 51

well as other downstream genes that may be cell- or tissue-specific. The molecular architecture of 52

circadian TTFLs is understood in model systems within Bilateria, but is largely unknown in Cnidaria. 53

Some genes involved in bilaterian TTFLs are conserved in cnidarians, including the basic-helix-loop- 54

helix-per-arnt-sim (bHLH-PAS) transcription factors Clock (CLK) and Cycle (CYC), which activate 55

circadian gene expression in both vertebrates and Drosophila (reviewed in [44] and [45]). Dimerization 56

between Nematostella CLK and CYC has been shown in vitro [41], supporting the hypothesis that 57

their role in the circadian clock is conserved. However, cnidarians lack orthologs of Period, which is 58

the main repressor of vertebrate CLK/CYC [40,46] (in conjunction with Timeless in vertebrates 59

and Cryptochrome in Drosophila [44,45]). This suggests that there are major differences in clock 60
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architecture between bilaterians and cnidarians. Nematostella possesses several cryptochromes, one 61

of which is homologous to a mammalian repressor of CLK (Cry2), and others of which belong to 62

an anthozoan-specific clade [47]. Several other genes have received attention as possible circadian 63

regulators because they show robust diel oscillations in gene expression in Nematostella and other 64

anthozoans. These include an ortholog of CIPC, which is a negative regulator of mammalian Clock 65

activity [48], as well as Helt-like (Helt; a bHLH transcription factor) and two proline and acidic 66

amino acid-rich bZIP (PAR-bZIP) transcription factors [38,49]. 67

Circadian regulation of gene expression, in combination with direct responses to zeitgebers, 68

ultimately produces organismal rhythms in behavior and physiology. It is therefore necessary to 69

relate behavior, core clock gene expression, and the expression of downstream genes with one another 70

in order to understand how circadian rhythms are affected by conflicting zeitgeber regimes. Although 71

previous studies in insects have measured the expression of individual clock genes during sensory 72

conflict [23], or transcriptome-wide patterns of gene expression under aligned light and temperature 73

cycles [50], we are not aware of any study that has examined the transcriptome under conflicting 74

light and temperature cycles. Thus, the extent to which global patterns of gene expression are 75

affected by sensory conflict is unknown. 76

In the current study, we show that temperature cycles drive circadian behavior in Nematostella, 77

producing activity profiles similar to light-driven rhythms. We then comprehensively test different 78

combinations of light and temperature cycles and show that aligned cycles drive normal rhythmic 79

behavior, while behavior becomes arrhythmic under large degrees of sensory conflict. This includes 80

the disruption of free-running rhythms, indicating changes to the endogenous clock itself. Having 81

shown that sensory conflict disrupts circadian behavior in Nematostella, we then profile transcriptome 82

expression during sensory conflict in order to characterize global changes in rhythmic gene expression 83

that underlie disrupted behavior. We find that sensory conflict causes substantial, chronic changes 84

to diel gene expression, including the loss and gain of rhythmic genes, phase shifts, and disruption 85

of co-expressed gene modules related to cellular metabolism. This study extends our understanding 86

of temperature entrainment and integration of multiple zeitgebers to a non-bilaterian model animal, 87

sheds light on the molecular and physiological changes that underpin behavior disruptions resulting 88

from sensory conflict, and informs our understanding of how environmental signals contribute to 89

rhythmic behavior at the organismal level. 90
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Results 91

Temperature cycles drive circadian rhythms in Nematostella 92

Anemones maintained in constant darkness with a temperature cycle that changed gradually 93

from 14–26 °C (1 degree per hour; Fig. 1a) exhibited rhythmic diel behavior (n = 18, eJTK test, 94

p = 3e− 5; LSP permutation test, p < 0.001, Fig. 2a). Peak activity occurred at ZT18, 6h after the 95

onset of cooling (ZT0 is the coldest point of the cycle). There were 10/18 individuals (56%) with a 96

significant 24 h rhythm (p < 0.001), and their phases were clustered non-uniformly (Rayleigh test of 97

circular uniformity, p = 5e− 4) with a mean phase of 16.7, indicating phase synchronization among 98

individuals (Fig. 2b). We observed similar results for a broader temperature cycle that changed 99

from 8–32 °C (n=17, Fig. 2a). 100

We tested for the presence of free-running rhythms by transitioning anemones from the 14–26 °C 101

temperature cycle to constant temperature (20 °C). The mean activity profile had a significant 102

period between 20–28 h (LSP; p < 0.001, n=23), but did not have a significant period at exactly 24 h 103

(eJTK, p = 0.99). There were 8/23 individuals (35%) that were rhythmic between 20–28 h (LSP, 104

p < 0.001), and 4 individuals (17%) were rhythmic at 24 h (eJTK, p<0.001); if the mean behavior 105

profile was re-calculated using only these 4 individuals, there was a significant 24h period (eJTK, 106

p<0.001). Therefore, a subset of animals entrained circadian free-running behavior to the 14–26 °C 107

temperature cycle. The mean behavior profile of anemones entrained to the 8–32 °C temperature 108

cycle had a significant 24 h free-running rhythm (eJTK, p = 6e− 5, n = 46), and 10/46 individuals 109

(22%) had significant 24 h rhythms. Although these results may suggest that temperature is a 110

weak entraining cue for Nematostella, the proportion of free-running individuals as determined 111

by periodograms is comparable to anemones entrained to LD cycles in a previous study (35% vs. 112

33%) [39]. These results demonstrate that gradual, environmentally-relevant temperature cycles 113

drive diel locomotor behavior and entrain circadian rhythms in Nematostella. 114

We used qRT-PCR to measure the expression of several core circadian genes (Clock, Cry1a, 115

Cry1b, Cry2, and Helt) over 48 h of the 8–32 °C temperature cycle, and also during free-run. Only 116

Cry2 was rhythmic during the temperature cycle (LSP, p < 0.001), with peak expression at roughly 117

ZT0 (Fig. 2c). No genes were rhythmic during free-run. 118
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Figure 1. Schematic of the experimental design. A) Anemones in constant darkness were
entrained to ramped temperature cycles that changed gradually from either 14–26 °C, or from
8–32 °C. ZT0 refers to the coldest time point. Locomotor behavior was recorded during cycling and
free-running conditions for both cycles, and qRT-PCR was used to measure the expression of select
clock-related genes for the 8–32 °C cycle. B) Animals were entrained to 12:12 b light-dark cycles
and simultaneous 14–26 °C temperature cycles. In the Aligned (reference) group, the coldest part of
the temperature cycle was aligned with lights-on; ZT0 always refers to lights-on. For 6 other groups
of anemones, the phase of the temperature cycle was delayed relative to the light cycle in 2h
increments up to 12h. Anemones were acclimated to experimental conditions for at least 2 weeks
before measuring behavior. For each group, behavior was recorded for 78h during cycles (n=24a).
Behavior was recorded for separate groups of anemones (n=24) for 72h during free-running
(constant darkness, 20 °C). Shaded and unshaded regions represent dark and light periods,
respectively. C) Gene expression was measured with 3’-anchored Tag-seq during Aligned light and
temperature cycles, and 12h offset cycles. Anemones were sampled every 4h for 48h (13 time points)
simultaneously for both time series. There were n=3 biological replicates at each time point, and
each replicate consisted of 5 pooled individualsb.
aExcept 12h offset, which had n=36. bExcept one library (at the 9th time point in the Aligned time
series), which consisted of 3 pooled individuals
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Figure 2. Temperature cycles drive rhythmic locomotor behavior, and weakly entrain
circadian behavior. A) Mean behavior profiles of anemones in each group over 3 days.
Individual locomotor profiles were normalized, averaged, and smoothed (see Methods). Shaded area
represents standard error. Left, temperature cycles with scale bar indicating cold (blue) and hot
(red) temperatures. Right, free-running at 20 °C. Dashed lines indicate ZT18, the period of peak
activity during cycling conditions. B) Phases of rhythmic animals calculated by MFourFit. Black
line represents circular mean. *:Rayleigh test, p<0.05. C) Expression of core circadian genes
entrained to a temperature cycle and under free-running conditions. Only Cry2 was significantly
rhythmic (LSP, p<0.05).

Aligned light and temperature cycles entrain robust diel rhythms 119

We tested how the relationship between light and temperature cycles affects the circadian clock by 120

acclimating groups of anemones to a gradually changing temperature cycle (14–26 °C) simultaneously 121

with a 12:12 light-dark cycle. A schematic of the experimental design is shown in Fig. 1b. When 122

light and temperature cycles were aligned such that lights-on corresponded to the coldest part of 123

the temperature cycle (ZT0), Nematostella exhibited clear circadian behavior (Fig. 3a; eJTK p = 124

1.99E-05). Peak activity occurred at ZT19, during the middle of the dark phase; this is consistent 125

with the phases of locomotor activity driven by light (ZT16-20, [37, 38]) and temperature cycles 126

(ZT17-18, Fig. 2a). 20/24 individuals (83%) had significant 24h rhythms (eJTK, p < 0.001; Table 127

1), with a mean phase of 18.0 (Fig. 3b). Under free-run, the mean behavior profile also exhibited 128

clear 24h rhythms (eJTK, p < 0.001) with peak activity at ZT12 (Table 2); 10/24 individuals 129

(42%) had 24h rhythms, with a mean phase of 12.7. In summary, light and temperature cycles act 130

synergistically to drive and entrain circadian behavioral rhythms in Nematostella. 131
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Table 1. Summary statistics for sensory conflict experiments: Cycling groups

Group LSP
p-value1

LSP
power

eJTK p-
value2

n rhythmic3 Period4 Phase4 Mean
phase5

Phase
variance6

Amplitude7

Aligned-cycle 7.9e-4 0.85 2e-5 20/24 23.60 19.29 18.04 0.34 0.091

Off2-cycle 7.9e-4 0.75 2e-5 20/24 23.48 18.71 18.42 0.24 0.12

Off4-cycle 7.9e-4 0.84 2e-5 18/24 23.76 18.90 17.70 0.27 0.12

Off6-cycle 7.9e-4 0.60 2e-5 16/24 24.30 20.16 21.68 0.15 0.075

Off8-cycle 7.9e-4 0.85 2e-5 15/24 23.60 19.20 19.12 0.26 0.085

Off10-cycle 3.6e-3 0.19 1.7e-4 10/24 22.60 17.75 15.15 0.45 0.042*

Off12-cycle 7.9e-4 0.22 4.5e-3 13/36 23.66 18.62 13.29 0.86 0.015*

1) Tested periods between 20-28h; 2) Tested period of 24h; 3) eJTK p<1× 10−3); 4) determined by MFourFit; 5) Circular mean of the
phases of rhythmic individuals (eJTK p<1× 10−3); 6) Circular variance of the phases of rhythmic individuals (eJTK p<1× 10−3); 7)
Determined with CircaCompare. *:Reduced amplitude compared to Aligned-cycle, CircaCompare, p<0.05. LSP: Lomb-Scargle
periodogram

Table 2. Summary statistics for sensory conflict experiments: Free-running groups

Group LSP
p-value1

LSP
power

eJTK
p-value2

n rhythmic3 Period4 Phase4 Mean
phase5

Phase
variance6

Amplitude7

Aligned-FR 7.9e-4 0.47 7e-5 10/24 25.84 11.63 12.67 0.35 0.060

Off2-FR 7.9e-4 0.79 7e-5 6/24 22.62 16.50 18.28 0.63 0.071

Off4-FR 7.9e-4 0.51 7e-5 11/24 23.64 14.17 6.98 0.74 0.050

Off6-FR 0.13 0.095 0.76 5/24 27.34 18.57 3.50 0.73 4.9e-3*

Off8-FR 7.9e-4 0.67 7e-5 11/24 21.74 15.53 13.65 0.51 0.048

Off10-FR 0.53 0.042 0.61 7/24 28.00 3.39 10.78 0.70 2.8e-3*

Off12-FR 7.9e-4 0.32 7e-5 6/24 22.96 11.72 20.65 0.80 0.034*

1) Tested periods between 20-28h; 2) Tested period of 24h; 3) eJTK p<1× 10−3); 4) determined by MFourFit; 5) Circular mean of the
phases of rhythmic individuals (eJTK p<1× 10−3); 6) Circular variance of the phases of rhythmic individuals (eJTK p<1× 10−3); 7)
Determined with CircaCompare. *:Reduced amplitude compared to Aligned-FR, CircaCompare, p<0.05. LSP: Lomb-Scargle
periodogram

Sensory conflict disrupts rhythmic behavior 132

We tested the effects of long-term entrainment to different light and temperature regimes by 133

delaying the phase of the temperature cycle relative to the light cycle in 2h increments (Fig. 1b). 134

This formed 6 additional regimes (2, 4, 6, 8, 10, and 12h offsets); anemones were transferred from 135

aligned light and temperature cycles to one of these offset regimes and acclimated for a minimum of 136

two weeks. Within each zeitgeber regime, we recorded the behavior of separate groups of animals 137

during cycling and free-running conditions, resulting in a total of 14 experimental groups including 138

aligned conditions. As examples, we use the following notation to refer to experimental groups: 139

Off6-cycle refers to a 6h offset between light and temperature, recorded during the cycles; Off6-FR 140

refers to behavior recorded during free-run. We quantified the strength of circadian rhythms using 141

several metrics: the maximum power of Lomb-Scargle periodograms used to assess rhythmicity; the 142

amplitude of mean time series; the number of individuals with significant 24h rhythms above a strict 143

cutoff (eJTK p < 0.001); the relative synchronization (circular variance) of the phases of rhythmic 144

individuals; and the difference in activity between light and dark phases. 145
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Large degrees of sensory conflict profoundly disrupted rhythmic behavior. When the phase of the 146

temperature cycle was delayed by 12h relative to the light cycle—the largest possible misalignment— 147

the normal activity pattern was visibly disrupted (Fig. 3a) and 24-h rhythmicity was only weakly 148

detectable in the mean behavior profile (eJTK, p=4.5 × 10−3; Table 1). Under these conditions 149

(Off12-cycle), 13/36 individuals (36%) were rhythmic, but their phases could not be distinguished 150

from a circular uniform distribution (Rayleigh test, p=0.8). Compared to Aligned-cycle, the power 151

and amplitude of the mean time series were lower, there were fewer rhythmic individuals, and the 152

variance of the phases of rhythmic individuals was larger (Table 1). The difference in activity 153

between dark and light phases was also severely reduced compared to Aligned-cycle in terms of both 154

time active (linear mixed effects model; LMM, p=1 × 10−4) and distance moved (LMM, p=2 × 10−4; 155

Fig. 3c). Behavioral disruptions were also obvious in Off10-cycle, where Nematostella had weaker 156

rhythms compared to Aligned-cycle by all of the above metrics (LSP power, n rhythmic indivduals, 157

phase variance, amplitude), and lower dark:light activity ratio, LMM p=0.013), and the phase of 158

the mean time series was advanced by 1.5 h (CircaCompare, p=5 × 10−5). The reduction in the 159

light-dark activity ratio during Off10-cycle and Off12-cycle was specifically due to increased activity 160

during lights-on (LMM, p<0.05), with no difference in activity during lights-off (LMM, p>0.1). 161

Weakened locotomor rhythms in the Off10-cycle and Off12-cycle groups were caused both by a 162

weakening of the rhythms of individual animals, and a lack of synchronization between the remaining 163

rhythmic individuals. The percentage of rhythmic individuals declined monotonically with increasing 164

SC, from 83% in Aligned-cycle to 36% in Off12-cycle (Table 1), and the LSP powers of animals in 165

Off10-cycle and Off12-cycle were lower than during Aligned-cycle (Dunn test, p < 0.05; Fig. B in 166

S1 Appendix). In addition, the phases of rhythmic individuals in Off10-cycle and Off12-cycle had 167

much larger variances than other groups and could not be distinguished from uniform distributions 168

(Table 1; Rayleigh test, p>0.05). Thus, under severe sensory conflict, individual Nematostella were 169

less likely to exhibit rhythmic behavior, and less likely for that behavior to synchronize with other 170

individuals. Anemones exhibited robust diel behavior under smaller degrees of misalignment (0-8h; 171

Fig. 3). The Off2-cycle, Off4-cycle, and Off8-cycle groups exhibited rhythms similar to those in 172

aligned conditions, with no significant phase shifts or reductions in rhythm strength. The Off6-cycle 173

group also showed 24-h rhythms, but the mean phase of rhythmic individuals was delayed by 3.6h 174

relative to Aligned-cycle (Watson, p=0.0046), and the mean behavior profile was also delayed 175

relative to Aligned-cycle (CircaCompare, p=4 × 10−5). There was also a marginally significant 176

circatidal (10-14h) component in the Off6-cycle group (LSP, p=0.006), and the dark:light activity 177
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Figure 3. Sensory conflict disrupts circadian locomotor behavior in Nematostella. A) Mean behavior
profiles. Individual locomotor profiles were normalized, averaged, and smoothed (see Methods). Shaded area represents
standard error. Left, cycling conditions; white and black bars indicate lights-on and lights-off. Right, free-running at
20 °C and constant darkness; gray and black bars indicate subjective day and night. n=24 for each group except
Off12-cycle, where n=36. B) Phases of rhythmic animals calculated by MFourFit. Black line represents circular mean.
*:Rayleigh test, p<0.05. C) Difference, in percentage points, between percent time active per hour during dark and
light phases (left), and difference between average distance moved per hour during dark and light phases (right).
Asterisks indicate significant difference from Aligned-cycle. *: p < 0.05; ***: p < 0.001. D) Means and standard errors
of the phases of rhythmic individuals in each group. Black and grey lines represent expected phases of light-entrained
and temperature-entrained rhythms, respectively (see “Relative strengths of light and temperature zeitgebers”).

ratio was reduced (LMM, p=0.024). We confirmed that Nematostella exhibited “normal” diel 178

behavior under a broad range of light and temperature relationships using clustering analysis. We 179

quantified distances between the 14 mean time series based on their spectral properties using wavelet 180

transformation followed by principal component analysis and hierarchical clustering (see Methods). 181

The Aligned-cycle, Off2-cycle, Off4-cycle, Off6-cycle, and Off8-cycle time series formed a single 182

cluster with high support based on the approximately unbiased (AU) test, apparently corresponding 183

to normal rhythmic behavior, whereas both Off10-cycle and Off12-cycle fell into different clusters 184

(Fig. 4). Nematostella’s diel behavior was therefore robust up to an 8h misalignment between light 185

and temperature cycles, although there was a detectable phase delay specifically in the Off6-cycle 186

group. 187
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Figure 4. Clustering analysis of mean behavior profiles based on wavelet
transformation. A) Principal components analysis of wavelet transformation distance matrix.
Time series were grouped and colored based on the clusters identified in B). C: cycles; FR:
free-running. B) Hierarchical clustering of samples in principal components space. Colored
rectangles indicate the four clusters discussed in the text. Numbers indicate unbiased (AU) P
values. *unbiased (AU) P value >= 90; **unbiased (AU) P value >=95.

Sensory conflict disrupts behavior during free-run 188

Free-running rhythms were disrupted under large degrees of sensory conflict (Off10-FR and 189

Off12-FR), as well as during Off6-FR (Tables 1 and 2, Fig. 3a). The mean behavior of animals 190

in Off6-FR and Off10-FR was totally arrhythmic (LSP and eJTK p > 0.1). However, Off8-FR 191

was clearly rhythmic and no weaker than Aligned-FR, demonstrating that the effects of SC on 192

free-running rhythms are not linear. Mean behavior in Off12-FR was rhythmic (eJTK, p=7e-5)— 193

albeit visually disrupted—but the power and amplitude of the mean time series were lower, there 194

were fewer rhythmic individuals, and the variance of the phases of rhythmic individuals was larger 195

compared to Aligned-FR (Table 2). Oddly, Off12-FR was more strongly rhythmic than Off12-cycle; 196

although just 6/24 individuals (25%) were rhythmic, the power of the mean time series was larger 197

than Off12-cycle (Table 2). Thus, antiphasic light and temperature cycles weakened, but did not 198

abolish, endogenous circadian rhythms; instead, free-running behavior was most strongly disrupted 199

at intermediate (6h and 10h) offsets. In the clustering analysis, Aligned-FR, Off2-FR, and Off8-FR 200

formed one cluster with moderate AU support, while Off4-FR, Off10-FR, and Off12-FR formed a 201

third cluster that also included Off10-cycle, again with moderate AU support (Fig. 4). The fourth 202
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cluster was strongly supported and consisted of Off6-FR and Off12-cycle, two groups with severely 203

disrupted rhythms. 204

There were no significant differences between the mean powers of behavioral rhythms across 205

free-running groups (Dunn test, p>0.05), nor was there a clear trend in the number of individuals 206

with significant 24h rhythms (Table 2). Therefore, the weak (or abolished) mean rhythms observed 207

in Off6-FR, Off10-FR, and Off12-FR were largely due to a lack of synchronization between rhythmic 208

individuals. To illustrate this, we re-calculated mean time series restricted only to individuals with 209

significant 24h free-running rhythms. For most groups, including Aligned-FR, this increased the 210

power of the mean time series, indicating that rhythmic individuals were in phase with one another. 211

However, for Off6-FR and Off12-FR, the new mean time series actually had slightly lower power 212

than when using all individuals, indicating total desynchronization among rhythmic animals (Table 213

B in S1 Appendix.). The power of Off10-FR did increase, but was very low to begin with (Table 214

2). We conclude that the disruption of circadian free-running behavior in Off6-FR and Off12-FR 215

appears to be due primarily to a lack of synchronization among individual animals, and it is notable 216

that some individuals in every experimental group were able to maintain 24h rhythms. 217

The relationship between light and temperature cycles affected the phase of free-running rhythms, 218

but not according to an obvious pattern. The phase of Off2-FR was advanced by 1.8h relative to 219

Aligned-FR, Off8-FR was advanced by 4.4h, and Off12-FR was advanced by 4.3h (CircaCompare, 220

p<7 × 10−3). Period length was not affected by sensory conflict (Fig. A in S1 Appendix.). 221

Relative strengths of light and temperature zeitgebers 222

To gain insight into the relative strengths of the two zeitgebers, we plotted the means and 223

standard errors of the phases of rhythmic individuals against the offset between light and temperature 224

(Fig. 3d). Rhythms entrained solely by light peak at roughly ZT18 [37,38], and this is plotted as 225

the black line in Fig. 3d. Temperature-driven rhythms also peak at ZT18 (Fig. 2a), and this is 226

plotted as the grey lines in Fig. 3d. If the phase of a rhythm were determined entirely by light, it 227

would be close to the black line; if determined by temperature, it would be close to the grey lines. 228

We found that phases in the Off4-cycle and Off8-cycle groups were significantly closer to the light 229

(black) line (paired Wilcoxon rank tests, p<0.05). The phase distributions of all other groups were 230

approximately equidistant between light and temperature, including every free-running group. 231

This analysis demonstrates that light and temperature interact to set the phase of circadian 232

behavior in Nematostella, but that light exerts strong direct control on behavior. When light and 233
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temperature cycles were close in phase (Aligned and Off2), they acted synergistically the set the 234

phase of locomotor rhythms, while at larger offsets phases were either determined primarily by the 235

light cycle, or were intermediate between light and temperature. We found no evidence that the 236

phases of free-running rhythms were primarily determined by either zeitgeber, with the caveat that 237

this test had less power for free-running groups due to the numbers of rhythmic animals. Although 238

light has strong direct effects on behavior, it is not necessarily a stronger zeitgeber than temperature 239

in terms of setting the phase of free-running rhythms. 240

Sensory conflict alters transcriptome-wide patterns of rhythmic gene ex- 241

pression 242

We used 3’ tag-based RNA sequencing (Tag-seq) to characterize the effects of sensory con- 243

flict on gene expression. Anemones were sampled at 13 time points across 48 h, either under 244

Aligned-cycle or Off12-cycle conditions (Fig. 1c). We refer to Off12-cycle as “SC” for sensory 245

conflict. Reads were mapped to the SimRbase genome (Nvec200 v1, https://genomes.stowers. 246

org/starletseaanemone). 247

The existence of gene expression differences between day and night is a fundamental consequence 248

of circadian rhythms. Under Aligned conditions, 1009 genes (6.6% of the transcriptome) were 249

differentially expressed (DE) between light and dark samples (p<0.05), while 627 genes were DE 250

between light and dark during SC, and 277 genes were DE in both time series. The correlation of 251

log-fold changes (LFC) of the 277 shared genes was strongly negative (Pearson’s r=−0.59), meaning 252

that genes upregulated in the light under Aligned conditions were generally downregulated under SC, 253

and vice versa. Consequently, only 25 genes were DE between light and dark samples when averaged 254

across both time series, and 1747 genes differed in their response to light across conditions (significant 255

Condition:Light interaction). We further quantified the effects of SC on diel gene expression using 256

discriminant analysis of principal components (DAPC), which identifies the linear combinations of 257

variables (“discriminants”) that maximize the variance between pre-defined groups [51]. We used 258

DAPC to discriminate between light and dark samples from the Aligned time series; the discriminant 259

axis therefore represents genes with the most variance between light and dark. We then applied 260

the same discriminant function to the SC samples, revealing substantial differences between the 261

transcriptomic profiles of light and dark animals in Aligned and SC conditions (Fig. 5a). Genes 262

that distinguished light and dark samples under Aligned conditions failed to do so under SC, as the 263

density plots of light and dark SC animals substantially overlapped. In fact, the light SC animals 264
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were closer to the dark Aligned animals on the discriminant axis, meaning that the diel expression 265

patterns of many genes were reversed under SC. This demonstrates that SC substantially altered, 266

and in many cases inverted, diel gene expression patterns in Nematostella. 267

Light appears to drive the expression of only a handful of genes, although these 25 genes notably 268

include three putative circadian transcription factors (two PAR-bZIPs and Helt). In contrast to light, 269

1978 genes (13%) had a significant linear response to temperature across all samples. Temperature- 270

responsive genes were enriched for gene ontology (GO) terms related to transcription factor binding 271

and oxidoreductase activity; genes with a significant Condition:Light interaction were also enriched 272

for terms related to transcription factor activity, in addition to nucleoside-triphosphatase activity. 273

This suggests that the temperature cycle has widespread effects on transcription during light-dark 274

cycles by modulating the activity of transcription factors. The mean expression level of 90 genes 275

significantly differed between the Aligned and SC time series. These genes were not enriched for 276

any GO terms, but included one of the aforementioned PAR-bZIP proteins and a cytochrome P450 277

oxidase (CYP) previously implicated in circadian rhythms in Nematostella [38], along with two 278

other CYPs and a SOX-family transcription factor. A large number of genes (1898) displayed 279

a linear change in expression with time, which can be attributed to the fact that animals were 280

not fed during the experiment. Consistent with this, genes with decreasing expression over time 281

were enriched for many GO terms related to metabolism, including “cellular biosynthetic process”, 282

“cellular catabolic process”, “small molecule metabolic process”, “fatty acid metabolic process”, 283

“carbohydrate metabolic process”, and “cytochrome-c oxidase activity”. This suggests an overall 284

downregulation of metabolic processes as the animals went without food over 48h. 285

We searched 1kb upstream of transcription start sites (“promoters”) for putative binding motifs 286

that may play a role in regulating circadian gene expression using the HOMER motif discovery tool. 287

Genes whose mean expression during SC differed from mean expression during Aligned conditions 288

were enriched for a novel motif of unknown function, which was most similar to Myb-related binding 289

motifs in plants (HOMER, p=1 × 10−12; S4 Table), while genes with a negative Condition:Light 290

interaction (i.e. genes with relatively more dark expression during SC) were strongly enriched 291

for numerous bZIP transcription factor binding motifs (HOMER, p=1 × 10−14). Genes whose 292

expression was negatively associated with temperature, and genes whose expression was positively 293

associated with time, were also enriched for bZIP motifs (S4 Table). 294

In summary, very few genes were differentially expressed in response to light across antiphasic 295

temperature cycles, whereas 13% of the transcriptome showed a linear response to temperature 296
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regardless of light. Some genes had different mean expression levels due to sensory conflict, but 297

the log-fold change was less than 1 in all cases. The set of light-responsive genes, although small, 298

includes the putative circadian transcription factors Clock, Helt, PAR-bZIP-a, and PAR-bZIP-c. For 299

complete lists of DE genes and GO enrichment results, see S3 Table. 300

Rhythmicity analysis 301

We tested for rhythmic gene expression using RAIN (rhythmicity analysis incorporating non- 302

parametric methods) v1.24.0 [52], a non-parametric approach particularly suited for the detection of 303

asymmetric waveforms. We compared these results to two other pieces of software: ECHO (extended 304

circadian harmonic oscillator, https://github.com/delosh653/ECHO, [53]), a parametric method 305

based on the harmonic oscillator equation, and DryR (https://github.com/naef-lab/dryR, [54]), 306

another parametric approach based on harmonic regression and incorporating Bayesian model 307

selection. Encouragingly, there was strong agreement between the three programs despite their 308

completely different statistical methodologies. 90% of rhythmic genes identified by RAIN (p<0.01) 309

had an adjusted ECHO p-value less than 0.05, and 94% of genes with an ECHO p-value less than 310

0.01 had a RAIN p-value less than 0.05. Log p-values of ECHO and RAIN were highly correlated (r 311

= 0.85). DryR does not calculate p-values, but instead uses model selection to cluster genes based 312

on their expression profile. Briefly, 81% of genes assigned rhythmicity in either time series by DryR 313

were rhythmic in that time series based on RAIN (p<0.01), and 93% had a RAIN p-value less than 314

0.05; 73% of rhythmic RAIN genes (p<0.01) were assigned to the corresponding cluster(s) in DryR. 315

Thus RAIN and DryR also showed good agreement, although RAIN tended to identify additional 316

rhythmic genes not clustered by DryR. We focus on the output from RAIN, and the output of the 317

other two programs is available in S2 Table. 318

Under Aligned conditions, 2868 genes displayed 24h rhythms in expression (RAIN, p<0.01; 18% 319

of the transcriptome). During sensory conflict, 2440 genes were rhythmic (p<0.01; 16%), and 1116 320

genes were rhythmic in both time series (Fig. 5a). Thus, there were similar overall numbers of 321

rhythmic genes in the two conditions, but less than half of them were shared. To define sets of 322

condition-specific rhythmic genes, we excluded genes that were marginally significant in the other 323

condition (p<0.1); by this metric, 1225 genes lost rhythmicity during SC (Align-specific) and 921 324

gained rhythmicity (SC-specific). The gain and loss of rhythmicity for large numbers of genes was 325

thus not simply an artifact of strict p-value cutoffs, and was also confirmed by the DryR analysis (S2 326

Table). The promoters of genes that were rhythmic in both Aligned and SC time series were enriched 327
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for bZIP transcription factor binding sites (p=1 × 10−6), while the promoters of Aligned-specific 328

and SC-specific rhythmic genes were not enriched for any motifs (S4 Table). 329

Genes with rhythmic expression under Aligned conditions were enriched for various GO terms 330

related to metabolism, and several KEGG terms related to RNA and protein metabolism (Table 331

3). Align-specific genes (genes that lost rhythmicity under SC) were enriched for several of these 332

metabolic GO terms, as well as the KEGG term “Ribosome”. Genes that were rhythmic during SC 333

were enriched for 5/16 of the terms enirched during Aligned conditions, in addition to GO terms 334

related to DNA binding, and the KEGG terms “Autophagy” and “ABC transporters” (Table 4). 335

SC-specific genes were not enriched for any GO or KEGG terms. Overall, many genes with rhythmic 336

expression performed metabolic functions, including RNA and protein metabolism, and many of 337

these rhythmic metabolic genes lost rhythmicity under SC. For full GO and KEGG enrichment 338

results, see S3 Table. 339

Table 3. Functional enrichment of Aligned rhythmic genes

Term P-value Type
macromolecule biosynthetic process 0.0011 BP
cellular nitrogen compound biosynthetic process* 0.0015 BP
biosynthetic process* 0.0015 BP
cellular amide metabolic process* 0.0047 BP
regulation of metabolic process 0.029 BP
organonitrogen compound biosynthetic process* 0.034 BP
structural molecule activity* 0.0047 MF
GTPase activity 0.0056 MF
hydrolase activity, acting on acid anhydrides 0.034 MF
Ribosome* 2.2 × 10−9 KEGG
Phagosome 0.0036 KEGG
Spliceosome 0.0037 KEGG
Mitophagy - animal 0.0050 KEGG
Endocytosis 0.026 KEGG
Protein processing in endoplasmic reticulum 0.027 KEGG
RNA transport 0.045 KEGG

*: Term also enriched in Align-specific genes.

The phases of Aligned rhythmic genes were not uniformly distributed around the clock (Rayleigh 340

test of uniformity, p=1 × 10−4). Instead, there were two peaks in the phase distribution roughly 341

10h apart, one at mid-morning (ZT4) and one in early night (ZT14); 24% of rhythmic transcripts 342

peaked between ZT2-6, and 28% peaked between ZT12-ZT16 (Fig. 5c). The phase distribution 343

under SC was also bimodal, with peaks in the mid-morning and early night (Fig. 5c), although 344

the two distributions were not identical (Rao’s two-sample test for circular homogeneity, p=0.046). 345

Despite this similarity, the placement of genes within those distributions was very different. Of the 346
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Figure 5. Sensory conflict alters transcriptome-wide patterns of rhythmic gene expression. A)
Discriminant analysis of principal components (DAPC) demonstrates shifts in diel gene expression under SC. Density
plot of sample loading values of light and dark samples during aligned and conflicting zeitgeber cycles, on 1st
discriminant axis from DAPC of aligned samples (“LD1”). B) Heatmaps of normalized rhythmic gene expression.
Replicates were averaged at each time point and Z-scores were calculated for each gene and time series. Genes were
considered “rhythmic” if they received a RAIN p-value < 0.01 in the Aligned time series (top), SC time series (bottom),
or both (middle). White and black rectangles represent light and dark time points, respectively. C) Phase distributions
of rhythmic genes in Aligned (left) and SC (right) time series. Grey genes were rhythmic in only one time series, and
black and colored genes were rhythmic in both. In SC, the color of shared rhythmic genes represents the phase shift of
that gene from the Aligned time series. D) Phases of core clock genes under Aligned and SC conditions. Lines show
mean counts per million, and error bars represent 95% confidence intervals. E) Sliding window enrichment analysis of
select GO and KEGG terms during Aligned and SC time series. P-values were calculated by comparing genes with peak
phase within a 4h sliding window with all other genes, and the score (y-axis) at each point is the average adjusted
-log10 p-value at that time point (see Methods). Black circles indicates an FDR threshold of 0.05.
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Table 4. Functional enrichment of SC rhythmic genes

Term P-value Type
regulation of metabolic process 0.00083 BP
DNA binding 0.038 MF
hydrolase activity, acting on acid anhydrides 0.044 MF
protein dimerization activity 0.044 MF
sequence-specific DNA binding 0.044 MF
Mitophagy - animal 0.0001 KEGG
Spliceosome 0.0003 KEGG
Autophagy - animal 0.0022 KEGG
ABC transporters 0.028 KEGG
Endocytosis 0.028 KEGG

1116 genes that were rhythmic under both Aligned and SC conditions, the vast majority (1092/1116, 347

98%) shifted in phase relative to the light cycle, with a median (absolute) phase shift of 10.3h 348

(CircaCompare, p<0.01); 86% shifted by at least 6h, and 58% by 10-12 h. Only 24 genes did not 349

shift in phase relative to the light cycle—notably, this includes Clock itself, as well as Helt and one 350

of the PAR-bZIPs (8136) (Fig. 5b); this list of genes overlaps with, but is not identical to, the 25 351

genes DE with respect to light. We found that just 10% (113 / 1116) of genes that were rhythmic in 352

both conditions shifted in phase relative to the temperature cycle (CircaCompare, p<0.01). We 353

identified 647 genes that shifted in phase by 10-12h relative to the light cycle and did not shift in 354

phase relative to the temperature cycle; these genes closely tracked the phase of the temperature 355

cycle and may be directly regulated by temperature. They were enriched for GO terms related to 356

transcription factor activity, and the KEGG terms “Mitophagy” and “Spliceosome” (S3 Table). 357

Since the function of circadian clocks is to orchestrate the coordinated expression of biological 358

processes on diel scales, we performed functional enrichment of rhythmic genes that peaked at 359

particular times of day using a sliding window approach (see Methods). This analysis revealed 360

dramatic changes to the expression of functionally-related genes, particularly genes that mediate 361

metabolic processes, during SC (Fig. 5e). Only a single GO or KEGG term, “Spliceosome”, was 362

enriched at the same time of day for both time series. Most terms that were enriched among aligned 363

rhythmic genes were not enriched at any time during SC. Under aligned conditions, GO and KEGG 364

terms related to macromolecule and protein metabolism were enriched in early morning (ZT0-3) and 365

lost enrichment under SC; “RNA transport” and “ubiquitin-mediated proteolysis” were enriched 366

in early night (ZT13-14) and lost rhythmicity under SC. Terms whose expression shifted from 367

day to night during SC included “transcription factor activity”, “vacuolar transport”, “hydrolase 368

activity”, “autophagy”, “mitophagy”, “ABC transporters”, and “mRNA surveillance pathway”; 369

“protein processing in ER” shifted from ZT10 to ZT4 (S3 Table). Some terms were only enriched 370

18

.CC-BY-NC-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted April 18, 2022. ; https://doi.org/10.1101/2022.04.11.487933doi: bioRxiv preprint 

https://doi.org/10.1101/2022.04.11.487933
http://creativecommons.org/licenses/by-nc-nd/4.0/


under SC: “DNA binding” and “Notch signalling pathway” in the early day, “helicase activity”, 371

“ATP binding”, and “GTPase activity” in mid-night, and several KEGG terms related to carbon 372

metabolism during the late day, including “Glycolysis” and “Pyruvate metabolism” (S3 Table). 373

During SC, the amplitudes of shared rhythmic genes (n=1116) were reduced by a median of 7.1% 374

(Wilcoxon, p=2 × 10−4; Figure D in S1 Appendix). This was primarily driven by a reduction in 375

amplitude of genes that followed the phase of the temperature cycle (n=647, see section “Rhythmicity 376

analysis”). These temperature-responsive genes had much higher amplitudes than other shared 377

genes across both time series (+16.4%), but during SC their amplitude was reduced by a median of 378

8.8% (Wilcoxon, p=7 × 10−4). The amplitudes of Align-specific and SC-specific genes did not differ 379

from each other (Wilcoxon, p=0.49), and were collectively 15% lower than the amplitudes of shared 380

rhythmic genes (Wilcoxon, p=2 × 10−16). Mean expression of shared rhythmic genes did not differ 381

during SC (p=0.9), but the expression of SC-specific genes was 18% lower than that of Align-specific 382

genes, during their respective time series (Wilcoxon, p=1 × 10−8; Figure D in S1 Appendix). The 383

net result was that the median expression level of rhythmic genes was 7.9% lower during SC. These 384

results suggests that there is a core set of genes that are robustly rhythmic under contrasting light 385

and temperature regimes, and follow the phase of the temperature cycle. However, these genes 386

oscillated more strongly when light and temperature cycles were aligned. 387

An estuarine organism like Nematostella could be influenced by circatidal rhythms, although 388

circatidal behavior rhythms are not consistently observed [37, 39]. We identified 268 genes with 389

significant 12h periods in aligned conditions and 440 in SC (RAIN, p<0.01), with 8 genes shared 390

between the two conditions (S1 Appendix; S2 Table). These genes were not enriched for any GO 391

terms. Although our sampling design (every 4h) is not well-suited to detect circatidal rhythms, it 392

seems that circatidal gene expression is less prominent than circadian gene expression in Nematostella, 393

in agreement with previous work [39]. 394

Comparison with light cycles at constant temperature 395

In order to assess how rhythmic gene expression during simultaneous light and temperature cycles 396

compares to gene expression during a light cycle at constant temperature, we re-analyzed a previous 397

study, Oren et al. (2015), that sampled Nematostella during an LD cycle at constant temperature 398

(23°C) [38]. We re-analyzed their raw data using the same software and methods as in the current 399

study, including mapping to the SimrBase genome. The phases of clock genes between [38] and the 400

current study are shown in Table 5, and this comparison is discussed in more detail in S1 Appendix. 401
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Briefly, core circadian genes (Clock, Helt, CIPC, cryptochromes, and PAR-bZIPs) had similar phases 402

in our Aligned time series and in Oren et al. (within 4h, the resolution of time points in both studies), 403

with the exception of Cry1b. There was little overlap between rhythmic genes overall: only 477 / 404

1498 (32%) genes rhythmic in Oren et al. (RAIN, p<0.05) had a p-value less than 0.05 in the current 405

study, and just 224 (47%) of these had phases within 4h of each other. Consequently, functional 406

enrichment of Oren et al. (2015) was also dissimilar to the current study (S3 Table)—only a single 407

KEGG term, “Spliceosome”, was enriched at the same time of day (ZT12-18). These differences 408

could certainly be due to the temperature cycle. However, Oren et al. used Nematostella derived 409

from a different population than the current study (Maryland versus Massachusetts), and differences 410

in other factors, such as diet and time of feeding, could also affect the rhythmic transcriptome. 411

Regardless of differences in clock output, which can be variable between tissues, conditions, and 412

populations, our re-analysis shows that core clock gene expression was not altered by the addition 413

of a temperature cycle in-phase with the light cycle. 414

Table 5. Comparison of phases of putative clock genes

Study Clock Helt CIPC PAR-
bZIP-a

PAR-
bZIP-c

Cry1a Cry1b Cry2

Current
study
(Aligned)

12.4 9.2 1.0 7.3 22.3 9.3 10.5 5.6

Current
study
(SC)

11.94 7.9 19.3 8.0 16.2 12.1 NA 21.8

Oren
et al.
(2015)*

10.9 7.3 23.4 5.3 19.4 7.9 NA 2.3

SimrBase
ID

6258 15017 4651 8136 8448 8109 8041 15282

JGI ID 160110 246249 245026 150375/ 39846 168581 106062 194898
87565

Phases estimated with CircaCompare. NA: below significance cutoff, phase not calculated. We used
a p-value cutoff of p=0.01 for the current study, and p=0.05 for [38] because of their small sample
size.

Network analysis 415

We used weighted gene co-expression network analysis (WGCNA) to identify gene modules with 416

similar temporal expression. First, we assessed how SC affected network topology and module 417

identity by comparing Align-specific and SC-specific networks constructed separately for genes 418
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rhythmic in each time series. Although we found that few GO and KEGG terms were shared 419

between modules in the two networks, we also identified some gene modules that were more robust 420

to SC than others, and the co-expression patterns of rhythmic genes were surprisingly well-preserved 421

in the SC network. Second, we constructed a Full network using all genes rhythmic in either time 422

series. In addition to identifying additional groups of co-expressed rhythmic genes, this approach 423

also revealed that rhythmic gene expression was less well-correlated both within and across modules 424

during sensory conflict. The timing of module expression in the Full network is shown in Fig. 6b, 425

the expression of select modules is shown in Fig. 6a, and the relationships between modules in all 426

three networks in shown in Fig. 6c. The expression of all modules in all networks is shown in S1 427

Appendix, and functional enrichment results are available in S3 Table. In the following section, 428

modules are referred to with color names, followed by an abbreviation indicating which network 429

they belong to. For example, the Blue module in the SC-specific network is Blue-SC, whereas the 430

Blue module in the Full network in Blue-F. 431

Genes in the Align-specific network (2868 genes, 39 samples) were assigned to 6 modules, with 432

889 genes (31%) unassigned. All module eigengenes—the first principal component of the module 433

expression matrix—were rhythmic (LSP, p<0.01). Modules with daytime peak expression were 434

enriched for processes related to translation, ribosomes, and nitrogen compound biosynthesis (Blue- 435

A); and transcription factor activity, vacuolar transport, and GTPase activity (Turquoise-A). A 436

module with peak expression at ZT12 was enriched for catabolic processes, including proteolysis 437

and RNA degradation (Yellow-A). Modules with night-time peak expression were enriched for ATP 438

binding, chaperone activity, chromatin organization, and the spliceosome (Brown-A); and “negative 439

regulation of cellular macromolecule biosynthetic process” (Green-A). Genes in the SC-specific 440

network (2440 genes, 39 samples) were assigned to 9 modules, with 1080 genes (44%) unassigned. 441

Modules with peak daytime expression were enriched for a single GO term, “ion channel complex” 442

(Black-SC); and the KEGG terms “Spliceosome” and “protein processing in the ER” (Blue-SC). A 443

module with peak expression in the late day was enriched for “protein folding” and several KEGG 444

terms related to carbon and amino acid metabolism, including glycolysis (Brown-SC). Modules with 445

peak night-time expression were enriched for proteolysis and peptidase activity (Pink-SC); terms 446

related to DNA repair (Red-SC); and transcription factor activity, endocytosis, mitophagy, and 447

autophagy (Turquoise-SC). 448

Cross-tabulating genes in each module across the two networks revealed that the majority of 449

genes in most modules were either arrhythmic or unassigned in the other network (Figure C in S1 450
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Figure 6. Network analysis identifies changes to rhythmically co-expressed gene modules. A) Expression
patterns of select modules in the full network. Black lines are Z-scores (difference from mean divided by standard
deviation) of the expression of each gene, and the colored line is the mean of those Z-scores. Left panels are Aligned
samples, and right panels are SC samples. Functional enrichment B) Phase distributions of modules genes in the Full
network during Aligned (left) and SC (right) conditions. Each line shows a smoothed density estimate of the phases of
rhythmic genes within that module, weighted by the -log10(p-value) from RAIN. C) Sankey plot showing gene overlap
between modules in the Align-specific (left), Full (middle), and SC-specific (right) networks. Height of module bars
represents the number of genes in that module, and the width of connections represents the number of shared genes.
Dark connecting lines indicate highly significant (p<1 × 10−5) overlap between Aligned and SC network modules.
Genes in grey modules are not shown. Color labels were assigned independently for each network (no inherent meaning).

Appendix). However, two modules in the Aligned network (Turquoise-A and Green-A) had strong 451

overlap with modules in the SC network (hypergeometric test, p<<1 × 10−5) and two other modules 452

had moderate overlap (Yellow-A and Red-A, p=1 × 10−4 and p=4 × 10−3). The Blue-SC module had 453

significant overlap with the Green-A module (p=6 × 10−28) and the Yellow-A module (p=9 × 10−4), 454

but these modules did not share any GO or KEGG terms. The Turquoise-SC module overlapped with 455

the Turquoise-A module (p=1 × 10−50) and the Red-A module (p=0.02); Turquoise-A and Turquoise- 456

SC shared the GO terms “vacuolar transport”, “DNA-binding transcription factor activity”, and 457

“GTPase activity”, and the KEGG terms “Endocytosis”, “Mitophagy”, and “Autophagy.” Finally, 458

the Yellow-SC module also overlapped with the Turquoise-A module (p=6 × 10−30), and shared 459
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the GO terms “regulation of transcription, DNA-templated,” “DNA-binding transcription factor 460

activity”, and “sequence-specific DNA binding.” From this analysis, we can see that genes that 461

perform certain functions, including endocytosis and transcription factor activity, maintained 462

temporally-coordinated expression during SC and shifted in phase “together”. However, just 25% 463

of GO and KEGG terms enriched among Aligned network modules were enriched in any SC 464

network module, which illustrates that SC substantially disrupted the rhythmic expression of many 465

functionally-related groups of genes. 466

We compared module preservation across the two networks in more detail using statistics that 467

quantify the preservation of underlying network properties (as opposed to cross-tabulation, which 468

only considers module assignments). Comparing the aligned and SC networks, we considered density- 469

based statistics—which test whether genes in a module remain densely connected to one other 470

in both networks—and connectivity-based statistics–which test whether the correlation patterns 471

between genes remain similar (see [55] for details). Significance was assessed with permutation tests 472

and summarized with Z-statistics (Z-density, Z-connectivity, and the average of the two, Z-summary), 473

with a Z-statistic of >10 indicating strong evidence of module preservation [55]. We also calculated 474

these statistics for a random sub-sample of genes from the Aligned network, the “Gold” module. 475

Using this approach, 5/6 modules in the Aligned network had strong evidence for preservation in the 476

SC network (Z-summary>10), and the sixth module (Red-A) had moderate evidence for preservation 477

(Z-summary=9.7; Table 6). Even the randomly sampled “Gold” module was strongly preserved by 478

this metric. However, there were differences between the density- and connectivity-based statistics. 479

Z-connectivity was actually highest in the Gold module, which represents the entire Aligned network. 480

This means that the preservation of connectivity between genes was a property of the entire network 481

and not of particular modules. This counter-intuitive result makes sense if we consider that one of 482

the major effects of SC was a phase shift of 12h. If two genes shift in phase by similar amounts, their 483

pairwise connectivity will be preserved, regardless of whether their connectivity was high or low to 484

begin with. Therefore, we suggest that connectivity was largely preserved between the two networks 485

because many genes shifted in phase by similar amounts. On the other hand, every module had 486

higher Z-density than the Gold module, meaning that genes in a particular module tended to remain 487

more densely connected in the SC-specific network than random pairs of rhythmic genes. This 488

suggests that Z-density is a more appropriate measure of module preservation than Z-connectivity 489

in this case. By this metric, Turquoise-A was the best-preserved module—which matches the 490

cross-tabulation results (Fig. C in S1 Appendix)—followed by Brown-A, Blue-A, Green-A, Yellow-A, 491
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and finally Red-A (Table 6). To summarize, genes that were well-connected in the Aligned network 492

remained generally well-connected during SC, genes that were not well-connected remained poorly 493

connected, and genes co-expressed in the same module remained more densely connected than 494

random pairs of genes. 495

Table 6. Preservation statistics of modules identified in the Aligned network, assessed in the SC
network

Module Z-summary Z-density Z-connectivity
Gold 22.3 13.4 31.1
Grey 9.8 4.9 14.8
Blue 24.2 29.0 19.4
Brown 26.5 33.0 20.1
Green 18.9 27.8 10.1
Red 9.7 13.8 5.6
Turquoise 34.4 49.8 19.0
Yellow 16.8 22.7 11.0

The “Gold” module is a random sub-sample of 1000 genes from the Aligned network; the “Grey”
module is rhythmic genes that were not assigned to any module in the Aligned network.

The high preservation of connectivity and density patterns between rhythmic genes during SC 496

may seem surprising given that the overlap between modules in the two networks was limited (Fig. 497

6c; Fig. C in S1 Appendix). However, these statistics only test whether preservation is higher than 498

would be expected between random pairs of genes chosen from the SC network; we show below that 499

connectivity pattern were in fact weakened during SC. Rhythmicity can also be disrupted even if 500

connectivity is preserved. For instance, the Blue-A and Brown-A module eigengenes lost rhythmicity 501

in the SC samples (Figure E in S1 Appendix; LSP p>0.1), meaning that the rhythmicity of genes in 502

these modules was disrupted by SC, although they remained well-connected to one another. 503

Connectivity patterns were weakened during SC, even though they were not totally disrupted. 504

In the Full network (4192 genes, 78 samples), rhythmic genes were assigned to 14 modules, with 505

932 genes (22%) unassigned. The correlation between genes and their respective eigengene (kME) 506

was reduced by a median of 5.6% during SC across all modules (Wilcoxon, p=6 × 10−15), and 507

intramodular connectivity (kIM), a measure of co-expression with other genes in the same module, 508

was reduced by 23% (Wilcoxon, p<2 × 10−16). The proportion of each gene’s expression variance 509

explained by eigengene expression (propVar) was also lower in SC samples (Wilcoxon, p=1 × 10−11), 510

with a median reduction of 8.2%. These metrics (kME, kIM, and propVar) were significantly lower 511

during SC whether they were calculated for all genes assigned to a module (n=3260), only for 512

assigned genes rhythmic in their respective time series (n=2417 and n=1893), or only for assigned 513
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genes rhythmic in both time series (n=1050). Broken down by module, 5 modules containing 1702 514

genes (Turquoise-F, Red-F, Black-F, Green-F, and Pink-F) had lower kME, kIM, and propVar 515

during SC (Wilcoxon, p<0.05), while 3 modules containing 648 genes had higher values (Blue-F, 516

Purple-F, Magenta-F); Greenyellow-F (74 genes) had higher kME and kIM, with no difference in 517

propVar. The remaining modules had no significant differences. These metrics are density statistics 518

that describe the “tightness” of gene expression within modules, and would be maximized if all genes 519

in a module were perfectly correlated with one another. Therefore, module density was generally 520

weaker during SC. Some modules did gain tighter expression during SC, but they contained fewer 521

than half as many genes as modules that became less densely-expressed. The connectivity of each 522

gene to all other genes in the Full network (kTotal) was median 12% lower during SC (Wilcoxon, 523

p<1 × 10−15). If calculated separately for the two condition-specific networks, kTotal was 31% lower 524

during SC, and kIM was 43% lower (Wilcoxon, p<1 × 10−15). Together, these results show that 525

rhythmic gene expression was less well-correlated both within and across modules during SC. 526

Half (7/14) of the module eigengenes were robustly rhythmic in both time series; these modules 527

contained 49% of rhythmic genes, and all shifted in phase by 10-12 hours during SC. In other words, 528

the only modules to maintain strong rhythmicity during SC all closely followed the temperature cycle. 529

Two of these modules were negatively correlated with temperature (linear model, p<0.05) and shifted 530

from daytime expression during aligned conditions to night-time expression during SC. The Brown-F 531

module (n=341) was enriched for transcription factor activity, and its promoters were strongly 532

enriched for bZIP binding motifs (HOMER, p=1 × 10−13). The Turquoise-F module (n=614) was 533

enriched for many terms related to autophagy and endocytosis, as well as mRNA surveillance and 534

nucleoside-triphosphatase activity; Turquoise-F promoters were also enriched for bZIP binding 535

motifs (HOMER, p=1 × 10−8). Two other modules shifted from daytime to night-time expression, 536

but were not directly correlated with temperature because they peaked at the mean temperature. 537

The Tan-F module (n=61) was enriched for ATP hydrolysis activity and ABC transporters, and the 538

Salmon-F module (n=55) was enriched for serine-type endopeptidase activity and its promoters 539

were (marginally) enriched for ETS binding motifs (HOMER, p=1 × 10−5). The Black-F (n=298), 540

Blue-F (n=359), and Yellow-F (n=327) modules were positively correlated with temperature and 541

shifted from expression during the early night under Aligned conditions to daytime expression during 542

SC. Black-F was enriched for terms related to protein processing and catabolism, RNA metabolism, 543

chromatin organization, and DNA replication and repair. Blue-F was enriched for “Spliceosome”, 544

“protein processing in ER”, and “Butanoate metabolism.” Yellow-F was enriched for regulation of 545
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transcription, protein dimerization activity, and Notch signalling. 546

Two module eigengenes lost rhythmicity under SC (LSP, p<0.01 for Align and p>0.05 for 547

SC), Green-F and Pink-F. The Green-F module (n=302) was enriched for GO terms related 548

to RNA metabolism, protein transport, and regulation of gene expression, and contained the 549

Clock gene. Green-F module promoters were enriched for putative binding motifs with unknown 550

function (HOMER, p=1 × 10−10). The Pink-F module (n=189) was enriched for the KEGG 551

term “Sphingolipid metabolism”. The Red-F module (n=299) was marginally rhythmic under 552

SC (LSP, p=0.019), and advanced in phase by 8h (Fig. 6b). This module was enriched for 553

proton transmembrane transport and terms related to translation. Two module eigengenes gained 554

rhythmicity under SC, Purple-F (n=101) and Greenyellow-F. Purple-F was enriched for thiamine 555

and purine metabolism, and its promoters were enriched for helix-turn-helix (HTH) binding motifs 556

(HOMER, p=1 × 10−5). The Cyan-F (n=52) and Magenta-F (n=188) modules were marginally 557

rhythmic in Aligned conditions (HOMER, p<0.02), and shifted in phase by 4h and 8h, respectively, 558

during SC. Cyan-F was enriched for the KEGG terms “glycolysis” and “TCA cycle”, but this 559

enrichment was driven only by two genes, both of which were annotated as phosphoenolpyruvate 560

carboxykinases (PEPCK) S2 Table. Cyan-F module promoters were enriched for SOX binding 561

motifs (HOMER, p=1 × 10−10). Magenta-F was enriched for terms related to protein catabolism, 562

oxidoreductase activity, and RNA transport. 563

Discussion 564

We show here that temperature cycles drive and entrain circadian behavior in the cnidarian 565

Nematostella vectensis, and explore how the relationship between simultaneous light and temperature 566

cycles affects rhythmic behavior and gene expression. Circadian behavior was disrupted, although 567

not completely abolished, under large degrees of sensory conflict (SC), such as when light and 568

temperature cycles were in antiphase to one another. This points to limits of the clock’s ability to 569

integrate information from conflicting environmental signals, and indicates that neither zeitgeber 570

completely dominates the other. Gene expression rhythms were also dramatically altered by SC. 571

Surprisingly, only a small number of genes directly responded to light, whereas several hundred 572

genes directly followed the temperature cycle, and many other genes lost or gained rhythmicity. 573

The net result of these transcriptomic changes was that the temporal expression of metabolic 574

processes was substantially altered; for instance, genes related to autophagy and endocytosis shifted 575
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in phase following the temperature cycle, while genes related to ribosome and protein metabolism 576

lost rhythmicity. The effects observed here are not acute responses to transient environmental 577

disruptions, but chronic changes measured after weeks of exposure and acclimation to SC. 578

Temperature cycles 579

Temperature cycles drive and entrain circadian locomotor behavior in Nematostella. Temperature 580

cycles can introduce artifacts due to temperature stress or sudden jumps in temperature, but we 581

avoided these issues by testing two ramped, gradually-changing temperature cycles (8–32 °C and 582

14–26 °C) within the range of diel variation experienced by the source population of experimental 583

animals [39, 56]. Temperature-entrained free-running rhythms are detectable but apparently not 584

very robust; however, the proportion of free-running individuals was comparable to light-entrained 585

free-running rhythms from a previous study (35% vs. 33%) [39], suggesting that free-running rhythms 586

are simply weak in Nematostella in general. Nonetheless, this further supports the near-universal 587

ability of circadian clocks to entrain to environmental temperature cycles. 588

Effects of simultaneous light and temperature cycles on behavior 589

Nematostella exhibited robust circadian rhythms in locomotor behavior during aligned light 590

and temperature cycles, and rhythmic behavior remained in phase with the light cycle up to 591

approximately 8h of offset between zeitgebers (Fig. 3a). Given that white light exerts strong direct 592

effects on behavior in Nematostella, masking free-running locomotor rhythms [38,39] and inducing 593

rapid contraction of the body and tentacles (Personal obs.), we wondered whether Nematostella 594

would simply synchronize their behavior to the light cycle to the exclusion of temperature. This was 595

not the case. During 10-12h SC, rhythmicity was disrupted and Nematostella were specifically more 596

active during lights-on, which is normally a period of reduced activity (Fig. 3c). Overall, light was 597

more important than temperature for setting the phase of locomotor rhythms under most conditions, 598

but there was no clear relationship between either zeitgeber and the phase of free-running rhythms 599

(Fig. 3d). The alteration of free-running behavior during SC demonstrates that temperature cycles 600

and light cycles interact to influence endogenous rhythms. 601

In Drosophila, behavioral rhythms become abnormal and “plateau”-like under intermediate (6h) 602

degrees of SC, which is accompanied by the breakdown of central clock oscillations, but behavioral 603

rhythms and central clock oscillations preferentially synchronize to light under 12h misalignment [4]. 604

On the other hand, Drosophila peripheral clock oscillations seem to preferentially entrain to light 605
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under all conditions [22]. In this sense, Nematostella’s behavior was more like the Drosophila central 606

clock, because behavior was disrupted under some conditions rather than simply following a single 607

zeitgeber. 608

Rhythmic behavior is the result of direct (e.g. acute responses to light) and indirect (e.g. 609

entrainment of the circadian clock) effects of environmental signals, which can result in non-linear 610

behavioral responses. When light and temperature cycles were offset by 12h, behavioral rhythms 611

during the cycles were actually weaker than free-running rhythms, which indicates a masking effect. 612

More specifically, entrainment to 12h SC weakened, but did not abolish, free-running circadian 613

rhythms, and rhythms were further disrupted by conflicting light and temperature cycles. Conversely, 614

when light and temperature were offset by 6h, free-running rhythms were profoundly disrupted 615

and there was roughly normal rhythmic behavior during the cycles (Fig. 3a). This shows that 616

environmental cycles can drive rhythmic behavior even if the clock itself is disrupted. Although it is 617

intuitive that behavioral rhythms should gradually diminish as SC increases, which was the case 618

for cycling conditions, it is not obvious why free-running rhythms were weaker during 6h and 10h 619

SC than 8h and 12h. Understanding this non-linear behavior will probably require untangling the 620

molecular pathways that connect light and temperature to the clock. 621

Implications for putative core clock genes 622

We have little functional information about the molecular architecture of cnidarian clocks. In 623

addition to orthologs of Clock and Cycle, Nematostella possesses several genes that are suspected to 624

have central roles in circadian regulation because of their homology to bilaterian clock genes and 625

their strong rhythmicity across multiple studies [38, 39, 41]. Candidate negative regulators of Clock 626

include Helt, CIPC, Cry2, and PAR-BZIP-c, while other cryptochromes (Cry1a and Cry1b) are 627

candidate photosensors, and another PAR-bZIP (PAR-bZIP-a) may be an activator of Clock [40]. 628

All of these genes, except for Cry1b, were strongly rhythmic during both aligned and SC conditions, 629

consistent with their apparent importance in Nematostella’s circadian rhythms. Specifically, our 630

data support the hypothesis that Cry2 is involved in the core clock, because its rhythmic expression 631

can be driven by both light and temperature cycles, while rhythmic expression of Cry1a and Cry1b 632

appears to be driven only by light cycles. This is consistent with previous observations that Cry1a 633

and Cry1b expression is strongly induced by blue light [41,57], although we note that these genes are 634

not homologous to bilaterian Type-I photosensor cryptochromes [47]. In addition, since the phase of 635

Cry1a shifted by ∼3h during SC, and Cry1b lost rhythmicity, their expression was also influenced 636
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by factors other than direct effects of light. Overall, misalignment between light and temperature 637

cycles did not disrupt oscillations of putative core clock genes. Clock, Helt, and PAR-bZIP-a were 638

among two dozen genes that did not shift in phase relative to the light cycle, while the phases of 639

3 putative repressors of CLOCK activity (CIPC, Cry2, and PAR-bZIP-c) advanced in phase by 640

5-8h under SC. If any of these genes do in fact regulate clock activity, their phase shifts could alter 641

the timing of CLOCK-mediated transactivation activity, and thus downstream gene expression and 642

behavior, without changing the expression of Clock itself. 643

Surprisingly, we found that Clock mRNA did not oscillate during a temperature cycle, although 644

rhythmic behavior did occur (Fig. 2). Clock was one of only a few genes to be strictly in-phase 645

with the light cycle during SC; also, Clock expression is induced by blue light and not green light, 646

although green light drives normal rhythmic behavior [57]. Taken together, the evidence suggests that 647

rhythmic Clock expression is entirely driven by (blue) light and is not required for rhythmic behavior. 648

This raises questions about how Nematostella TTFL’s are regulated by light and temperature. We 649

are not aware of any other system in which Clock mRNA oscillates in response to one zeitgeber 650

and not another (Clock oscillates during both light and temperature cycles in Drosophila [58] and 651

fish [16, 59], and Cycle/Bmal does the same in mammals [60]), although circadian rhythms can 652

persist when Clock cycling is genetically abolished in Drosophila [61]. The mechanisms by which 653

light and temperature regulate Clock thus likely differ from bilaterian model systems. It is possible 654

that Clock exhibits temperature-driven rhythms in a subset of cells, or that temperature acts on 655

Clock activity at a level other than transcription. Strictly speaking, we do not even know whether 656

Clock is required for circadian rhythms in Nematostella. 657

Global patterns of gene expression during SC 658

To our knowledge, this is the first study of transcriptome-wide gene expression during SC in 659

any organism. Having observed that 12h SC resulted in the disruption of rhythmic locomotion, 660

we had expected that, perhaps, Nematostella would simply have fewer rhythmic genes during SC. 661

This would be consistent with circadian dysregulation in cavefish, which have evolved in arrhythmic 662

environments and have fewer rhythmic transcripts than surface populations [62]. The imposition 663

of arrhythmic feeding regimes also reduces the number of rhythmic transcripts in mouse liver [63]. 664

However, we observed only slightly fewer rhythmic genes under SC (2440 vs. 2868), of which less 665

than half were shared with rhythmic genes during aligned zeitgeber cycles. In other words, while 666

many genes did lose rhythmicity during SC, several hundred genes in turn gained rhythmicity. It 667
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is unclear whether the rhythmicity of most genes that uniquely cycle under SC is unimportant, 668

deleterious, or serves some sort of homeostatic function; however, SC-specific genes had slightly 669

lower mean expression than Align-specific genes. The phase distribution of circadian transcripts was 670

bimodal during both aligned and SC conditions, as in many other systems (e.g. [62, 64–66]). Genes 671

with phases during the two transcriptional “peaks” (ZT0-6 and ZT12-18) were less likely to lose 672

rhythmicity during SC (38% lost rhythmicity compared to 53% of other genes; Chi-squared test, 673

p<2 × 10−16), suggesting that rhythmic gene expression during these windows is somehow more 674

robust. 675

Daily temperature cycles are much stronger regulators of gene expression than light cycles in 676

Nematostella, in the sense that many more genes directly followed the phase of the temperature 677

cycle than the light cycle. We were surprised that just 25 genes responded directly to light, given the 678

strong acute effects of light on behavior. Our results are consistent with observations in Drosophila 679

that a large portion of the transcriptome is directly regulated by diel temperature cycles, presumably 680

an important response to short-term temperature variability for ectothermic animals [50]. However, 681

it is possible that some temperature-responsive genes are not only directly driven by temperature, 682

but are regulated through the clock. This is supported by the observation that the amplitude of 683

temperature-responsive genes was reduced during SC. Additionally, temperature-responsive genes 684

were enriched for transcription factor activity and metabolic processes such as autophagy, ABC 685

transporter activity, and mRNA metabolism, all of which are processes known to be under clock 686

control in other animals [67–69]. 687

Circadian clocks are key regulators of metabolic homeostasis; this coordination of metabolic 688

processes is generally considered adaptive because metabolite levels are optimized for periods of 689

high and low energy demand throughout the day [67,70]. Misalignment of light and temperature 690

cycles caused substantial changes to the expression of genes that mediate cellular metabolism in 691

Nematostella, which is likely to have bioenergetic consequences. For example, ribosome biogenesis is 692

one of the most energy-intensive cellular processes [71] and is probably optimized by the circadian 693

clock to occur when energy is most available [72]. Ribosomal genes in Nematostella were strongly 694

rhythmic under aligned conditions and lost rhythmicity during SC. Genes related to endocytosis, 695

vacuolar transport, and autophagy, which mediate protein and organelle degradation and are critical 696

for cellular homeostasis [67, 73], maintained rhythmic expression during SC but shifted in phase 697

by 12h. Since all animals were fed at the same time during the entrainment period, SC changed 698

the timing of these processes in relation to feeding, and thus the period of peak energy availability 699
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(animals were not fed for 48h during the sampling time points, so the observed gene expression 700

patterns were not directly affected by time of feeding). We also observed a 12h phase shift for 701

mitophagy genes; mitophagy regulates the number of mitochondria in response to cellular energy 702

requirements [74], so changes in mitophagy could affect mitochondrial function and respiration. 703

Finally, genes related to glucose metabolism gained rhythmic expression during SC, suggesting 704

that clock dysregulation altered the expression of glucose regulatory genes. Both mitophagy and 705

gluconeogenesis are impaired in mammalian clock knockout models [75]. In general, metabolic 706

and circadian regulatory networks are tightly connected, and Nematostella clearly experienced 707

dramatic perturbations to metabolic gene expression during SC. Although we only measured mRNA 708

expression here, the downstream activity of processes like autophagy and ribosome biogenesis are 709

controlled, at least in part, by rhythmic transcript expression [72,76]. The potential disruption of 710

metabolic homeostasis during SC could have deleterious consequences for Nematostella. Changing 711

time of feeding to conflict with circadian rhythms can negatively impact reproductive fitness [77], 712

and disruption of clock function (through knockouts or environmental perturbations) is linked to 713

various metabolic diseases in the context of mammalian models and human health (e.g. [78–81]). 714

It is important to keep in mind that RNA abundance is a steady-state product of transcription 715

and degradation. As such, rhythmic RNA levels can be produced by rhythmic transcription, 716

rhythmic degradation, or both [82]. In fact, post-transcriptional regulation may be critical for 717

the rhythmic expression of most genes: in mammals, more than 70% of mRNAs with rhythmic 718

expression are not rhythmically transcribed [83]. Clocks can mediate RNA editing and splicing [69], 719

and temperature rhythms are also associated with alternative splicing programs [84]. Consistent 720

with this, we observed changes to genes that mediate RNA metabolism, including the spliceosome. 721

Therefore, gain or loss of rhythmic mRNA expression could be caused by rhythmic variation in 722

splicing, polyadenylation, regulation by microRNAs, or any other post-transcriptional process [85]. 723

Similarly, RNA expression of core clock genes is only one snapshot of a multi-level process that 724

forms the TTFL, with post-transcriptional regulation, protein expression, and post-translational 725

regulation all playing critical roles in the regulation and output of molecular clocks [44, 45, 86]. 726

Protein turnover is a major process subject to circadian regulation [87], and the loss of rhythmic 727

expression of ribosomal genes and translation initiation factors, in conjunction with changes to 728

autophagy and proteasome components, likely has wide-ranging effects on global protein expression 729

and could alter the expression of proteins that are not themselves regulated by the clock. 730

Co-expression network analysis revealed that higher-order relationships between rhythmic genes 731
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were also affected by SC. Although the underlying co-expression network structure was somewhat 732

preserved (meaning that genes with correlated expression under aligned conditions tended to remain 733

correlated with one other during SC), rhythmic genes were much less well-correlated to one another 734

during SC overall, and eigengene expression explained less of rhythmic expression variance. Thus, SC 735

weakened the relationships between rhythmic genes. Network analyses confirmed that temperature 736

cycles were the dominant driver of rhythmic gene expression, as the only modules to maintain strong 737

rhythmicity during both aligned and SC conditions all followed the phase of the temperature cycle 738

(no module was strongly rhythmic in both conditions and shifted in phase by less than 10 hours). 739

Subsets of genes that may normally peak in expression at the same time of day respond differently 740

to SC, indicating different modes of regulation and divergent responses to environmental stimuli. This 741

is illustrated by the fact that some co-expression modules in the Aligned network were “split” into 742

multiple modules in the Full network (e.g. Blue-A; Fig. 6c). Some modules identified across normal 743

and disrupted clock conditions were enriched for putative binding motifs, suggesting regulation 744

by shared mechanisms. Promoters of the Green-F module, containing Clock, were enriched for 745

putative binding motifs with unknown function. This module lost rhythmicity under SC, meaning 746

that although Clock itself maintained rhythmic expression, many genes co-expressed with Clock 747

did not. The Brown-F module was expressed in antiphase to Green-F under aligned conditions 748

and contained CIPC and PAR-bZIP-c, which are putative negative regulators of Clock activity. 749

The largest module, Turquoise-F, was enriched for autophagy genes. Promoters of both Brown-F 750

and Turquoise-F were enriched for bZIP binding motifs; bZIP motifs were also enriched among the 751

promoters of genes that were rhythmic in both aligned and SC condition, and various groups of genes 752

identified in our differential expression analysis. Therefore, binding by bZIP transcription factors 753

may regulate the transcription of multiple groups of rhythmic genes. PAR-bZIP proteins regulate 754

clock output pathways in both mammals [88] and Drosophila [89] (where they are necessary for 755

rhythmic locomotor activity), but are not necessary for function of the clock itself [61]. Promoters of 756

other modules were enriched for HTH motifs (an extremely broad class of DNA-binding domains [90]), 757

ETS motifs (a type of HTH motif [91]), and SOX motifs. SOX genes are involved in circadian 758

regulation in mammals, where SOX2 is necessary for light entrainment and locomotor rhythms [92]. 759

In our data, a Nematostella SOX gene annotated as a Sox2 (NVEC200 010205) was rhythmic and 760

shifted in phase by 12h (S2 Table). In summary, bZIP, and possibly SOX, family transcription 761

factors may regulate circadian gene expression in Nematostella, in addition to bHLH transcription 762

factors such as Clock, Cycle, and Helt. 763
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Enrichment analysis also identified modules that appear to mediate processes known to play roles 764

in bilaterian circadian rhythms. This includes chromatin organization (Black-F module, [93]), purine 765

metabolism (Purple-F module, [94, 95]), and oxidoreductase activity (Magenta-F module, [96]). 766

Green-F genes were enriched for GO terms related to protein transport, RNA metabolism, and 767

methyltransferase and histone activity, suggesting roles in the regulation of gene expression (Clock 768

itself is a histone acetyltransferase [97]). Broadly speaking, many processes under circadian control 769

in bilaterian animals are also rhythmically expressed, and in many cases perturbed by SC, in 770

Nematostella. This is perhaps unsurprising because nearly all cellular processes are connected to 771

circadian rhythms in some way. 772

What causes sensory conflict? 773

Although we are limited by lack of knowledge of the molecular pathways that mediate light and 774

temperature inputs and control locomotion in Nematostella, one possible framework for understanding 775

disruption of circadian rhythms by SC is that clocks in different tissues respond differently to light 776

and temperature. In bilaterians, it is tempting to imagine that differential responses of central 777

and peripheral clocks to zeitgebers underlie clock disruptions, as these clocks can differ in their 778

responses to SC when considered separately [4, 22]. We found that SC disrupts organism-level 779

behavior in an animal without a brain, meaning that it is not necessary to invoke desynchronization 780

of central and peripheral clocks to explain SC. However, we do not suggest that Nematostella are 781

simple or homogeneous at the tissue level: they certainly have, for instance, many different neuronal 782

subtypes [98], and may possess spatially distinct clocks in different cells. In fact, such heterogeneity 783

exists within Drosophila central clocks, where distinct neuron populations have different sensitivities 784

to light and temperature [21]. Although desynchronization of tissue-specific oscillators may well 785

contribute to organism-level effects of SC, dissociation of clock gene expression can occur even within 786

single cells [99]. The broader question of whether behavioral disruptions result from disruption to 787

individual clocks, or desynchronization between multiple clocks distributed throughout the body, 788

remains. 789

Future directions 790

The use of two zeitgeber cycles introduces an explosion of possible experimental designs, so we 791

had to make several choices related to the design of sensory conflict experiments. Although our 792

experimental results support the choice to align the coldest point of the temperature cycle with 793
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lights-on, the precise choice of a reference relationship between zeitgeber cycles is arbitrary because 794

we lack prior knowledge of how the phase of a zeitgeber relates to the phase of the clock [4]. We also 795

chose to release animals into the mean temperature, 20 °C, and it is possible that other free-running 796

temperatures could influence behavior. For example, the temperature of release into free-running 797

affects the phase of eclosion rhythms in flies [19]; we do not know whether an analogous phenomenon 798

affects Nematostella’s behavioral rhythms. There is a great deal of room for future experiments to 799

test specific manipulations of zeitgebers and their inter-relationships, including different temperature 800

ranges, free-running temperatures, and relative times of release into free-running. 801

Our RNA-seq data provide a first look at gene expression responses to light and temperature 802

cycles, but cannot distinguish transcriptomic changes due to the circadian clock from those caused 803

by direct effects of temperature. It will be interesting in the future to specifically measure thermally- 804

entrained gene expression rhythms, and free-running rhythms following sensory conflict. It is also 805

likely that future single-cell studies will identify distinct rhythmic clock outputs across cnidarian 806

tissues and cell types, and these may exhibit distinct responses different zeitgebers. Finally, there 807

is a need to clarify the molecular architecture of the cnidarian circadian clock through functional 808

studies in order to better understand how light and temperature interact to control gene expression 809

and behavior. 810

Conclusion 811

Light and temperature cycles both entrain circadian locomotor behavior in Nematostella vectensis. 812

When these two zeitgebers are in phase with one another, they act synergistically to drive robust 813

nocturnal behavior, and nocturnal rhythms occur even when the phases of light and temperature 814

cycles differ by up to 8h. However, when phases differ by 10-12h, behavior becomes disrupted and 815

arrhythmic on average. Some individuals maintain circadian behavior even under extreme sensory 816

conflict, but their phases are not synchronized. These data provide a first look at how the circadian 817

clock of a non-bilaterian animal integrates information from multiple zeitgebers, and show that 818

neither light nor temperature is a totally dominant entraining cue. After weeks of exposure to 819

sensory conflict, the transcriptome showed several signatures of disrupted rhythmic gene expression, 820

including gain and loss of rhythmic genes and the weakening of co-expression patterns. Overall, 821

temperature was a much stronger driver of gene expression than light in our study. It seems that, 822

rather than simply reducing the number of rhythmic transcripts, sensory conflict causes turnover in 823
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the identities of rhythmic genes and alters the relative timing of expression between them; these 824

changes lead to the disruption of co-expressed, functionally related groups of genes, and ultimately 825

to disrupted behavior at the organismal level. 826

Materials and methods 827

Animal culture 828

Animals used in this study were adult anemones of mixed sex. The laboratory population was 829

originally collected from Great Sippewissett Marsh, MA USA and maintained in the laboratory 830

for several generations. Nematostella were kept in glass water dishes containing half-strength 831

1 µm-filtered seawater (from Buzzards Bay, MA), diluted 1:1 with distilled water to a salinity of 832

approximately 16. Water was changed weekly. Prior to acclimating to experimental conditions, 833

anemones were kept at room temperature (18 °C) and fed brine shrimp nauplii four times per week. 834

Behavioral experiments 835

Anemones were acclimated within an incubator to the appropriate light and temperature regime 836

for a given experiment for a minimum of two weeks prior to behavioral monitoring. They fed as 837

described in the previous section during the acclimation period, but not during behavioral monitoring. 838

A schematic of the experimental design is given in Fig. 1. 839

In the first set of experiments, Nematostella were kept in gradually changing (ramped) 24h 840

temperature cycles in constant darkness. To produce the temperature cycle, the incubator was 841

programmed such that the water temperature (not the air temperature) reached the desired 842

temperature on the hour, which was monitored with HOBO temperature loggers. Some experiments 843

were performed with a 14–26 °C temperature cycle (changing by 1 degree per hour), and some with 844

an 8–32 °C temperature cycle (2 degrees per hour). We defined the coldest point of the temperature 845

cycle as ZT0. For the 14–26 °C cycle, ZT0 occurred at 6am EST, or 7am EDT. For the 8–32 °C cycle, 846

ZT0 occurred at 3am EST. Animals were fed with the aid of a dim red-light headlamp (Nematostella 847

behavior is most sensitive to blue light and least sensitive to red light [41,57]). 848

Acclimation to sensory conflict (SC) experiments was similar, except that the incubator was also 849

programmed with a 12:12 light-dark cycle. All SC experiments used the 14–26 °C temperature cycle. 850

The main population of anemones was maintained in an incubator with an “aligned” light and 851

temperature cycle, such that ZT0 corresponded to lights-on and the coldest part of the temperature 852
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cycle. ZT0 occurred at 6am EST/7am EDT. For other experimental groups, anemones were 853

transferred from the aligned incubator to a second incubator where the temperature cycle was 854

shifted by some amount relative to the light cycle. Therefore, each experimental group in the SC 855

experiments was maintained in aligned light and temperature cycles prior to acclimating to the 856

SC experimental conditions. In addition to the aligned cycles, we tested 6 light and temperature 857

regimes in which the phase of the temperature cycle was delayed relative to the light cycle in a 2-h 858

increment. The 7 experimental regimes were: aligned, 2-h offset, 4-h offset, 6-h offset, 8-h offset, 859

10-h offset, and 12-h offset. For these experiments, ZT0 always corresponds to lights-on, so the 860

phase of the temperature cycle is defined relative to the light cycle. For instance, a 6-h offset means 861

that the coldest point of the temperature cycle occurred at ZT6 (Fig. 1b). Behavioral monitoring 862

(below) was performing during both cycling and free-running conditions, resulting in a total of 14 863

experimental groups each with n=24 anemones (one group had n=36). 864

After acclimating to the experimental conditions, behavior was monitored using Noldus Daniovi- 865

sion observation chambers equipped with infrared-sensitive cameras (DVOC-0040, Noldus Information 866

Technology). Anemones were fed the day before each behavioral trial. A few hours after feeding, 867

12 anemones were transferred to individual wells of two 6-well plates and left in the incubator 868

overnight. This was done to avoid directly handling the animals at the start of the experiment. 869

At the start of each trial, the 6-well plates were placed into two Noldus chambers. In order to 870

control the temperature during behavioral monitoring, a custom flow-through water system was 871

constructed. A separate tank was heated and cooled using an aquarium heater and cooler connected 872

to a programmable temperature controller. This water was then flowed around the plate inside the 873

observation chamber using aquarium pumps, and water temperature was monitored with iButton 874

temperature loggers. As before, the temperature controller was programmed such that the water 875

temperature, not air temperature, reached the correct temperature at the correct time. 876

During the temperature cycle experiments, animals were transferred to the Noldus chambers 877

at ZT6 (14–26 °C), or ZT8-10 (8–32 °C). Trial lengths ranged from 69-73 hours. For the 14–26 °C 878

cycle, the free-running temperature was 20 °C, which was held constant beginning at ZT6. For the 879

8–32 °C cycle, the free-running temperature was 24 °C, beginning at ZT8. 880

For the sensory conflict experiments, each trial began at ZT6 (12pm EST/1pm EDT), and was 881

recorded for 78 h. For free-running trials, the free-running period began at ZT12, 6 h after the start of 882

recording; these time series thus had a length of 72 h. It was necessary to release groups into constant 883

temperature (20 °C) at different times because the relationship between light and temperature cycles 884
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was different for each group (see Fig. 1b; the beginning of free-run per se, meaning lights-off and 885

20 °C, was the same for every group). This was necessary to avoid sudden jumps in temperature, 886

and a similar approach was used in [22]. Videos were recorded with a framerate of 2 frames per 887

second. 888

qRT-PCR 889

Anemones were maintained in a 8–32 °C temperature cycle in constant darkness (as described 890

above) and sampled every 4 h over 48 h (13 time points), beginning at ZT12 (3pm EST). In parallel, 891

another group of animals was moved to constant temperature (24 °C) at ZT8 (11:00 h) and were then 892

sampled at the same time points as the cycling group (ZT12, etc.). Four biological replicates were 893

sampled at each time point, and each replicate consisted of three pooled individuals. Total RNA 894

was extracted using the Aurum Total RNA Fatty and Fibrous Tissue Kit (Bio-Rad) following the 895

manufacturer’s protocol with DNAse treatment. RNA quality and concentration was checked with a 896

NanoDrop spectrophotometer. Any libraries with low 260/230 ratios (< 1.8) or low concentration 897

were re-purified using a Zymo RNA Clean and Concentrator kit. All RNA libraries were then 898

diluted to 20 ng µL−1 and reverse transcription was performed with an iScript cDNA synthesis kit 899

(Bio-Rad). 900

Primers for five genes—Clock, Cry1a, Cry1b, Cry2, and Helt—were ordered from Thermo Fisher 901

and diluted to a working concentration of 10 µM. Primer sequences are given in Table A in S1 902

Appendix. Quantitative PCR (qPCR) was performed with iTaq Universal SYBR Green Supermix. 903

The 20 µL reaction mixture was as follows: 10 µL Supermix, 8 µL nuclease-free water, 1 µL cDNA, 904

and 0.5 µL each of forward and reverse primers. All samples for a given prier pair were performed 905

on a single 96-well plate. Annealing temperatures were tested with a gradient for each primer pair 906

followed by a melt curve analysis. 60 °C was chosen as the annealing temperature because it resulted 907

in the lowest Cq values with specific amplification. The thermocycler was programmed as follows: 908

95 °C for 3 min, 40 cycles of 95 °C for 10 s and 60 °C for 30 s, followed by a melt curve analysis. 909

Quantitative PCR data analysis was performed with LinRegPCR [100], which estimates starting 910

cDNA quantities by regressing the log-linear phase of the PCR curve. We excluded a total of 911

three samples from further analysis because several genes failed to amplify. Gene expression was 912

normalized using the NORMA-Gene algorithm [101]. Rhythmicity was tested with Lomb-Scargle 913

periodograms (LSP) implemented in the R package ’lomb’ v2.0, with periods between 20-28 h. 914

Significance was assessed with n=2000 permutations, with a slight modification to the default 915
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’randlsp’ command. Since each time point contained replicates, all 49 data points (3-4 replicates 916

x 13 time points) were shuffled, and then the mean time point values were re-calculated for the 917

permuted data. In contrast, the default behavior of ’randlsp’ is to simply shuffle the original mean 918

time points. 919

RNA extraction and sequencing 920

Anemones were either maintained in aligned light and 14–26 °C temperature cycles, or with the 921

temperature cycle offset by 12h (Fig. 1b). Animals were sampled every 4 h over 48 h (13 time points), 922

beginning at ZT6. At each time point, animals were immediately preserved in RNA-later. Each 923

time point contained three biological replicates of five pooled individuals each, with the exception 924

of one library that consisted of three pooled individuals. This was because the initial 5-animal 925

pool produced a low yield, so a new pool was constructed from 3 remaining animals from that 926

treatment group. RNA was extracted using the Aurum Total RNA mini kit. We followed the 927

manufacturer’s instructions, except we incubated the RNA lysis buffer on ice for 30 min following 928

tissue homogenization. Concentrations and quality were assessed with a Nandrop spectrophotometer 929

and a Qubit fluorometer. Libraries were sequenced using 3’ Tag-seq to give 100bp single-end reads 930

at the UT Austin Genomic Sequencing and Analysis Facility (GSAF) on a NovaSeq 6000. 931

Data analysis, behavior 932

Animal coordinates were extracted from raw video files using the machine learning software 933

DeepLabCut v2.1 (DLC, [102]). First, each raw video with footage of six individual anemones was 934

cropped into six videos to be analyzed separately. Then a training dataset was constructed from 3699 935

images, in which we manually labelled the center-point of individual anemones. The DLC algorithm 936

was trained on this dataset for 600,000 iterations. We used default settings, including the default 937

neural networeads rk (“resnet 50”). DLC analysis outputs a file of XY coordinates for each video, 938

with 2 frames per second. The files were analyzed using R code derived from the DLCAnalyzer 939

Github package (https://github.com/ETHZ-INS/DLCAnalyzer, [103]); custom code used for this 940

paper is available at this github repository: https://github.com/caberger1/Sensory-Conflict-in- 941

Nematostella-vectensis. Frames with a likelihood less than 0.90 were removed and interpolated, as 942

were frames where the recorded movement was more than 2 cm per frame. In order to reduce noise, 943

an animal was considered “moving” if its speed was at least 0.03 cm s−1 for a period of at least 3 s 944

(6 frames); any other movement was considered noise and ignored for downstream analysis. For 945
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each animal, distance moved was summed into hourly bins based on real-world clock times and 946

normalized to that animal’s maximum hourly movement. This corrects for differences in overall 947

activity due to e.g. body size (as in [37–39]). For each experimental group, we averaged the time 948

points to produce a mean time series, which we analyzed alongside the individual time series. Time 949

series were smoothed with a centered moving average in 4 h windows. In the case of mean time 950

series, time points were first averaged, then smoothed. 951

Statistics 952

Two complementary rhythmicity tests were used. The first was a Lomb-Scargle periodogram 953

(LSP) implemented within the R package ‘lomb’, with periods restricted from 20-28 hours and 954

significance assessed by permutation (n=2000). In this case, the default ’randlsp’ behavior was used. 955

The second test, the empirical JTK method, was implemented within the BioDare2 web portal 956

(‘eJTK Classic’). This approach fits a series of cosinor waves with 24h periods, thus testing for 957

periods of exactly 24h. The LSP test with periods restricted from 10-14h was also used to test for 958

circatidal rhythms. In all cases, p-values were adjusted by Benjamin-Hochberg correction, and we 959

chose a conservative FDR cutoff of 0.001 because we were only interested in time series that could 960

confidently be identified as rhythmic. 961

The ’mFourFit’ method implemented in the BioDare2 web portal was used to calculate periods 962

and phases of time series. This is a curve-fitting procedure that is generally the most accurate of 963

the available methods for short time series [104]. 964

The R package ’CircaCompare’ v0.1.1 was used to test for differences in amplitude and phase 965

of mean time series. CircaCompare uses a cosinor curve-fitting approach and thus gives different 966

estimates of phase and amplitude than those calculated by MFF; however, CircaCompare allows for 967

formal hypothesis testing. The Rayleigh test for circular uniformity [105] was used to test whether 968

groups of phases were distributed non-uniformly (implemented in the R package ’circular’ v0.4). A 969

bootstrapped version of Watson’s non-parametric test (described in [106,107] and implemented in 970

the R package ’AS.circular’ v0.0.0.9) was used to test whether phase distributions differed in their 971

mean direction; significance was assessed with 9999 bootstraps. The Kruskal-Wallis test followed by 972

Dunn’s test for multiple comparisons were used to test for difference in non-circular means between 973

groups (implemented in R packages ’stats’ v4.0.3 and ’dunn.test’ v1.3.5). Levene’s test was used to 974

test for differences in variance (’car’ v3.0), and paired Wilcoxon rank tests (’stats’ v4.0.3) were used 975

to test for differences in the distance to expected light and temperature phases. Unless otherwise 976
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noted, p-values were corrected for multiple testing using the Benjamini-Hochberg procedure. 977

For the purposes of calculating rhythmicity, we normalized the activity of each individual to 978

its maximum hourly movement (see above). We also used linear mixed effects models to test for 979

differences in un-normalized activity levels between groups, considering two measures of activity: 980

percent time active, and total distance covered. Each hour of activity for each individual was 981

considered a separate observation. In these models, we accounted for baseline differences in activity 982

between individuals using random intercepts, and for autocorrelation of residuals using a correlation 983

structure of AR(1); using more complex correlation structures did not affect the results. Mixed 984

models were implemented in the R package ’nlme’ v3.1, and post-hoc testing was done using 985

’emmeans’ v1.6.2. 986

We performed time series clustering analysis by first decomposing smoothed mean time series 987

using wavelet transformation in the R package ’biwavelet’ v0.20.21, with the smallest scale (period) 988

set to 2 and the largest scale to 36. We used the ’wclust’ command to construct a distance 989

matrix of the 14 wavelet series, and then performed a principal component analysis (PCA) on the 990

distance matrix with ’FactoMineR’ v2.4. We then performed hierarchical clustering on the principal 991

components with the ’HCPC’ command using complete linkage (Ward clustering gave identical 992

results). Uncertainty in the clustering analysis was quantified with he pvclust v2.2 R package [108] 993

with 1000 bootstraps, and clustering and PCA analyses were visualized with the ’factoextra’ package 994

v1.0.7. 995

Data analysis, gene expression 996

Raw reads were trimmed using Cutadapt v3.3 [109] with a minimum length of 25 and quality 997

cutoff of 5, and mapped to the Simrbase Nvec200 v1 genome [110] using Salmon v1.5.1 with “selective 998

alignment (full)” (SAF) [111], a k-mer size of 21, and no length correction (as Tag-seq reads do not 999

have length bias). With SAF, the genome is used as a decoy, such that reads that better map to 1000

non-coding genomic sequences rather than coding sequences are discarded. Tximport v1.16.1 [112] 1001

was used to import counts into R; counts were then TMM-normalized [113] and expressed as counts 1002

per million on a log2 scale. Raw reads from [38] and [39] were re-analyzed in the same way as 1003

above, except they were length-corrected. Differential expression (DE) analysis was performed using 1004

limma-voom 3.44.3 1005

Rhythmic gene expression was tested using RAIN (rhythmicity analysis incorporating nonpara- 1006

metric methods, [52]) v1.24.0. Search was performed for waveforms with a period of 24 h and 1007
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asymmetries in 4 h increments. P-values were corrected using the Bonferroni procedure, and a 1008

cutoff of p<0.01. Phases and amplitudes of rhythmic genes were calculated using CircaCompare. 1009

Rao’s two-sample test for homogeneity [114] was used to test whether groups of phases were drawn 1010

from the same underlying distribution (implemented in the R package ’TwoCircular’ v1.0), and 1011

significance was assessed with 10,000 Monte-Carlo replications. Discriminant analysis of principal 1012

components was conducted with the R library ’adegenet’ v2.1.4 and code modified from [115]. 1013

Gene ontology enrichment analysis was performed with the GO MWU R package with de- 1014

fault settings (https://github.com/z0on/GO_MWU, [116]). GO annotations were downloaded from 1015

the SimrBase website (https://simrbase.stowers.org/analysis/294, NVEC200.20200813.gff). 1016

KEGG enrichment was performed with ’clusterProfiler’ v3.0.4. Since genes in the SimrBase genome 1017

were not annotated with KEGG pathways, protein sequences from a previous Nematostella genome 1018

assembly (Nvec1, JGI) were downloaded from the KEGG website (https://www.genome.jp/kegg/ 1019

and queried against the SimrBase transcriptome using TBLASTN. SimrBase genes were annotated 1020

with the KEGG term of their best-scoring hit in each pathway, using an e-value cutoff of 1 × 10−10
1021

and requiring >75% sequence identity. Sliding window enrichment analysis was performed to identify 1022

GO and KEGG terms enriched at certain times of day in each treatment. P-values were calculated 1023

(using GO MWU for GO, and clusterProfiler for KEGG) by comparing genes with a phase within a 1024

4h sliding window (e.g. ZT0-4, ZT3-6) against all other genes. The enrichment score of a gene at 1025

each of 24 hourly bins was then calculated by averaging the -log10 adjusted p-values from the 3 1026

sliding windows that overlap the time point (e.g., the score for a gene at ZT3 would average the 1027

sliding windows ZT0-4, ZT1-5, and ZT2-6), and a gene was considered significantly enriched if the 1028

average score at any time point was greater than -log10(0.05). 1029

Weighted Gene Co-expression Network Analysis v1.70 (WGCNA, [117]) was used to cluster 1030

rhythmic genes. For the full network constructed from all genes rhythmic in either time series, a 1031

soft-thresholding power of 5 was used, and a power of 8 was used for both the Align- and SC-specific 1032

networks. In all cases, a signed hybrid adjacency matrix, a minimum module size of 20, biweight 1033

midcorrelation (“bicor”), maxPOutliers=0.2, and mergeCutHeight=0.25 were used. Modules were 1034

analyzed for GO and KEGG enrichment as above. Rhythmicity of module eigengenes was assessed 1035

using LSP’s with significance assessed via permutation (n=2000, periods 20-28). A linear model 1036

was used to correlate eigengene expression with light, temperature, and time. Module preservation 1037

statistics were calculated within the WGCNA package, and a Sankey plot was constructed using 1038

the package ’networkD3’ v0.4. Enriched GO terms were calculated for each WGCNA module using 1039
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GO MWU with module membership (’kME’) as input and all other genes as background. KEGG 1040

enrichment was performed using a hypergeometric test within ’clusterProfiler’, as above. 1041

Putative promoter sequences 1kb upstream of transcription start sites were searched for potential 1042

enriched binding motifs using the HOMER motif discovery tool (findMotifs.pl), searching for motifs 1043

of lengths 6, 8, 10, and 12, retaining the top 15 motifs, and using all other promoters as background. 1044

Motifs were considered enriched at a p-value of 1 × 10−5 for “known” motifs, or 1 × 10−10 for de 1045

novo motifs. 1046

Supporting information 1047
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S4 Table. Results of HOMER motif enrichment analyses. 1052

S5 Table. Counts matrix. Contains TMM-normalized counts-per-million on a log2 scale. 1053
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