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Abstract

Each cell type in a solid tissue has a characteris-
tic transcriptome and spatial arrangement, both of
which are observable using modern spatial omics
assays. However, the common practice is still to
ignore spatial information when clustering cells to
identify cell types. In fact, spatial location is typ-
ically considered only when solving the related,
but distinct, problem of demarcating tissue do-
mains (which could include multiple cell types). We
present BANKSY, an algorithm that unifies cell type
clustering and domain segmentation by construct-
ing a product space of cell and neighbourhood tran-
scriptomes, representing cell state and microen-
vironment, respectively. BANKSY’s spatial kernel-
based feature augmentation strategy improves per-
formance and scalability on both tasks when tested
on FISH-based and sequencing-based spatial omics
data. Uniquely, BANKSY identified hitherto unde-

tected niche-dependent cell states in two mouse
brain regions. Lastly, we show that quality con-
trol of spatial omics data can be formulated as
a domain identification problem and solved us-
ing BANKSY. BANKSY represents a biologically mo-
tivated, scalable, and versatile framework for ana-
lyzing spatial omics data.

Keywords— spatially informed clustering, spatial
omics, spatial zones, cellular microenvironment

1 Introduction
A fundamental biological property of solid tissues is the
arrangement of individual cell types in stereotypical spa-
tial patterns. With the emergence of spatial omics tech-
nologies, we can now study tissue structure by exam-
ining both the spatial locations and molecular profiles
of cells. These technologies provide highly multiplexed
transcriptomic, genomic or proteomic profiles of single
cells, together with their spatial coordinates (for exam-
ple: multiplexed FISH [1, 2], Slide-seq [3], Slide-DNA-seq
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[4], MIBI-TOF [5]), and promise to provide unprecedented
insights into cellular states, functions and interactions
within the tissue context. As in the case of single cell
RNA-seq (scRNA-seq), one of the primary spatial omics
data analysis tasks is to cluster cells by similarity, with
each cluster defining a distinct cell type or subtype. The
most biologically relevant approach in this case would
be to cluster cells using their transcriptomes as well as
their spatial relationships. Surprisingly however, virtu-
ally all previous spatial omics studies have used cluster-
ing algorithms originally designed for single cell RNA-seq
data, which ignore spatial information [2, 6, 7]. It is thus
important to develop a biologically motivated formalism
for incorporating spatial location in cell type clustering.

Recently, two algorithms have been proposed for in-
corporating spatial information into cell type clustering.
The first [8] assumes that physically distant cells are less
similar to each other. A limitation of this approach is that
cells of the same type are often far apart, for example in
the case of elongated structures such as epithelial layers
and blood vessels, intercalated immune cells resident in
tissues and intermingled neuronal and macroglial cells
in the brain. In addition, cells of the same type are of-
ten spatially separated within repeating structures such
as the two cerebral hemispheres or neuroepithelial buds
within a brain organoid. The other method [9] adapts a
Markov random field (MRF) framework for cell type an-
notation, combining each cell’s gene expression signa-
ture with the cluster membership identities of its physical
neighbours. While this method attempts to model both
the cell’s own transcriptome and its microenvironment
composition simultaneously, the tool is not scalable to
large spatial datasets, the underlying probabilistic gen-
erative model is complex, and it requires prior knowledge
of the number of clusters.

In contrast to cell type clustering, multiple spatially in-
formed algorithms have been developed to identify co-
herent domains in tissues (for example, cortical layers
in mammalian brain). This is a distinct algorithmic prob-
lem, since each tissue domain could in principle include
multiple distinct cell types. The earliest domain segmen-
tation methods incorporated spatial information by en-
couraging physically proximal cells to have the same la-
bel (using Markov random fields) [10, 11]. One fundamen-
tal drawback of these methods is their assumption that
an individual cell’s transcriptome resembles the average
transcriptome of cells in its tissue domain. This assump-
tion is not valid, since diverse cell types frequently reside
within a single tissue domain. The other major family of
tissue domain segmentation methods uses graph convo-

lutional neural networks [12, 13], which are vulnerable to
technical variability when the test dataset does not re-
semble training data.

Here, we introduce a biologically motivated strategy
for combining molecular profiles with spatial locations,
which addresses the above limitations. Our algorithm,
named Building Aggregates with a Neighbourhood Kernel
and Spatial Yardstick (BANKSY), leverages the fact that a
cell within a tissue can be more fully represented by con-
sidering both its own transcriptome and the transcrip-
tome of its local microenvironment. BANKSY uses a spa-
tial kernel to compute the microenvironmental transcrip-
tome as a weighted average over neighbouring cells. A
major advantage of this strategy in the context of cell
clustering is that it avoids the pitfall of assuming that
cells of the same type or subtype are physically proximal.
Another important advantage is that BANKSY can solve
the distinct problems of cell type clustering and tissue
domain segmentation within a unified feature augmen-
tation framework.

The above strategy allows BANKSY to label spatially
structured cell types and subtypes with high accuracy.
In particular, BANKSY is adept at distinguishing subtly
di�erent cell subtypes residing in distinct microenviron-
ments. Moreover, by modifying a single hyperparame-
ter, BANKSY can be used to accurately detect tissue do-
mains. Importantly, BANKSY’s strategy of feature aug-
mentation by constructing a product space of own and
neighbourhood transcriptomes allows it to leverage ex-
isting, highly scalable graph clustering solutions that can
accommodate millions of cells [14, 15] . Finally, BANKSY
is seamlessly inter-operable with the widely used bioin-
formatics pipelines Seurat (R), SingleCellExperiment (R),
and Scanpy (Python). We anticipate that BANKSY’s biolog-
ically inspired approach for combining spatial and molec-
ular data will yield rich insights into tissue architecture.
Moreover, this approach can be further extended, poten-
tially forming the basis for additional algorithms for an-
alyzing spatial omics data.

2 Results
A direct approach to incorporating spatial information
into clustering is to simply append cells’ spatial coordi-
nates to the set of features defining their omic profiles
(as was shown in Fig. 7 of [7]; see Supp. Section 1 for
details). However, this approach is conceptually prob-
lematic because it causes cells in disparate physical loca-
tions to be labelled di�erently (Supp. Fig. 1), even when
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they have similar transcriptomic signatures, and should
be assigned the same labels. Instead, a spatial cluster-
ing algorithm should not require that each distinct cell
type be restricted to a single contiguous region, or even
be near other cells of the same type. This situation can
occur, for instance, when there are similar repetitive bi-
ological architectures present in a tissue or organ, as in
the case of two cerebral hemispheres of a mouse brain
(Fig. 3a, Supp. Fig 1), multiple neuroepithelial buds within
a brain organoid (Fig. 5) or the intestinal crypts along the
epithelium lining the colon.

Instead, we note that one of the principal ways in which
a cell’s physical location influences it is through gene ex-
pression in its physical microenvironment. Thus, we sur-
mise that the microenvironment signature, and not the
raw physical space coordinates or relative locations, are
a better medium for encoding spatial information in al-
gorithms. To read out a cell’s microenvironment, BANKSY
uses a spatial kernel to compute the weighted average
transcriptome of its physical-space neighbours, with cells
further away from the index cell having smaller weights
(Fig. 1, Methods Section 4.1). We then combine each cell’s
microenvironment signature with its transcriptomic fea-
tures, and present this combined feature set to a graph-
based clustering algorithm. To this end, we create a
neighbour-augmented gene-cell matrix by concatenating
‘self’ and ‘neighbour’ features (Fig. 1a). Assumingmmea-
sured genes, this concatenation lifts each cell from a m-
dimensional gene space to a 2m-dimensional neighbour-
augmented gene space, in which cells can be separated
by both self expression and microenvironment signature
(Fig. 1b, Supp. Fig. 2, Methods Section 4.1). Formally, this
space is a Cartesian (or direct) product of two distinct
spaces, the first one with coordinates given by the expres-
sion of them genes, and the second with coordinates de-
fined by the weighted average expression of these genes
in each cell’s physical neighbourhood.

Once the neighbour-augmented matrix has been con-
structed, it can be fed into any downstream clustering
algorithm, in analogy to conventional gene-cell matrices
being used with a wide range of algorithms. We have cho-
sen the Leiden community detection algorithm [16] as our
default due to its speed and scalability, although we pro-
vide integrations with a number of other clustering al-
gorithms (Louvain, mclust, and k-means), in addition to
bioinformatics pipelines like Seurat (R, [17]) and Scanpy
(Python, [18]).

To control the relative importance of self and neigh-
bour features, we introduce an additional mixing param-
eter λ that adjusts the contribution of neighbourhood

features to the total dissimilarity between any pair of
cells (Methods, Section 4.1.1, Fig. 1, Sup. Fig. 2). Depending
on where λ is on the continuum between 0 and 1, BANKSY
operates in di�erent qualitative modes (Fig. 2b). When
λ is small (approximately between 0.1 and 0.3), BANKSY
operates in cell-typing mode, where the cell’s own tran-
scriptome is dominant relative to its average microenvi-
ronment signature. As λ increases, the microenvironment
exerts a greater influence on the corresponding cluster
assignments. In the limit of λ approaching 1, the algo-
rithm clusters cells based only on the average microen-
vironment signature, which leads it to operate in zone-
finding mode.

To demonstrate that BANKSY is capable of refining
cell type assignments and sharpen boundaries between
distinct cell layers in data where technical noise may
confound cell type assignments, we applied BANKSY in
cell-typing mode to the Slide-Seq and Slide-seq V2 data
from the mouse cerebellum [3]. Both versions of Slide-
Seq o�er resolution on the order of a single cell (10
µm), but because the detection beads do not exactly
match cell locations, a typical bead contains the tran-
scriptomic signature from one dominant cell with neigh-
bouring cells mixed in. Hence, as noted by the authors
of the study, unsupervised clustering performs poorly on
such datasets, necessitating deconvolution techniques
that rely on scRNA-seq reference data [3, 19]. The ref-
erence cell type signatures are used to parse cell type
contributions within each bead. We hypothesised that in
the absence of reference data, augmenting the partially
confounded transcriptomes of individual beads with their
microenvironmental signatures would lead to cleaner
clustering results. The result of such clustering would be
that beads are more accurately assigned to the dominant
cell type within the bead.

Applying BANKSY to both the Slide-seq and Slide-seq
v2 mouse cerebellum datasets, we found that it more
accurately delineated the granular layer, the combined
Purkinje neuron and Bergmann glia layer, molecular layer
interneurons (MLI) and choroid plexus (Fig. 2a,b, Supp.
Figs. 3, 4). In contrast, visual inspection of cell locations
from the granular layer cluster showed that unsupervised
clustering without spatial information incorrectly classi-
fied many more cells outside the layer boundary, con-
sistent with what was reported in [19]. To more quan-
titatively measure layer cleanness, we computed a nor-
malised connectivity score between each cell type and
each other cell type using neighbours defined by the spa-
tial graph connecting each cell to its nearest neighbours
(Slide-seq: Fig. 2d, Slide-Seq v2: Supp. Fig. 5). We ob-
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Figure 1: Schematic describing the incorporation of spatial microenvironment information into cell clus-
tering. (a) The gene-cell matrix (purple) is augmented with a neighbourhood expression matrix (pink),
where the column corresponding to the ith cell is the averaged expression of that cell’s neighbours in
physical space. (b) Visualisation of two cell types in the neighbour-augmented space. The averaged
expression of neighbour cells, representing local microenvironment, helps to separate the two clusters
which would be di�cult to separate based on the cells’ own expression alone. For simplicity, we show mi-
croenvironments consisting of a single cell type (zone A and B containing cell types 1 and 2 respectively),
but BANKSY is equally applicable to heterogeneous microenvironments with mixtures of cell types. For
more details, see Supp. Fig. 2.
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Figure 2: BANKSY refines cell type assignments in Slide-seq and Slide-seq v2 mouse cerebellum. (Contin-
ued on the next page)
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Figure 2: (a) Spatial map of three clusters corre-
sponding to the granular layer (blue), the combined
Purkinje neuron and Bergmann glia layer (PN/BG)
(red) and molecular layer interneurons (MLI) (green)
showing known layers of the mouse cerebellum.
BANKSY clustering is compared to clustering with-
out spatial information. Both are compared to ro-
bust cell type decomposition (RCTD, [3]) weights
of the corresponding layer, with r values indicat-
ing the point-biserial correlation with RCTD weights.
The bottom row shows the averaged expression of
top di�erentially expressed (DE) marker genes from
scRNA-Seq reference data. (b) Cell type assign-
ments for four clusters in the Slide-seq mouse cere-
bellum (granular layer, PN/BG, MLI and the oligo-
dendrocyte/polydendrocyte cluster). Schematic is
adapted from [19] (c) Illustration of how neighbour
gene expression (y-axis) enables cleaner separa-
tion of clusters. Each axis shows the di�erence in
averaged expression of the top 20 DE genes (Mcluster,
Supp. Section 3) from the PN/BG cluster relative
to the granular layer cluster (Slide-seq v2). Cells
from granular layer cluster shown in blue, cells from
PN/BG cluster in red. (d) Left: simplified schematic
showing how normalised connection score between
2 layers (A and B) was computed. Grey lines
show edges between cells of di�erent type, red
lines show edges between cells of the same type.
Right: normalised connection score matrix be-
tween layers in the Slide-seq dataset. Colourmap
is clipped at 1. Higher numbers indicate greater
intermingling between layers. Abbreviations: MLI–
molecular layer interneurons, PN/BG–purkinje neu-
rons and Bergmann glia, Granular–granular layer,
Oligo–oligodendrocytes/polydendrocytes

served lower cross-connectivity across layers when clus-
tering with BANKSY relative to non-spatial clustering, in-
dicating that the BANKSY clusters were more spatially dis-
tinct and less intermingled, confirming our visual assess-
ment.

To assess the accuracy of cell type assignments, we
used the reference guided RCTD weights and computed
the point-biserial correlation between the major clusters
and the RCTD weights for corresponding cell types. We
found that in both datasets, the BANKSY clusters had a
higher correlation than non-spatial clustering in all clus-

ters except for the oligodendrocyte/polydendrocyte clus-
ter (Supp. Fig. 6). Notably, the astrocyte cluster in Slide-
seq v2 showed higher correlation to RCTD despite being
interspersed with other cell types.

To illustrate how BANKSY clustering separates similar
transcriptomes using neighbour information, we plotted
the averaged expression, or metagene, of the top 20 dif-
ferentially expressed genes against the equivalent meta-
gene of neighbour expression for two adjacent layers, the
granular layer and the Purkinje/Bergmann layer (Fig 2c,
Section 3 and Supp. Fig. 8). We observed that while
the ’self’ expression alone had a large overlap between
the two layers, cells from each layer were much bet-
ter separated in the joint self-neighbour (i.e., neighbour-
augmented) expression space. A similar e�ect was ob-
served for other clusters relative to the granular layer
(Supp. Figs. 7 and 8).

Next, we hypothesized that in MERFISH datasets, where
RNA transcripts are assigned to cells at higher spatial res-
olution than in Slide-seq, BANKSY may be able to uti-
lize distinct microenvironment signatures to further dis-
tinguish di�erent cell subtypes within clusters identified
by unsupervised clustering. If present, these cell types
would have di�ering microenvironmental signatures, and
perhaps subtly di�erent transcriptomic signatures that
are not strong enough to be automatically separated by
standard unsupervised clustering. To demonstrate this
possibility, we applied BANKSY to a MERFISH mouse hy-
pothalamus dataset spanning a large 3D volume [2]. We
first applied non-spatial graph-based clustering to all the
cells in the first animal within this dataset, and identified
the major clusters found by the authors of that study, in-
cluding the mature oligodendrocytes and the excitatory
neurons (Fig. 3a,b). We found that BANKSY separated
the mature oligodendrocytes into two separate clusters
that could be matched to a single cluster found in non-
spatial unsupervised clustering (Fig. 3c). Mapping these
two clusters spatially, we discovered that one cluster cor-
responded to densely packed mature oligodendrocytes
restricted to the anterior commissure of the hypothala-
mic preoptic region (subcluster 2), and the other to a
more di�use set of mature oligodendrocyte cells spread
out throughout the rest of the preoptic region (subcluster
1). Looking at the cells’ own expression signatures within
these two subclusters, we found that although the over-
all gene abundances were almost identical (Supp. Fig.
10i, orange and red clusters), a few genes showed subtle
di�erences in expression between these two subclusters
(Supp. Fig. 10ii). Di�erential expression analysis between
these two clusters can be used to identify these genes,
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and the small di�erences in their expression between the
two subclusters become clearly visible once the expres-
sion is z-scaled within only the mature oligodendrocytes
subset of cells (Fig. 3d). In particular, the expressions of
the Mbp, Lpar1 and Ndrg1 were upregulated in the dense
mature oligodendrocyte cluster (subcluster 2) relative to
the sparse cluster, and Mlc1, Gad1, Cbln2 and Syt4 were
upregulated in the sparser subset of mature oligoden-
drocytes (subcluster 1). Mbp, Lpar1 and Ndrg1 are in-
volved in the myelination of neurons [20, 21], sugges-
tive of a possible functional di�erence in myelination by
densely packed mature oligodendrocytes in the anterior
commissure relative to the sparsely spread out mature
oligodendrocytes in the rest of the preoptic area. Plotting
the self-neighbourhood metagene signatures (defined in
Supp. Section 3), we found that these two oligodendro-
cyte signatures were easily separable in the neighbour-
augmented expression (metagene) space, while showing
a large overlap in the self expression space. A similar de-
composition into cell-subtypes was also observed for the
excitatory neurons (Fig. 3e-h, Supp. Fig. 10iii and 11).
This confirmed our hypothesis that BANSKY can distin-
guish two sub-populations which have very subtly di�er-
ent expression signatures, but otherwise reside in highly
distinct microenvironments.

We also tested BANKSY on a mouse hippocampus
dataset generated using VeraFISH™, an in-situ barcoded
cyclic FISH workflow (Veranome Biosystems, LLC). The re-
sults were compared to non-spatial clustering, the spatial
clustering module within the MERINGUE pipeline [8] (Fig.
4), and the HMRF module from the Giotto pipeline [22]
(Supp. Fig. 12). We found that MERINGUE and non-spatial
clustering found very similar results, while BANKSY was
able to leverage the distinct neighbourhood signatures
to split the clusters into subclusters with subtly distinct
transcriptomic profiles (Fig. 4a-c, Supp. Fig. 16a, coloured
boxes). For instance, BANKSY separated the cells in the
somatosensory cortex from the pyramidal neurons in the
CA3 layers (Fig. 4a, i, blue: CA3, light-pink: somatosensory
cortex), while non-spatial clustering and MERINGUE did
not (Fig. 4a, ii-iii). Examining the spatial distribution of
the expression of the top DE genes between these clus-
ters (Supp. Figs. 13, 16) showed that Tbr1, Grm3 and Egr1
were more highly expressed in the somatosensory cortex
relative to the CA3 pyramidal neurons (Fig. 4d, i, Supp. Fig.
15) while Cadm3, Parp1 and Clstn2 were more highly ex-
pressed in the CA3 neurons. Similarly, BANKSY separated
the cells in the fimbria and the thalamic nuclei into two
di�erent groups (red and brown clusters, Fig 4b, i) while
MERINGUE and non-spatial clustering merged these clus-

ters. These two clusters were distinguished by di�erential
expression of Mobp, Cacna1a, Sgk1, Plp1, and Bcas1 (Fig.
4b, iv, Supp. Figs. 13, 15). BANKSY’s ability to distinguish
these clusters stemmed from the fact that the neighbour-
hood signatures were di�erent between the subclusters
in each of these pairs (Supp. Fig. 16a, bottom green and
blue boxes in neighbourhood signatures).

The thalamic nuclei region had multiple intermingled
clusters of cells (Fig. 4b (brown), c (olive green) and Supp.
Fig. 14c, (yellow)). The second of these (olive green) was
distinguished from similar cells in the rest of the hip-
pocampus (black) by BANKSY, but not by the other two
methods (Fig. 4c, i-iii) and was marked by the expres-
sion of Sparcl1 (Supp. Fig. 13iii, 15; general hippocampal
area marked by Slc1a3). Taken together, the results for
the three pairs of clusters shown in Fig. 4a-c describe an
e�ect similar to what we observed in the mouse hypotha-
lamus dataset in Fig. 3, suggesting that BANKSY can be
used to discover subtly di�erent transcriptomic states or
cell subtypes on a variety of multiplexed FISH datasets.

Furthermore, for clusters that BANKSY did not split into
subclusters, BANKSY mislabelled fewer cells outside the
expected cell type regions relative to non-spatial clus-
tering and MERINGUE, similar to what we observed in the
Slide-seq cerebellum data. For example, the cluster cor-
responding to Gfap expression matched the smFISH ref-
erence much more closely than equivalent clusters from
non-spatial and MERINGUE. (Fig. 4d, i-iv, Gfap marked
cluster, and Supp. Fig. 17j showing Allen Mouse Brain At-
las ISH images [23, 24]).

In addition to these three methods, we also tested the
performance of the HMRF method from [22], and found
that it was not able to distinguish di�erent cell types
within single regions, and tended to spatially clump the
labels for several clusters (Supp. Figs. 12, 14). Such di�er-
ences are expected, since this method was designed pri-
marily for zone-finding (domain segmentation), and not
cell type identification.

We then applied BANKSY in zone-finding mode for
the purpose of spatial domain segmentation. Here, we
adjusted lambda such that the average neighbourhood
expression signatures were the dominant feature used
for clustering cells, to bias the algorithm toward finding
zones sharing the same microenvironment. A useful ap-
plication of this mode is as a selection method for de-
noting regions of cells to keep or remove in a spatial
dataset. We demonstrated BANKSY for this purpose in
a companion study [Lin et al. 2022], where initial clus-
tering in zone-finding mode was used to identify regions
of misdi�erentiated and necrotic tissues (Fig. 5) in slices
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Figure 3: BANKSY finds oligodendrocyte and excitatory neuron cell subtypes in the mouse hypothalamus
(continued on the next page).
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Figure 3: (a) Overview of the mouse hypothalamus
data from [2], coloured by non-spatial clustering la-
bels (spatial tissue maps of 4 of the 12 z-slices in
animal 1). (b) Corresponding UMAP computed using
the gene expression values, and coloured by non-
spatial (conventional) clustering colours. The ma-
ture oligodendrocytes and excitatory neurons are
single clusters in non-spatial clustering. (c) Spa-
tial maps for non-spatial vs BANKSY clustering show
the physical locations of the two mature oligo-
dendrocyte subclusters, two z-slices shown (Breg-
mas 0.26 mm and 0.16 mm). (d) Heatmap show-
ing z-scaled expression values of DE genes distin-
guishing the two mature oligodendrocyte subclus-
ters found by BANKSY. (e) Metagene constructed
with the markers shown in (d), as described in Supp.
Section 3. The same UMAP as (b), but coloured
by the BANKSY colouring, can be found in Supp.
Fig. 9a, and shows that the mature oligodendrocyte
subclusters are intermixed in the own-expression
space. (f-h) Analogous results for the excitatory
neuron cluster.

of brain organoids. Cells in these regions were then re-
moved as part of a preprocessing pipeline for identify-
ing cells following the dorsal forebrain fate. Conversely,
non-spatial clustering incorrectly labelled cells within
desired regions as necrotic or misdi�erentiated. In con-
trast, BANKSY enabled these regions to be identified and
removed cleanly with minimal influence on the regions to
be kept (Fig. 5b). We corroborated BANKSY’s zone-finding
results using Giotto’s HMRF method [22], which was de-
signed specifically for domain segmentation (Fig. 5c).

Next, we quantitatively tested BANKSY’s spatial do-
main segmentation capability by applying BANKSY to the
LIBD human dorsolateral prefrontal cortex (DLPFC) data
generated using the 10x Visium platform [7]. The full
dataset consists of 12 slides from 3 subjects, with man-
ual annotations by the authors. These annotations were
used as a ground truth comparison to benchmark spa-
tial domain identification in several recent approaches
[11, 13, 12]. We benchmarked BANKSY against state-of-
the-art algorithms including BayesSpace [11] and SpaGCN
[13] using the adjusted Rand index (ARI) metric pro-
posed by the original authors [7], showing that BANKSY
achieved higher median ARI than HMRF (Giotto’s im-
plementation), BayesSpace and SpaGCN, and produced
qualitatively good segmentation maps on representative

samples 151675 (Fig 6) and 151673 (Supp. Fig. 18). We note
that this result was achieved without utilizing histology
information for clustering such as in [13]. We also mea-
sured clustering accuracy by two other metrics, normal-
ized mutual information distance (NMI) [25] and Matthews
correlation coe�cient (MCC) [26]. The relative perfor-
mance of the methods tested was comparable across the
three metrics, verifying that BANKSY’s superior perfor-
mance was not limited to a single metric (Supp. Fig. 19a).
In addition, BANKSY is also fast, having shorter run times
compared to other methods tested on all 12 datasets,
with only [13] having a comparable computational speed
(Supp. Fig. 19b).

Finally, we tested how the time required to run BANKSY
scales in comparison with other methods as the num-
ber of cells in a dataset increases. To this end, we used
MERFISH data from Vizgen [27] showing a single coronal
slice of the of the mouse brain (Slice 2, Replicate 1, 483
genes, 83463 cells). We cropped the data to five vertical
strips (Supp. Fig. 21iii) involving 4k, 8k, 16k, 33k and 83k
cells (5 - 100% of the data, logarithmically spaced). We
then ran conventional (non-spatial) clustering, BANKSY
and MERINGUE (all three using Louvain for the cluster-
ing step), along with the zone-finding method from Giotto
(HMRF, using the expectation-maximisation algorithm)
on each of these crops of the data. We found that the
total time taken for conventional clustering and BANKSY
were similar, HMRFs were between 10-20 times slower,
and MERINGUE was between 200-500 times slower (Supp.
Fig. 21i, ii). MERINGUE struggled to scale to the full 80k
dataset, and had to be terminated once the data size
reached about 30 - 40k cells due to the algorithm hitting
the indexing limits of the R programming language. We
note that the BANKSY matrix computation step, which es-
sentially reduces the spatially informed clustering prob-
lem to one that can be solved with conventional cluster-
ing algorithms (which are used for non-spatial cluster-
ing), takes much less time than the clustering step (8.3
seconds vs 94 seconds on the full 83k cells in the dataset;
Supp. Fig. 21ii, second table).

3 Discussion
In summary, we have developed a principled approach
that incorporates information from both a cell’s microen-
vironment and its own omic profile to generate a com-
bined feature set that is compatible with standard down-
stream clustering approaches and single-cell analysis
pipelines. We have shown that BANKSY is a versatile
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Figure 4: BANKSY applied to the mouse hippocampus reproduces e�ects similar to those found in Fig. 2
and 3. It leverages neighbourhood signature to distinguish clusters not separable by non-spatial cluster-
ing or MERINGUE [8], and is able to identify clusters more cleanly. Columns (a-d): Distinct clusters. Rows
(i-iv): Distinct clustering methods and selected DE genes (Continued on the next page).
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Figure 4: (a, i) CA3 pyramidal neurons (blue) and
cells in the somatosensory cortex (pink) were sepa-
rated by BANKSY. (ii-iii) These clusters could not be
resolved by non-spatial clustering and MERINGUE.
Bottom blue box in Supp. Fig. 16 shows the
neighbourhood expression of genes that distin-
guish these clusters, and Supp. Fig. 13a shows
the genes that were di�erentially expressed be-
tween the own expressions of the cells in these
two subclusters. (iv) Spatial distribution of repre-
sentative DE genes (red: high expression, pale pur-
ple/white: low expression). (b, c) Two more pairs
of clusters separated by BANKSY, but not by non-
spatial clustering or MERINGUE. (i) Cluster assign-
ment for BANKSY, (ii) non-spatial clustering, (iii)
MERINGUE, and (iv) spatial distributions represen-
tative DE genes. (d, i-iii) All three clusterings also
identified a Gfap marked cluster (See Supp. Fig. 17j
for corresponding ISH images from the Allen Mouse
Brain Atlas, [23, 24]). (iv) Spatial distribution of the
Gfap gene.

algorithm that e�ectively (i) improves cell type assign-
ment for spatially structured cell types, (ii) is capable of
distinguishing subtly di�erent cell-subtypes stratified by
microenvironment, and (iii) when the microenvironment
component within the transcriptomic signature is given
su�cient weighting, operates in a zone-finding mode,
which can be used to identify spatial domains of inter-
est within tissue.

BANKSY introduces a new paradigm for spatial omics
analysis that emphasizes microenvironmental features as
a salient feature for cell type prediction. Rather than re-
lying on the common assumption that a cell is likely to
be of the same type as its neighbours [8, 11, 10], BANKSY
retains the cells’ unique omic signature while using its
microenvironment to augment predictions of cell type.

The key feature of BANKSY that enables cell-typing is
the explicit separation of self and neighbour transcrip-
tomes. Summing this microenvironment signature with
the cell’s own omic profile in highly heterogeneous tis-
sues is problematic from a cell-typing perspective. This
is because it averages out the profiles of unique cells em-
bedded in a uniform environment of another cell type, an
extreme example being infiltrating immune cells in a tu-
mour. In practice, we found that this merely smoothed
out cluster assignments of cells, leading to spatially ho-
mogeneous clusters that hide finer biological structures.

Such an approach is ideal for discovery of spatial do-
mains in tissue, and has been used e�ectively in a variety
of recent approaches [12, 13]. However, when cell-typing
is the goal, this may lead to poorer resolution and accu-
racy, particularly in heterogeneous regions of tissue with
mixtures of cell types.

Recent deep learning approaches [13] based on graph
convolutional networks also implicitly utilize microenvi-
ronment information by aggregating neighbour features.
However, this architecture sums self and neighbour fea-
tures, merging them into a single feature-set, making this
approach more suited for spatial domain segmentation.
In addition, feature transformations may reduce the in-
terpretability of the data, and require additional training
and parameter optimization steps.

With a slight adjustment of parameters, BANKSY is also
capable of detecting spatial domains, as shown on the
brain organoid and DLPFC Visium data. For data types
where each location represents a single cell, such as
the brain organoid multiplexed FISH data, raising lambda
weights the local microenvironment over cell state allow-
ing for detection of spatial zones. For data types where
each spot covers multiple cells and hence already repre-
sents an averaged transcriptomic signature, BANKSY will
find spatial domains at lower lambda values. We showed
this on the DLPFC Visium dataset, where BANKSY’s perfor-
mance exceeded that of recently published spatial do-
main identification algorithms [11, 13], showing the ver-
satility and applicability of the BANKSY framework to the
important goal of spatial domain segmentation. Hence,
BANKSY o�ers a unified and computationally tractable
approach for both cell type identification and domain
segmentation.

BANKSY is broadly applicable to a wide variety of spa-
tial omic data types from a diverse set of technologies.
We have demonstrated that BANKSY greatly improves
analysis of spatial transcriptomic data both in sequenc-
ing based technologies and in multiplexed FISH based
approaches. In principle, BANKSY is applicable to any
spatial omics technology, including proteomics methods
that allow measurement of omics profiles at the sin-
gle cell resolution, and future work will include apply-
ing BANKSY to new technologies that measure other as-
pects of cell state. In addition, BANKSY may be easily
extended to use combinations of feature types in multi-
omic datatypes. For example, most Visium datasets in-
clude accompanying histology images which some exist-
ing methods utilize to augment transcriptomic profiles
[13, 12]. Including appropriate image features (repre-
sented by colour channel data [13] or features extracted
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Figure 5: BANKSY’s zone-finding (domain segmentation) mode can be used for performing quality control.
(a) Simplified schematic of brain organoid [Lin et al. 2022]. Grey–the correctly di�erentiated forebrain
regions appropriate for the study. Green–a misdi�erentiated region. Red–necrotic tissue. (b) Total counts
are not necessarily representative of cell type or state, and as such cannot be used to mark out regions
of necrotic or misdi�erentiated tissue. (c) BANKSY identifies spatially contiguous regions of necrotic and
misdi�erentiated tissue when applied in zone-finding mode (λ = 0.75). Clustering without spatial in-
formation and using HMRFs is shown for comparison. We show 2 organoids (out of 3 organoids jointly
processed in both BANKSY and non-spatial clustering). HMRF was run on individual organoids; number
of clusters set to 10 and β set to 0.12 and 0.16 for organoids 1 and 2 respectively. (d) Violin plot of marker
genes for the misdi�erentiated region and the necrotic core tissue. IGF2 and LAMB1 plots were clipped at
a normalised expression level of 20. All normalised expression values were computed using sc-transform.
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Figure 6: BANKSY’s zone-finding performs better than related methods on the Visium benchmark dataset.
(a) Clustering results on sample 151675 of the human DLPFC dataset generated with 10X Visium by BANKSY
and selected spatial domain segmentation algorithms. Reference cluster labels from [7] are shown above
for comparison. Clusters are coloured by closest match to the manual annotation using the Hungarian
algorithm. Clusters not matched to ground-truth labels are arbitrarily coloured. (b) Clustering accuracy
comparison for all 12 samples using the Adjusted Rand Index (ARI) metric. Center line, box limits and
whiskers represent median, upper and lower quartiles and 1.5× inter-quartile range respectively.
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using pre-trained neural networks [12]) in combination
with gene expression may further improve accuracy of
cell-typing or spatial-domain identification.

We showed that BANKSY has practical implications
for the analysis of emerging spatial omics technologies.
It enabled unsupervised clustering to be performed on
Slide-Seq data, which was previously infeasible, allow-
ing users to perform analysis on such data where cor-
responding reference data are not available. Compared
to the reference-based approach, BANKSY has the ad-
vantage of being unbiased, avoiding platform e�ects in-
herent to cell type imputation, and may allow for detec-
tion of cell types absent from reference data. However,
BANKSY is not a replacement for reference-based meth-
ods as, like any unsupervised clustering approach, it can-
not detect multiple cell types in a single bead, and does
not improve on non-spatial clustering when separating
cell types sharing the same microenvironment, such as
with intermingled Purkinje neurons and Bergmann glia
in the cerebellum. Hence, BANKSY provides a comple-
mentary alternative to reference-based supervised ap-
proaches, and will broaden the range of insights that
can be obtained from sequencing-based spatial omics
methods. With the brain organoid MERFISH dataset, we
showed that BANKSY’s zone-finding mode is useful for
quality control, distinguishing broad regions of tissue
with desired or undesired characteristics, and hence is a
useful addition to the toolbox for analysing multiplexed
FISH data.

Given any traditional single-cell analysis algorithm
that uses a gene-cell matrix, one can posit that replacing
its gene-cell matrix with BANKSY’s neighbour-agumented
version transforms it from a non-spatial algorithm to a
spatially-informed one. This position leverages the un-
derlying insight that the microenvironment expression is
precisely what mediates any influences on a cell that may
exist due to di�ering spatial locations, and is therefore
the correct medium to encode spatial information in al-
gorithms. Indeed, throughout this study, we have demon-
strated that in the context of clustering, there is signifi-
cant value-add to this approach for both cell-typing and
zone-finding. Another context where this could be tested
is for identifying spatially variable genes. For instance,
clustering could be performed in zone-finding mode, and
then the DE-genes between these spatially contiguous
zones would be the spatially variable genes, an approach
that was used e�ectively in [13]. This could be used as an
unbiased alternative to model-based methods like Spa-
tialDE and SPARK [28, 29], which assume, for instance, that

the gene expression is correlated in physical space via
various kinds of kernels.

BANKSY is computationally e�cient and scales well
to large datasets. The computational complexity of the
neighbour matrix computation increases linearly with the
number of cells, given a fixed number of genes and cell
neighbours, making it a feasible approach even on much
larger datasets. In fact, we found that the clustering step
(Supp. Fig. 21ii, second table) dominated the computation
time in most datasets we tested, hence total computation
times for BANKSY were comparable to non-spatial clus-
tering on all dataset sizes tested (4k cells to 80k cells). In
practice, we found that BANKSY and conventional clus-
tering were tens to hundreds of times faster than other
methods on typically sized datasets (Supp. Fig. 21).

In addition, BANKSY easily integrates into existing
single-cell analysis pipelines, allowing for the application
of feature selection tools before, and visualisation tools
after its use. We provide an implementation of the algo-
rithm as a standalone R package, a plug-in to the Seurat
pipeline [17] and to the SinceCellExperiment framework
[30], as well as a stand-alone Python version that is com-
patible with the ScanPy package [18].

All in all, BANKSY’s biologically inspired approach of-
fers an accurate, sensitive, and scalable spatial cluster-
ing tool that unifies cell type identification and domain
segmentation into a single framework.

4 Methods
4.1 The BANKSY algorithm
In this section we describe the BANSKY algorithm in the
context of clustering a set of cells, based on the expres-
sions of a set of genes and the locations of the cells or
capture-spots (used in sequencing-based technologies)
in physical space. Briefly, we construct a neighbourhood
graph between the cells in physical space, and use this
to compute the (weighted) average neighbourhood gene
expression vector for each cell. This vector is concate-
nated with the original expression vector associated to
this cell to give the coordinates of the cell in a joint own
expression-neighbourhood expression (product) space,
which we refer to as the neighbour-augmented space. In
what follows, we describe this procedure formally.

Let a set of cells arranged in physical space be indexed
by the set I = {1, 2, . . . , N}, and have a set of spatial
coordinates X = {xi ∈ Rd | i ∈ I}, where d is typically
2 or 3. For each cell, assume that the expression of the
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same set of m ∈ Z≥1 genes has been measured, so that
the expression information can be expressed as a gene-
cell expression matrix C = [ c1 c2 ... cN ] ∈ Rm×N , where
ci ∈ Rm is the expression of the m genes in cell i.

Next, assign a set of neighbours to each cell on the ba-
sis of their relative locations in physical space. That is,
associate with the i-th cell a neighbourhood,

Ni = {j ∈ I \ {i} | cell j is a neighbour of cell i}.

Example of schemes to choose neighbours can be De-
launay triangulation, K-nearest neighbours, or all neigh-
bours encompassed by a disc of fixed radius. Once cho-
sen, the set of neighbourhood relationships can be en-
coded in a directed graph in physical space, where each
cell is a vertex, and there is an edge from cell j to cell i
if j ∈ Ni. We use k-nearest neighbours as our default to
define the neighbourhood, with k = 10.

We also find it useful to associate weights with each
edge, which can be used to allow nearby cells to con-
tribute more to a cell’s neighbourhood signature relative
to cells further away. The weighting can be done using
some monotonically non-increasing function of the dis-
tance between the cells connected by each edge. Choices
of such kernel functions include 1/r or the Gaussian ker-

nel, exp
−r2
2σ2 , where r is the (Euclidean) distance between

the pair of cells under consideration, and σ is a parame-
ter that controls how large the e�ective size of the neigh-
bourhood is. Other kernels can be a simple uniform ker-
nel (no weighting) or what we call the rank-Gaussian ker-

nel, with a weight of exp
−j2

2(k/1.5)2 for the j-th neighbour
(in physical space), up to a fixed maximum number of k
neighbours, and k/1.5 controlling how quickly the drop-
o� in influence occurs with the rank of the neighbour.
While k is fixed when the neighbourhoods are chosen
using K-nearest neighbours, using a Delaunay triangula-
tion or considering all cells within a disk as neighbours
leads to a di�erent number of neighbours per cell, and
for the i-th cell, one may replace the constant k with an
i-dependent ki = |Ni| in the above expression for the
rank-Gaussian kernel (| · | denoting the cardinality of the
set of neighbours).

As a default, we use a 1/r kernel, although we find
that in practice the results are insensitive to variations
in these choices (Supp. Fig. 20iii). The 1/r kernel was
chosen to down-weight cells by distance, especially in
cases where a subset of the k = 10 cells are much fur-
ther that the remaining cells. In addition, the sum of
cell-neighbour weights are normalised to 1, which leads
to similar weightings in regions of varying density. Let

wij ∈ R denote the weight associated with the edge from
cell j to index cell i, and rij ∈ R be the physical distance
between them (in any units, since wij below is dimen-
sionless). Then,

wij =
1/rij∑k
q=1 1/riq

,

where the denominator ensures that the weights associ-
ated with a cell’s neighbourhood sum to one. The normal-
isation with other weighting kernels is done analogously.
With this set up, we can compute the average neighbour-
hood signature associated with the i-th cell as

γi =
∑
j∈Ni

wijcj .

We concatenate these neighbourhood expression vectors
into a neighbour expression gene-cell matrix,

Γ =
[
γ1 γ2 . . . γN

]
∈ Rm×N ,

and concatenate C and Γ into the neighbour-augmented
matrix or (BANKSY matrix),

B =

[ √
1− λ · C√
λ · Γ

]
∈ R2m×N , (1)

where λ ∈ [0, 1] weights the relative contributions of the
two component matrices.

This matrix can now be used as a feature-cell matrix
for any clustering algorithm, such as hierarchical clus-
tering or graph-based clustering. Due to the large num-
ber of cells involved in most genomics studies, graph-
based clustering methods such as the Louvain or Leiden
algorithms that have gained popularity in recent years,
and work well with feature-object matrices of the type in
equation (1). In this study, we use the Leiden clustering
algorithm, although Louvain clustering or even k-means
clustering work well too, and can have even faster run
times in practice.

4.1.1 Convex Combinations of Distance Matrices

In this section, we show that the weighted concatenation
of feature-object matrices that BANKSY takes is equiva-
lent to the overall cell-cell distance matrix being a convex
combination of the distance matrices corresponding the
the component feature object matrices,

DBANKSY = (1− λ)Down + λDnbr. (2)
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This illuminates an alternate point of view, whereby we
see that taking convex combinations of dissimilarity ma-
trices is a general framework for combining di�erent
sources of dissimilarity between objects, or of adding
‘soft constraints’ [31] to clustering problems. In the
BANKSY framework, we are e�ectively adding a neigh-
bourhood dissimilarity term to the traditional transcrip-
tomic dissimilarity used in conventional non-spatial clus-
tering. In principle, other sources of dissimilarity may be
included as well.

Let C, Γ and B be as in Section 4.1, and recall that the
ith column of the BANKSY matrix B is

bi =

[ √
1− λ · ci√
λ · γi

]
∈ R2m, (3)

where the dot (·) simply denotes multiplication of a scalar
and a vector, and m is the number of genes.

Define the Euclidean distance matrix corresponding to
C,

Dc =

 dc11 dc12 · · · dc1,N
...

...
. . .

...
dcN,1 dcN,2 · · · dcN,N

 ,
with dcij = ||ci− cj ||2l2 defining the (squares of) the l2 dis-
tances between cells. The neighbourhood and BANKSY
distance matrices, Dγ and Db, are analogously defined.
With these definitions, it follows immediately (via the
Pythagoras’ theorem on Equation (3)) that Db = (1 −
λ)Dc + λDγ , which is just Equation (2).

4.2 Software and Data Availability
The R package can be obtained from https://github.

com/prabhakarlab/Banksy, while the python version
is available from https://github.com/prabhakarlab/

Banksy_py.
For the SlideSeq mouse cerebellum dataset, the

data were obtained from https://github.com/RubD/

spatial-datasets/blob/master/data/2019_slideseq_

cerebellum/raw_data/slideseq_cerebellum_urls.txt.
We used the BeadLocationsForR and MappedDGEForR

.csv files, filtering for total gene count and minimum
genes detected. For Slide-seq V2, we obtained the
data from the Broad Institute Single Cell Portal at
https://singlecell.broadinstitute.org/single_

cell/study/SCP948.
The MERFISH mouse hypothalamus data were obtained

from https://doi.org/10.5061/dryad.8t8s248,

The mouse hippocampus data were collected using
the VeraFISH assay (Veranome Biosystems, LLC, Mountain
View, CA, USA) as described in Supp. Section 2.2. The data
are available via the R GitHub page.

The human brain organoid data were collected in-
house and obtained as specified in Lin et al. (2022).

The 10x Visium data of the dorsolateral prefrontal cor-
tex (DLPFC) was obtained from the spatialLIBD project
(http://spatial.libd.org/spatialLIBD).

5 Author Contributions
BANKSY was conceived by VS and SP, with help from HKL
and KHC, and with major conceptual contributions in
its further development and demonstrations by NC and
JLee. JLee and VS designed and wrote the R package,
and NC built the Python implementation. JLiu contributed
to the design of the application to brain organoid data.
The organoid and VeraFISH data were provided by JLiu,
WKC, LL, YCC and ET. VS, NC, JLee, SP and KHC wrote the
manuscript, and all authors edited it.
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