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Abstract

Power laws arise in a variety of phenomena ranging from matter undergoing phase transition to the
distribution of word frequencies in the English language. Usually, their presence is only apparent when
data is abundant, and accurately determining their exponents often requires even larger amounts
of data. As the scale of recordings in neuroscience becomes larger, an increasing number of studies
attempt to characterise potential power-law relationships in neural data. In this paper, we aim to
discuss the potential pitfalls that one faces in such efforts and to promote a Bayesian interpolation
framework for this purpose. We apply this framework to synthetic data and to data from a recent
study of large-scale recordings in mouse primary visual cortex (V1), where the exponent of a power-
law scaling in the data played an important role: its value was argued to determine whether the
population’s stimulus-response relationship is smooth, and experimental data was provided to confirm
that this is indeed so. Our analysis shows that with such data types and sizes as we consider here,
the best-fit values found for the parameters of the power law and the uncertainty for these estimates
are heavily dependent on the noise model assumed for the estimation, the range of the data chosen,
and (with all other things being equal) the particular recordings. It is thus challenging to offer a
reliable statement about the exponents of the power law. Our analysis, however, shows that this does
not affect the conclusions regarding the smoothness of the population response to low-dimensional
stimuli but casts doubt on those to natural images. We discuss the implications of this result for
the neural code in the V1 and offer the approach discussed here as a framework that future studies,
perhaps exploring larger ranges of data, can employ as their starting point to examine power-law
scalings in neural data.

1 Introduction

A power law refers to the situation in which two variables x and y are related to each other as y = bxα.
They are interesting and important for a number of reasons. One reason comes primarily from the
physics of critical phenomena when systems go through a phase transition: in some phase transitions,
where a system goes from one phase to another, power laws describe the relationship between some
of the quantities that characterise the state of the system [1,2]. A typical example of this is that of
some materials such as metallic alloys, where as temperature, T , is lowered, a spontaneous transition
from being non-magnetised to magnetised occurs. This happens at a critical temperature, Tc, and
for (Tc − T )/T = ε > 0, one has a power-law relationship, called a scaling law, m ∼ εα for the mean
magnetisation of the alloy, m. The power, or exponent, α in this case is called a critical exponent.
Similarly, in self-organised criticality, namely where dynamical systems self-tune their parameters
to stay near the boundary between different phases, power-law scalings are abundant. In fact, the
original paper on self-organised criticality was an attempt to explain the 1/f noise [3]. The existence
of scaling laws and the precise value of the relevant exponents in such critical systems are considered
pillars of critical phenomena and supported by a large body of both theoretical and experimental
work [4, 5].
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Another reason why power laws are important is that they can be useful for describing the
probability distribution of certain stochastic events. The Central Limit Theorem (CLT) states that
the sum, s, of a large number of finite-variance stochastic variables is distributed according to a
Gaussian distribution. However, if the variance is not finite, the probability distribution of the sum
converges to heavy-tailed, non-Gaussian distributions [6]. For these so called sum-stable distributions,
p(s), the probability of s, behaves as a power law for large s [6]. These distributions play an important
role in the study of a plethora of disparate systems and phenomena, from the distribution of the
magnitudes of earthquakes [7] to the number of occurrences of words in a text [8]. It is known that
studying these distributions requires a certain degree of care so as not to draw misguided conclusions,
for instance by considering alternative probability models as a potentially better description of the
dataset, i.e. performing model selection [9–11].

In neuroscience, power laws have been used both for describing scaling laws [12–15] and as
probability distributions describing certain events, e.g. the size of clusters of simultaneously spiking
neurons, in both theoretical models and experiments [16,17]. Our focus here is mostly on studies that
describe scaling laws. For instance, theoretical models of memory predict power-law scalings relating
the capacity of neural networks to the number of modifiable connections per neuron [12, 13]; the
pre-factor and exponent may well depend on details of the model and can in many cases be precisely
calculated [13, 18, 19]. In some other studies, the starting point is not a theoretical mechanistic
model, but an experimental dataset that appears to exhibit a scaling law [20,21]. Some studies lend
a significant amount of weight, not only to the existence of a scaling law in the dataset, but also to
the specific values obtained for its parameters [15,22,23]. The rationale behind this would be, for
instance, that competing hypotheses all predict scaling laws but with different powers. The range
of data utilised in different studies that analyse or report power laws in neuroscience varies widely,
in some cases being as small as one or two decades [24]. This does not mean that those studies
necessarily miss something, as this would depend on why the presence of the power law and the
precise value of its parameters are important. For instance, in the physics of critical phenomena the
precise value of the exponents in a power law are important for checking the validity of theoretically
predicted relationships between critical exponents. The violation of the predicted relationships may
have far-reaching implications, e.g. in the case of the so-called hyper-scaling relationships, those that
depend on the dimensionality of the model. There is thus considerable work on estimating the relevant
exponents and checking the validity of hyper-scaling relationships in different systems [2, 25–28].

In a recent publication, Stringer et al [15] argue through a theoretical approach that, in order for
the population neural response to vary smoothly with the stimulus, the eigenvalue corresponding to
the n-th principal component of the neural population response to a d-dimensional stimulus should
scale as n−α with α ≥ αd = 1 + 1/d. In other words, they argue that the precise value of the exponent
α is quite important, as it determines if the neural code is smooth or not, depending on whether it is
above or below the theoretically prescribed lower bound. Large scale calcium imaging recordings of
the mouse visual cortex in response to a range of stimuli with different dimensionalities, from natural
scene stimuli presumed to be very high dimensional to low-dimensional gratings, are presented to
conclude that the theoretical bound on α required for this smooth stimulus-response relationship
is indeed satisfied. But in this and other cases, how certain can we be about the results obtained
from analysing experimental data? The importance of answering this question can be appreciated
if we note that, for instance, in Stringer et al [15], in the case of natural scene stimuli, exponents
from individual recordings were both above and below the critical value. However, the authors
substantiated their conclusion relying on the average of the estimated exponents, which turned out
to be slightly above the critical value. Performing the same procedure, the average exponent for
the lower-dimensional stimuli yielded a value much larger than the critical lower bound. Is this
difference between natural scene and low-dimensional stimuli important? Is it appropriate to average
the estimated exponents? How can uncertainties about the estimates be quantified and to what
extent do they affect the conclusions?

Answering these questions requires first establishing that a power law is indeed the best description
of the data, as opposed to other descriptions, namely other functional relationships between x and
y. Assuming the power law to be indeed present, the second, related, problem is to estimate its
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parameters: the pre-factor, b, and often most importantly, the exponent α. Solving both problems in
a statistically sound way may be quite cumbersome. The presence of noise in the data and not having
data spanning a sufficient range can lead to misleading results: identifying something that is not a
power law as a power law, or finding incorrect values for the exponent or the pre-factor. These issues
are not commonly addressed when discussing power-law relationships in neural data even though,
as we hope becomes clear in this paper and as has already been noted in other areas of science, the
implications could be far-reaching [5, 9, 29].

Here we focus on the second problem mentioned above, that of parameter estimation; that is,
when the presence of a power-law scaling is already assumed. We study this issue using data we
generate synthetically from known distributions and also real data from the aforementioned study
of [15]. The authors there estimated the exponent of the presumed power law by performing a linear
regression, over a preselected range of data, in log-log space. In this paper, instead, we perform
a more nuanced analysis by recasting the problem of inferring the best-fit parameters in terms of
the framework of Bayesian interpolation [30]. Stating the problem in this framework forces us to
make our assumptions explicit, thus allowing us to evaluate their impact on the results in a clear and
systematic way. It also allows us to find not only the best-fit parameters, but also the uncertainty in
our estimates. Finally, we can also evaluate the idea of pooling estimates from different recordings,
which is, and will likely continue to be, important in neuroscience. We consider three different models,
differing in the way we model noise, and consider different ranges of both the synthetic and real data.

Our results on the synthetic data show a number of clear patterns regarding how the estimates
of the parameters of a known power law behave when there are mismatches between the generative
model and the interpolation model, or when the range of data is either insufficient or inappropriately
chosen. These patterns can be used as a guide and first step checks when analysing real data. When
this is done on the neural responses to natural stimuli referred to above, we find that the differences
produced by the different models and assumptions, as well as the uncertainties on the exponent
estimated with each model, are too large to permit a conclusive statement as to whether or not
the exponent is above the theoretical lower bound. On the other hand, when neural responses to
low-dimensional stimuli are studied, despite the fact that variations are still seen on the estimated
exponent, in all cases the exponent is far above the predicted lower bound; one can thus say, with much
more confidence, that the lower bound in not violated in this case. We will discuss the implications
of this observation on the processing of visual stimuli in the primary visual cortex (V1) of mice.

As noted above, here we focus on estimating the parameters of the power law and will not address
the problem of whether the data is actually best described by a power law or if other functional forms
are more appropriate. However, we note that the best-fit parameters estimation explored here is a
necessary step for such a model comparison [30], if one is to proceed without any ad hoc additions.

2 Materials and methods

Bayesian Interpolation

Model description

The general framework that we employ here is that of Bayesian interpolation [30] applied and
adapted to the case where we want to infer parameters that are not simply the coefficients in a linear
combination of functional forms (see also [31]). Specifically, given a dataset of ordered pairs of the
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form D = {(xi, di), i ∈ N, i ≤ N}, we will consider 3 different noise models for our data:

a. Power-Linear model (PL): Additive Gaussian noise of variance β−1 on the data as presented,

b. Straight-Line model (SL): Additive Gaussian noise of variance β−1 on the logarithm of the
data,

c. Weighted Straight-Line model (WSL): Additive Gaussian noise of variance xiβ
−1 on the

logarithm of the data.

In what follows, we define each of these models in turn.
The PL model is perhaps the one that most immediately comes to mind when thinking of fitting

a power law to our dataset; we assume that the data contains some additive Gaussian noise and try
to interpolate them with a power-law functional form as they are. Given the dataset D described
above, the PL model is then defined by:

di = y(xi) + νi, ∀i ≥ min (1a)

y(xi) = b
(

xi

xmin

)−α
(1b)

νi ∼ N
(

0, 1
β

)
(1c)

The parametrization of the power law in Eq. (1b) is useful during the numerical exploration of the
parameter space, but note that it is of course equivalent to the more usual form ax−αi via b = ax−αmin.
As shown in Eq. (1c), we are assuming an additive Gaussian noise model here, which simplifies the
calculations. The cut-off parameter xmin is included to allow for the common situation in which we
don’t want to fit a power-law functional form to our whole dataset but rather only for large enough
values of the independent variable x; the reason for this is that typically in real data the relationship
between d and x does not follow a supposed power law for small values of x. In principle, one can also
include an xmax parameter to add an upper cut-off to the power-law behaviour; here we have chosen
instead to simply explore numerically the effects of using the whole dataset or the specific value of
xmax used by the original authors of the experimental dataset we analyse [15]. We also explore the
effect of changing xmin and compare our results to theirs.

The SL model is born out of the popularity of linear regression on the log-log plot of the data as
a way of performing inference on the parameters of an assumed power law. Defining wi := log10 xi
and fi := log10 di, ∀i, the SL model is defined by:

fi = z(wi) + νi, ∀i ≥ min (2a)

z(wi) = log10 b+ α (wmin − wi) (2b)

νi ∼ N
(

0, 1
β

)
(2c)

Note that once again we’re assuming additive Gaussian noise, but this time on the logarithm of the
values, as is done implicitly when minimizing squared errors in a linear regression. This corresponds
to a multiplicative log-normal noise in our original variables. Consequently, it will not necessarily
be the case that the results of our inference procedure in this scenario match the ones in our first
scenario, when using the data in its original form.

Finally, the WSL model comes from the need to compare our results with those obtained by the
authors of [15]. There, a linear interpolation in the log-log plot of the data was performed, as in the
SL model. However, examination of the code used in that article reveals that the fitting of parameters
was performed using a weighted version of least-squares which is equivalent to the assumption that
the variance of the Gaussian noise in (2c) is proportional to xi. Therefore, the WSL model is also
defined by Eqs. (2a-2c) but replacing β−1 by xiβ

−1 in Eq.(2c).
In each of our models there are 3 parameters to be determined: b, α and xmin. Ideally we would

determine all of them via Bayesian inference. However, determining an estimate of xmin is particularly
challenging, which is why we will assume it given and, as mentioned above, explore numerically how
our results change as we vary this parameter. There is also an auxiliary parameter that describes the
noise variance, β, which, as we will show below, we will infer from the data.
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Posterior density, likelihood and parameter determination

If we assume xmin to be given, for each of the chosen models, A ∈ {PL,SL,WSL}, we would like to
determine PA(b, α|D), that is, the posterior probability density for the model parameters b and α
given the data, D, and our choice of priors over model parameters (which we omit from the notation
for simplicity). In practice, we will obtain this density by considering instead PA(b, α|D,β) and
integrating over the nuisance parameter β, which represents the inverse of the noise variance.

To start, we note that for all three models described in the previous section, we can write the
likelihood given a dataset D = {(xi, di), i ∈ N, i ≤ N} as

PA(D|b, α, β) =
exp [−β EA(D|b, α)]

ZA(β)
, (3)

where the subscripts denote the models (A ∈ {PL, SL,WSL}) and the energy functions, EA, take the
form

EPL ≡
1

2

N∑
i=min

[y(xi)− di]2 (4a)

ESL ≡
1

2

N∑
i=min

[z(wi)− fi]2 , (4b)

EWSL ≡
1

2

N∑
i=min

[z(wi)− fi]2

xi
(4c)

and the normalizations are

ZPL/SL ≡
(

2π

β

)N−min
2

(5a)

ZWSL ≡
N∏

i=min

(
2πxi
β

) 1
2
. (5b)

The simplest way of finding the best-fit values for α and b, in the absence of strong priors, is to use
maximum likelihood. Since the normalization, ZA(β), does not depend on the values of b and α, the
maximum likelihood estimates of these parameters are simply those that maximize EA, and do not
require knowledge of β.

To determine the uncertainty of the estimated best-fit values of α and b, we calculate the posterior
density over the parameters

PA(b, α|D) =

∫
dβPA(b, α|D,β)PA(β|D). (6)

In general, this is a difficult integral to perform but it turns out that a reasonable estimate can be
obtained as [30]

PA(b, α|D) = PA(b, α|D, β̂) (7)

where here β̂ is found as the value that maximizes the evidence PA(D|β), that is

β̂ = argmaxβPA(D|β) (8)

Calculating the evidence, in turn, requires us to calculate the integral

PA(D|β) =

∫
db dα PA(D|b, α, β)P (b, α) (9)
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where P (b, α) is the prior over the parameters b and α. Calculating this integral is also difficult, but
again, a result can be obtained by using a Gaussian approximation of the integrand [30]. This yields

lnPA (D|β) = −βEML
A − 1

2
ln detβB − lnZA(β) + ln

2π

(bM − b0)(αM − α0)
, (10)

where B = ∇2EML
A , calculated using the relevant expression in Eq. (4) at the maximum-likelihood

values α̂ and b̂. In writing Eq. (10) we have also assumed a uniform prior over α and b in the
predefined ranges [b0, bM ] and [α0, αM ] as

P (b, α) =

{
[(bM − b0)(αM − α0)]−1 , if b0 ≤ b ≤ bM , α0 ≤ α ≤ αM
0 , otherwise.

(11)

The expressions for the entries of B for the WSL model can be calculated to be


BWSL

11 = ∂2EWSL

∂2b = 1
b2 ln 10

∑N
i=min

1
xi

[
1

ln 10 − (log10 b+ α(wmin − wi)− fi)
]
, (12a)

BWSL
12 = ∂2EWSL

∂α∂b = ∂2EWSL

∂b∂α = BWSL
21 = 1

b ln 10

∑N
i=min

(wmin−wi)
xi

, (12b)

BWSL
22 = ∂2EWSL

∂2α =
∑N
i=min

(wmin−wi)
2

xi
. (12c)

The corresponding matrix for the SL model is obtained by simply removing the (xi)
−1 factors in each

of the elements above.
We can then find the value of β̂ that maximizes the evidence for the SL and WSL models

analytically from Eq. (10). This yields

β̂ =
((N − xmin)− 2)

2EML
A

. (13)

With this value of β we can estimate the posterior density for b and α, which with flat priors will
amount simply to a rescaling of the likelihood.

For the PL model, Eq. (10) is only a second-order approximation (in b and α; see [30]), with the
B matrix given by:



BPL
11 =

∑N
i=min

(
xi

xmin

)−2α
, (14a)

BPL
12 = BPL

21 = −
∑N
i=min

[
2b
(

xi

xmin

)−α
− di

](
xi

xmin

)−α
ln
(

xi

xmin

)
, (14b)

BPL
22 =

∑N
i=min

[
2b
(

xi

xmin

)−α
− di

]
b
(

xi

xmin

)−α
ln2
(

xi

xmin

)
. (14c)

Numerical integration of the evidence without analytical approximations is in principle possible
for this model, but in practical terms this is unfeasible for the kind of datasets we want to analyse,
as we quickly run into numbers that are either too large or too small for our computer systems to
represent accurately. Nevertheless, as we will see in the Results section, numerical tests on synthetic
data show that Eq. (13) provides an estimation for the order of magnitude of β in the PL model
which is on par with those obtained for the SL and WSL models. We can then use this value of β
together with the BPL matrix to estimate the uncertainty around our best-fit values of b and α for
the PL model.

The data

The experimental data that we use here as an example are taken from [15]. This data is organized
in different sets of ordered pairs, each corresponding to ranked eigenvalues (or variances) in the
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neural responses of the visual cortex of awake mice to different sets of stimuli, as measured through
calcium imaging. The details of the experimental procedures and pre-processing of data that lead
to the ordered pairs of ranks and eigenvalues can be found in the original publication. We will
not be concerned here with how the data were recorded or processed in order to obtain the ranked
eigenvalues; instead we focus on the interpolation problem.

3 Results

Posterior density and its maxima: synthetic data

Before applying the framework presented in the Bayesian Interpolation section to the experimental
dataset, we first apply it to synthetic data to address a number of questions when we know the
ground truth. Specifically, we would like to study (a) how using a noise model for inference on
samples generated from another noise model affects the results, (b) how changing xmin and the cut-off
influences the estimates (next section) (c) how much variability there is in the estimated parameters
from one sample to another when both are generated from the same noise model, and how estimates
from these different samples can be combined together. This latter issue is addressed because in
neural data one often deals with different recordings that are presumed to reflect a single underlying
law; for example, in [15] the mean of the exponents estimated from individual recordings was taken
as reflecting a common true exponent of the underlying power law.

To this end, we first generated data according to each of our 3 noise models: SL, WSL and PL.
We chose the values αtr = 1.04, btr = 0.01 and xtrmin = 11 for a more straightforward comparison
to [15]; the superscript tr simply indicates that these are the true values for the parameters used when
generating these datasets. For x < xtrmin we use the functional form btr

√
x/xtrmin. When it comes to

generating the noise contribution for each model, we also employ values of the respective β which are
of the same order of magnitude as those which we will later show to be present in the experimental

data (see Table S1); we use β
− 1

2

SL = 10−2, β
− 1

2

WSL = 10−3 and β
− 1

2

PL = 10−4.
A sample of the datasets generated in this way is shown on the left column of Fig. 1 for the

different noise models. The results of estimating b and α on these samples, using the noise model
which generated the data as well as the other two noise models are summarized on the right column of
Fig. 1. There, we show the position of the maximum of the posterior distribution (which is the same
as the maximum-likelihood estimate in our case) for b and α. The corresponding 99% confidence
regions for each inference model and for all 10 datasets are also shown. These uncertainty ellipses were
obtained by calculating the covariance matrix for our parameters at the position of the maximum, i.e.
the inverse of the Hessian matrix βB in Eq. (10).

When the model used for inference is consistent with the model that generated the data, it is clear
from Fig. 1D-F that the 99% confidence region of the posterior, for each sample, is centered near the
true parameter values. When the model is inconsistent with the generative model, this is no longer
the case. Fig. 1D shows that when the data is generated from SL but estimation is done through PL,
the 99% ellipses often do not include the true parameter values. The peak of the posterior seems,
however, to be above or below the true values with equal chance depending on the particular sample.
When PL is used on data generated from WSL, the situation is similar (Fig. 1E). On the other hand,
when SL or WSL are applied to data from PL (Fig. 1F), overestimated values for both b and α are
more likely in each of the different samples. Although we notice that the inconsistent models often
assign a high posterior to the true parameter values, the patterns observed in this figure will become
important when we analyse the real data.

As mentioned in the Introduction, one of the central points in [15] is to determine whether the
exponent of an assumed power law in their main dataset is larger or smaller than 1. The results
of Fig. 1 and the discussion above suggest that a mismatch between generative and inference noise
models could cause a true value of the exponent, αtr, which is smaller than 1 to be estimated as
being larger than 1 instead. We explore this possibility by generating new synthetic data, now with
αtr = 0.96. At the same time, we also explore how sensitive our results are to β−1, that is, to the noise
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A D

B E

C F

Fig 1. Inference results on synthetic data. On the left column (A-C) we present 10 datasets
per panel, each generated according to one of our 3 noise models, as indicated in the main text. Each
colour corresponds to a different dataset. On the right column (D-F), we summarize the results of
performing inference on the datasets of the corresponding left panel with all 3 models; the one that
generated the data and the ones that didn’t. We present this information in the form of the position
of the maximum of the posterior distribution for b and α as well as the 99% confidence region ellipse
around that maximum. To aid in the discussion, coloured disks with white symbols indicate the
position of the average of the posterior maxima for the corresponding inference model, over the 10
datasets. Black lines indicate the true values of the parameters.

April 18, 2022 8/28

was not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (whichthis version posted April 18, 2022. ; https://doi.org/10.1101/2022.04.15.488481doi: bioRxiv preprint 

https://doi.org/10.1101/2022.04.15.488481


variance used to generate the data. In Fig. 2 we present the datasets and inference results obtained
with αtr = 0.96 and values of β−1/2 which are 5 times larger than the ones used for generating Fig. 1.
Additionally, Fig. S1 in the Supporting Information shows the same kind of results but now with
values of β−1/2 which are 10 times larger than those of Fig. 1. Figs. 2 and S1 demonstrate examples
for which one gets estimates of α > 1 while αtr < 1 (panels D and F). These figures also highlight the
importance of quantifying the amount of uncertainty in our inference (the curvature of the posterior
around its maximum), since we can see that in most cases where the best estimate for α is above 1,
values below 1 are also compatible with our data within the 99% confidence region; we also see a few
examples of the opposite situation. The information contained in the posterior density would indeed
allow us to calculate the probability of α being above or below this threshold.

We note that the PL model can generate negative values, which causes issues with estimation
using either SL or WSL since they involve taking a logarithm of those values. For this reason, to
produce the plots in the F panels, the inferences were run on the absolute values of the data from the
PL model. In Fig. 2 there were around 70 points in each dataset which changed sign when taking the
absolute value, while this happened for ∼ 120 points in Fig. 2 and only around 2 points in Fig. 1; this
is the reason why the PL model performs well for inference in Fig. 1F but shows a mismatch in the
other two figures. This mismatch would not be present if we remove the absolute value, leaving the
data unmodified. While the data modified by taking the absolute value could plausibly have been
obtained from the PL model, this is unlikely. It is perhaps more useful to interpret the results in
Fig. 2F and Fig. S1F as corresponding to inference on data generated with an unspecified fourth
model.

In Figs. 1, 2 and Fig. S1 we show only 10 samples from each generative model, which is similar to
the number of recordings in the experimental dataset we turn to in the next section. The situation is
the same when more samples are considered.

As discussed earlier, in the Bayesian inference we estimate the value of the parameter controlling the
noise variance, β, for each of our models by using Eq. (13). We test the quality of this approximation
by, once again, generating synthetic data with the same ground truth parameters used for Fig. 1, but
now varying the value of β in the range 103 to 1012. We add noise according to each of our models
and then use them to infer the best-fit values of b and α, which we use in turn to estimate β with
Eq. (13). Fig. 3A shows histograms for the PL model of the signed relative error in the β estimation
(i.e. (β − βtr)/βtr)). The corresponding histograms for the SL and WSL models are qualitatively
very similar to these and can be found in Fig S2A. Each histogram contains 1000 datasets per ground
truth value of β. We see from these histograms that the relative error only rarely exceeds the 20%
level in either direction, suggesting that Eq. (13) provides a good order-of-magnitude estimation for
β for all 3 models within the wide range of noise variances we studied. It’s worth noting that our
calculations include not only the estimation of β but also of b and α, which could be dominating the
deviations we observe. To disentangle these two contributions, we remove this element by directly
using the ground truth values btr and αtr in Eq. (13). These results are shown in Figs. 3B and S2B.
There is no qualitative difference between these results and those of the A panels, indicating that the
estimation performed by Eq. (13) is not limited by the precision of the estimation of b and α but
instead by a different factor, such as the length of the dataset.

Posterior density and its maxima: experimental responses to natural stim-
uli

We now turn our attention to the results obtained for the dataset from [15]. We calculate the posterior
density for b and α for each recording in that dataset using each of our models. For this purpose we
use xmin = 11 (the value used in [15]) and a prior of the form (11), with α0 = 0, αM = 3, b0 = 10−8

and bM = 0.05. We expect this range to be appropriate for all recordings in this particular dataset,
but we always inspect the posterior densities and the position of their maximum so that we can
modify or extend the support of our prior if the maximum occurs at the border of this range. Both for
the synthetic data as well as here, we perform our calculations using software (Wolfram Mathematica
12) which can directly manipulate the symbolic expressions presented earlier, and can apply built-in
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A D

B E

C F

Fig 2. Inference results on synthetic data with larger noise variance and lower α. On
the left column (A-C) we present 10 datasets per panel, each generated according to one of our 3
noise models, as indicated in the main text. Compared to Fig. 1, the data presented here was created
using a noise variance that is 25 times larger and a lower value of the power-law exponent, αtr = 0.96.
Each colour corresponds to a different dataset. On the right column (D-F), we summarize the
results of performing inference on the datasets of the corresponding left panel with all 3 models; the
one that generated the data and the ones that didn’t. We present this information in the form of the
position of the maximum of the posterior distribution for b and α as well as the 99% confidence
region ellipse around that maximum. To aid in the discussion, coloured disks with white symbols
indicate the position of the average of the posterior maxima for the corresponding inference model,
over the 10 datasets. Black lines indicate the true values of the parameters. For the reasons
explained in the text, the datasets used in (F) differ from those of (C) in the sign of some of the
points with a large value of x.
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A PL B PL

Fig 3. Performance of the β estimation with the PL model. (A) Histograms of the signed
relative error in the estimation of β when using Eq. (13), after estimating b and α with the PL model
on corresponding synthetic datasets, and for a range of ground truth values of β as indicated in the
legend. Each histogram was built from 1000 datasets per ground truth value of β. (B) The same as
in (A) but now the ground truth value of b and α has been employed when using Eq. (13). Bin
widths are 0.01 for all panels.

numerical methods to find extrema and calculate integrals. We verified the results obtained in this
way by calculating the value of the posterior density for each point of a 103 × 103 grid spanning
the range given by the prior, and simply finding the point on the grid for which the posterior is
maximised; the results obtained with either method were consistent up to the minimum resolution
provided by our calculations on the grid. Fig. 4 shows the posterior densities obtained for the first
recording in the dataset, using only the points with indices 11 to 500 as was done in [15]. For the
PL model, as a consequence of the practical difficulties we found when calculating the evidence, we

show instead exp
(
β̂ (EML

D − ED(b, α))
)

, which is proportional to the posterior density for a flat prior.

Each of the three surfaces presents a single maximum and then decays quickly, in a way that closely
resembles a two-dimensional Gaussian. Those maxima are close to one another but do not coincide.
The posterior densities for the other recordings in the dataset look very similar to these, as shown in
Fig. S3.

It is important to note that if, for any reason, we were only interested in the best-fit value for just
one of our parameters, typically α, the correct density to look at would be the posterior density for
that parameter only. We can obtain this density by marginalising the joint density for b and α with
respect to the parameter we are not interested in.

In principle, obtaining the estimate for α from its marginal density, as opposed to from the joint
maximisation of the density for b and α could lead to quite dramatic differences. This is due to the
fact that the b and α are correlated, and the Gaussian approximation we used earlier to estimate
our uncertainty in the best-fit values breaks down far away from the maximum. It is therefore
important to investigate whether there is a substantial difference between the estimates found from
marginalisation and joint maximisation for the dataset and models we analysed here.

For the particular models and the dataset we are using, we found that the joint densities, shown
in Figs. 4 and S3, approximate a Gaussian very well around their maximum and fall off very quickly
when moving away from it. Because of this, the marginal density is still well approximated by a
Gaussian and the value of α at its maximum coincides with the one we obtained from the joint
posterior density for b and α.

When obtaining the posterior density, the Bayesian framework also provides us with an estimation
of the inverse noise variance, β, for each of our models. Fig. 5 and Table S1 show the values of β−

1
2

obtained for each recording. When comparing these values, it is important to remember that the
definition of β is different in each model (see Eqs. (1c), (2c) and definition of WSL). This leads, for

April 18, 2022 11/28

was not certified by peer review) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (whichthis version posted April 18, 2022. ; https://doi.org/10.1101/2022.04.15.488481doi: bioRxiv preprint 

https://doi.org/10.1101/2022.04.15.488481


Fig 4. Posterior densities for Recording 1. Joint posterior density for parameters b and α
obtained for the first recording in the main dataset of [15] for the SL model (green) and the WSL
model (blue). For the PL model (red) we show the posterior density up to a constant scale factor.
The top row shows each of these surfaces separately (in the order SL, WSL and PL, from left to
right). The bottom row shows them combined. Only the points with indices 11 to 500 were used in
the calculations, as was done in [15]. A spike visible behind the SL surface and a missing piece of the
WSL surface are only visual artefacts produced by the plotting software and don’t reflect the true
shape of those surfaces, which are smooth.

example, to the values of β−
1
2 being an order of magnitude larger in the SL model than they are in

the WSL model. We could also assign an uncertainty to our estimates of β−
1
2 by making use of the

curvature of the evidence around its maximum; we omit such uncertainty calculations here.
The full posterior distribution provides the most information about the result of our inference.

From it, in addition to the maximum a posteriori (MAP) estimates of the parameters, we quantify
the uncertainty of these estimates by calculating the covariance matrix for our parameters at the
position of the maximum, as we did for the synthetic data. Noting that the vertical axis of Fig. 4
is logarithmic, the figure reveals that these densities are indeed very sharp at the position of their
maximum, implying a low uncertainty in the MAP estimates, as further described below.

Fig. 6A shows the best-fit values for b and α for each of the 7 recordings in the dataset as estimated
by each of the models. The ellipses around the points indicate the 99% confidence region around the
MAP estimates. The numerical values corresponding to this figure are provided in Table S2.

We can learn from Fig. 6A that the best-fit values for each recording depend on the noise model.
But are these differences important in any practical sense?

In [15], the authors used the experimental data to test their theoretical result, which states that
for populations of neurons of size N →∞ an exponent of α > 1 is needed for differentiable codes.
They thus performed an estimate of α for the 7 different recordings we have analysed here, finding
that the average is slightly above 1. Note that the WSL model is mathematically equivalent to the
fitting procedure employed in [15], and we can indeed confirm that the average over recordings of the
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Fig 5. Estimation of noise variance for the main experimental dataset. Values of β−1/2

obtained for each recording in the main dataset of [15], for each of the inference models, using
Eq. (13). When looking at this figure, it’s important to remember that the definition of β is different
for each model (see Model description).
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Fig 6. Inference results for the main experimental dataset. (A-C) Best-fit values for b and
α corresponding to the position of the maximum on their joint posterior distribution, for each
recording in the main dataset of [15]. The ellipse around each point indicates the 99% confidence
region. Green crosses and ellipses correspond to the SL model, blue + symbols and ellipses to the
WSL model and red triangles and ellipses to the PL model. The number next to each symbol
indicates the recording to which it corresponds. Only the data points with indices xmin to 500 of
each recording were used in the calculations, with the value of xmin indicated in each panel. (D-F)
Value of the α-coordinate of the maximum of the joint posterior density when including or excluding
the “tail” of the data from each recording (indices over 500). The dashed line indicates the identity.

estimated value for the exponent, α, using this model or the other two indeed yields values larger
than one.

There are, however, a number of subtle observations to be made here. Firstly, one may ask if
it makes sense to average over the values of α from different recordings. Indeed, Fig. 1 shows that
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when the data is generated using the same noise model as the one used for parameter estimation,
this averaging makes sense. It could also makes sense in some other cases, such as when generating
data with PL and inferring with one of the other models, since the results are mostly consistent
across datasets. There are situations like the one when we generate with SL but infer with PL,
where averaging does provide an estimate that is close to the true values even though the individual
datasets are inconsistent with one another; however, in the absence of knowledge of how these data
were generated and what the true values are, it would not make sense to average results that are so
inconsistent with one another as these are. Secondly, we can see that when data is generated from
PL but parameters are estimated using SL or WSL, the parameters tend to be overestimated and
this could easily lead to concluding α > 1, when this is not so for the true values, as we have already
explored in Figs. 2 and S1. Although this may be a problem, depending on how large or small the
overestimation is in practice, the following point is perhaps more curious: assuming each recording to
be a sample from a similar power law whose exponent is to be estimated, Fig. 6 does not seem to
be qualitatively similar to the case when WSL is used on data generated from WSL (Fig. 1E, blue
crosses and ellipses). This suggests that the real data may not be consistent with the model used
for estimation. In fact, the situation in Fig. 6 does not seem to be similar to any of those in Fig. 1,
implying that the data is potentially not well-modeled by any of these three noise models, or perhaps
not even by a power law to begin with. The latter point is of course one of model selection that we
do not turn to, but already at this point the results beg the question of, given these discrepancies,
how sure can one indeed be about the presence of a power law, let alone the value of its exponent.
And this is all assuming that xmin and the cut-off values are known or knowledgeably chosen, issues
that we turn to later on.

Posterior density and its maxima: experimental responses to low-dimensional
stimuli

As mentioned in the Introduction, the theoretical analysis in [15] predicted that for a smooth
population code the exponent of the power law should be larger than 1 + 2/d. Besides the responses
to natural stimuli that we analysed above, for which d is supposedly very large and the lower bound
on the exponent is around 1, the authors also studied recordings in response to stimuli sampled from
spaces of lower dimension.

Here we also apply the Bayesian interpolation approach to the data recorded in response to
8-dimensional stimuli. For this dataset, the predicted lower bound on α would be 1.25. Fig. 7 shows
the results of our estimations on this dataset. As opposed to the case of the responses to natural
stimuli shown in Fig. 6, where for some recordings and inference models one could get estimates both
below and above the predicted lower bound of 1, in the case of 8D stimuli the results are consistently
above the lower bound of 1.25 with a reasonable margin.

The 8D example thus portrays a case where, unlike that of natural stimuli, the dataset is sufficiently
large and clear that, once a power law is assumed, the estimated exponent satisfies the bound and
this is unlikely to depend on the noise model and other details.

Exploring the effects of xmin and the upper cut-off

Up to this point we have performed all our calculations using the same value of xmin as in [15],
xmin = 11. In principle, one can also include xmin as a parameter and find the best estimate for it.
Here, in this section, we would like instead to simply explore how sensitive the estimates for α are to
different choices for the value of xmin. At the same time, the dataset from [15] contains almost 3000
data points for most of the recordings in the natural stimuli condition. However, the original authors
use only the first 500 points in their calculations. As was alluded to before, finding the optimal
choices for each of these two parameters are themselves difficult estimation problems. Yet, being
interested primarily in α, we can study how these choices affect the results regarding α in synthetic
and real data.
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Fig 7. Inference results for the 8D experimental dataset. Best-fit values for b and α
corresponding to the position of the maximum on their joint posterior distribution, for each recording
in the 8D dataset of [15]. The ellipse around each point indicates the 99% confidence region. Green
crosses and lines correspond to the SL model, blue + symbols and lines to the WSL model and red
triangles and lines to the PL model. The number next to each symbol indicates the recording to
which it corresponds. Only the data points with indices 11 to 500 of each recording were used in the
calculations, as was done in [15].

To explore the effect of including the “tail” cut off of the dataset (those points with indices larger
than 500), we repeat our calculations considering all datapoints available. The numerical results
obtained for the best-fit values for b and α in this case can be found in Table S3. Figure 6D compares
the α-coordinate of the maximum of the joint posterior density obtained with and without the tail of
the dataset with each model. We see clearly that, for this dataset, the PL model is far less sensitive
than the other two to the inclusion of these additional datapoints, but all of them provide a larger
value of α when all points are taken into account.

Regarding the effect of xmin in our results, we can already see in Fig. 6B, C, E and F that changing
this parameter can have dramatic consequences for our estimation of α. To gain further insight
regarding the effect of xmin, we begin by studying a dataset with a known underlying value of xmin

and the other parameters as we change the value of xmin used for inference. As before, we generate
data with parameters αtr = 1.04, btr = 0.01 and xtrmin = 11, according to Eq. (1b). Once again, For
x < xtrmin we use the functional form b

√
x/xtrmin. Regarding the noise, we use the WSL model so that

comparisons to the results in [15] can be made more directly. We add noise according to this model,
and we explore different values for the variance parameter β; Fig. 1B shows examples of what these
datasets look like for a value of β−

1
2 = 10−3. We then find the best estimate for α by using the closed

form least-squares solution implemented in the code provided by the authors of [15], which as we
have said corresponds to the α-coordinate of the maximum of the joint posterior distribution on b
and α when working with a flat prior. As discussed before, the marginal distribution for α would be
more appropriate for this but the marginalisation procedure doesn’t have a relevant effect in this case.
Fig. 8A shows what happens to the best-fit value of α as we change the value of xmin used in the
inference process. Shaded areas indicate 1 standard deviation over 1000 realizations of the noise for
each value of the noise variance. We see that the best-fit value of α changes rapidly until we reach
the true value of xmin (the rate and direction of change will depend on the functional form we have
chosen for x < xtrmin) but the average value then stabilizes as soon as xtrmin is reached, as long as the
noise variance is not too high. A few randomly chosen individual realizations of the noise can be seen
in the Supporting Information, Fig.S4.
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Fig 8. Behaviour of α and the KS distance as we vary xmin. (A) Best estimate for α
provided by least-squares averaged over 1000 realizations of the noise, for each value of β, according
to the WSL model on simulated data. Parameters are given in the main text. Shaded regions
indicate 1 standard deviation over the 1000 realizations. The vertical dashed line indicates the true
value of xmin used to generate the data. (B) Best estimate for α provided by least-squares for each
recording in the main dataset of [15] as we change the value of xmin used for inference. (C) Average
Kolmogorov-Smirnov distance between the best-fit power law provided by least-squares and the data,
as we vary the value of xmin used for inference. The average is over 1000 realizations of the noise and
each shaded region corresponds to 1 standard deviation from that average. Different colours
correspond to different values of β as indicated. The vertical dashed line indicates the true value of
xmin used to generate the data. (D) Kolmogorov-Smirnov distance between the best-fit power law
provided by least-squares and the data from the main dataset in [15], as we vary the value of xmin

used for inference. Each line corresponds to one of the 7 recordings in the dataset, as indicated.
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Fig. 8B shows the behavior of the best-fit estimate for α for each of the recordings in the main
dataset from 15 as we change the value of xmin used during the inference process (compare to Fig.S4).
We see that the value of α doesn’t stabilize at xmin = 11 in each recording but rather for larger values,
if ever. This suggests that the value of xmin used in [15] might have been underestimated. If so,
that would imply that the best estimate values for α should have been higher than reported, though
likely compatible with them within the level of uncertainty we reported earlier (assuming that the
best estimate for b moves in the same direction and by the right amount as well). The continuing
drift of the best estimate for α towards higher values as xmin increases observed in some recordings
suggests that the model used, either with regards to the power-law functional form or with regards to
the noise model, might not be suitable for this dataset. Proper exploration of this question requires
model selection.

We further explore the effect of xmin by computing the Kolmogorov-Smirnov (KS) distance
between the best-fit power law provided by WSL and the empirical distribution of values, as we
change xmin [9]. Fig. 8C shows the results for synthetic data. We see here that for low noise variance
the KS distance descends rapidly until we reach the true value of xmin, and then remains almost
constant with very little variance around the average (over 1000 trials). For low values of the noise
variance and a functional form for x < xtrmin which is sufficiently different from the one after that
point, identification of a good value for xmin seems plausible. Fig. 8D also shows the KS distance as
we change xmin but now using the dataset from [15]. We see that for most recordings it’s not easy to
identify a clear minimum or transition point between two behaviors. This could once again be an
indication of the model not being appropriate for the data, but proper model selection is required to
provide some answer to that question.

4 Conclusion

Estimating the exponent of power laws has always been an important problem in the physics of
critical phenomena and phase transitions, where power-law scalings are expected to appear at the
point of transition and the exponents of the scaling laws are predicted to follow precise relationships
with one another [4]. It has thus always been an obsession of experimental physicists working on
phase transition to measure the exponents precisely, with the same system being studied by different
groups and different experimental methods; for example see table V of [5] summarising some of the
experimental efforts to measure one critical exponent in magnetic transitions. As already noted in [5],
an important part of this endeavour has been to identify the critical region, that is, the range of
parameters over which the data is to be fitted with a power law to estimate the exponent, and to
study how the estimates depend on the choice of this region. In neuroscience, power-law relationships
have also been reported, either via analysing theoretical models or by examining experimental data.
With the ability to record from larger and larger populations of neurons, for longer periods of time
and under varying conditions, in neuroscience too, power laws and their estimated exponents are
playing a role. However, not enough attention has been paid to the caveats associated to drawing
conclusions from data in this difficult inference task, in particular to the choice of the range of data
to be analysed (which corresponds to the critical range in the theoretical physics alluded to above) or
how much the amount of data and estimation method influence the results.

The problem of asserting the presence of power laws by simply looking at the data in log-log scale
and using linear regression has been noted by numerous people [29,32]. As discussed before, some
power laws, used either for describing probability distributions or as scaling laws, are predicated on
the analysis of theoretical models [3, 4, 25]. Some of the studies that present experimental evidence
for power laws rely not only on well-studied and sound theoretical models, but also on observations
across a variety of settings and experimental measurement tools [3–5,25]; such studies are not only
limited to theoretical physics, but are also present in systems biology [33]. In other cases, for instance
in many studies claiming the presence of power laws in network properties, results will largely go away
when solid statistical models are used [9,29,34]. In neuroscience, however, it seems that power-law
relationships are still declared only based on visual inspection, and exponents inferred using linear
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regression. Consequently, in this article we have proposed a reasonable first step for addressing some
of the issues that arise in estimating the exponents of a power-law scaling: we perform inference
through Bayesian interpolation, comparing the results from different noise models and looking at the
consistency of the results.

Given the task of inferring the values of the parameters for a power-law functional form interpola-
tion, we asked ourselves how much the results of such inference would depend on our assumptions.
To answer this question we began by recasting the problem in terms of the Bayesian framework
of [30]. We then proceeded to explore the effects of our assumptions both on synthetic data, for which
we are sure about the presence of a power-law scaling and know the ground truth, and on recent
experimental data from [15]. We also observed that our choice of the value for the xmin parameter
can have relevant consequences when inferring the values of our other parameters. A full Bayesian
inference of xmin is desirable, but the methods we used here to explore the effects of this parameter
on the inference process can also provide clues (or perhaps a prior) as to which values can be suitable
choices for it.

Our results for the joint best-fit values of b and α show such a degree of dependence on different
choices, e.g. noise model, range of data or specific recording, that the estimated values are not
compatible with one another. In fact, we found that for the responses to natural stimuli from [15],
the same recording could in some cases be above or below the lower bound of 1 depending on the
noise model employed during inference. However, the distribution of the best-fit parameters and
their uncertainties in this case were quite different to what we observed in synthetic data, where
the presence of a power law, its exponent and the noise model were known. This incompatibility
suggests that either more data or a thorough process of model selection, perhaps aided by detailed
modelling of the uncertainty and noise through the preprocessing of the data from measurement to
interpolation, is required. For the case of responses to lower-dimensional stimuli, the results were
more convincing: although the best estimates and uncertainties varied from recording to recording
and depended on the noise model used for inference, they were all consistently above the lower bound
suggested by the theory by a margin of ∼ 15%.

Indeed, also in [15] the difference between the estimated power-law exponent for low-dimensional
stimuli and the corresponding lower bound was much larger than for the case of natural stimuli.
The conclusion of [15], however, was that since in both cases their estimated exponents were still
above the theoretical lower bound, the response manifolds for both natural and low-dimensional
stimuli are smooth. As we discussed in this paper, one problem with their approach was that the
exponents of different recordings were averaged. We argued that this is not justified. Furthermore,
having quantified the uncertainties of the estimated exponents for each recording separately, and the
dependence they have on choices such as the range of the data or the inference model, we show that
it is not possible to conclusively state that the exponent in the case of natural scenes is above the
lower bound and that the manifold of responses, as opposed to the case of low-dimensional stimuli, is
smooth.

The results can be interpreted in two ways: (a) that in the case of responses to high-dimensional
stimuli the lower bound is in reality satisfied, as [15] suggests, but that there is not enough data to
show it conclusively or (b) that the manifold of responses of the mouse V1 to natural scenes is in
reality not smooth, even if it is indeed smooth for lower-dimensional stimuli. Unfortunately, we cannot
distinguish between these two possibilities given the data and tools we have available. However, it
is important to note that the quantification of uncertainties, together with the realisation that the
exponent in responses to natural stimuli (but not to lower-dimensional stimuli) could be above or
below the bound depending on various factors, persuades one to seek an alternative interpretation of
the data. It could indeed be the case that the stimulus-response mapping for low-dimensional stimuli
is smooth, but for natural stimuli it hovers around a region where both smooth and non-smooth
stimulus-response relationships are achievable, depending on different factors. For instance, attention
is known to alter neural responses both at the single cell [35] and population levels [36, 37]. It
would thus be informative to study if the degree of smoothness of the stimulus-response relationship
in a given recorded population is related to the degree of attention to the part of the scene that
is retinotopically mapped to that population, and, from a broader perspective, other functional
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non-uniformities that such mapping entails [38, 39].
Throughout this article we have made an effort to emphasise the importance of keeping our

assumptions in mind and to consider the full posterior probability densities for our parameters
when performing inference. The posterior density (whether joint or marginal, as appropriate) can
provide much more information about the result of our inference than simply the position of its
maximum. Crucially, it provides a way of quantifying the uncertainty in our estimations and the
covariance or correlation of those estimates between the different parameters, which are always
important to communicate. It is at the same time important to evaluate whether our distributions
are well-approximated by a Gaussian around their maximum, as a failure to fulfil this condition could
speak of a skewed inference where values away from the maximum in a certain direction are much
more likely than in a different direction.

Another crucial point to keep in mind is that, in the analysis that we performed here, the noise
on each datapoint was considered to be independent. This assumption is unlikely to be true in real
experimental data, as at least a part of the noise on each datapoint is due to the common recording
techniques, similar pre-processing, etc. It would be important thus to also extend the Bayesian
framework to models with correlated noise and evaluate the effects of such noise on any conclusions.

Finally, we reiterate that the results discussed here about the estimation of power-law exponents
were made under the assumption that a power-law scaling is indeed present in the data. Arguing
for the presence of this power-law scaling is a more difficult exercise, but the interpolation approach
presented here provides a necessary first step towards this task of model selection.
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Supporting Information

S1 Fig. Inference results on synthetic data with large noise.

S2 Fig. Performance of the β estimation with the SL and WSL models.

S3 Fig. Posterior density surfaces for recordings 2 to 7.

S4 Fig. Behaviour of α on individual realizations of the noise for synthetic data as we
vary xmin.
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A D

B E

C F

Fig S1. Inference results on synthetic data with large noise and lower α. On the left
column (A-C) we present 10 datasets per panel, each generated according to one of our 3 noise
models, as indicated in the main text. Compared to Fig. 1, the data presented here was created
using a noise variance that is 100 times larger and a lower value of the power-law exponent,
αtr = 0.96. Each colour corresponds to a different dataset. On the right column (D-F), we
summarize the results of performing inference on the datasets of the corresponding left panel with all
3 models; the one that generated the data and the ones that didn’t. We present this information in
the form of the position of the maximum of the posterior distribution for b and α as well as the 99%
confidence region ellipse around that maximum. To aid in the discussion, coloured disks with white
symbols indicate the position of the average of the posterior maxima for the corresponding inference
model, over the 10 datasets. Black lines indicate the true values of the parameters. For the reasons
explained in the text, the datasets used in (F) differ from those of (C) in the sign of some of the
points with a large value of x.
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A

B

SL

SL

WSL

WSL

Fig S2. Performance of the β estimation with the SL and WSL models. On the top row
(A) we present histograms of the signed relative error in the estimation of β when using Eq. (13),
after estimating b and α with the SL and WSL models on corresponding synthetic datasets, and for a
range of ground truth values of β as indicated in the legend. Each histogram was built from 1000
datasets per ground truth value of β. On the bottom row (B), we show the same type of histograms,
but now the ground truth value of b and α has been employed when using Eq. (13). Bin widths are
0.01 for all panels.
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R2 R3

R4 R5

R6 R7

Fig S3. Posterior density surfaces for recordings 2 to 7. Joint posterior density for
parameters b and α obtained for recordings number 2 to 7 in the main dataset of [15] for the SL
(green) and the WSL models (blue). For the PL model (red) we show the posterior density up to a
constant scale factor. Only the points with indices 11 to 500 were used in the calculations, as was
done in [15]. The spikes and missing parts visible on the edges of some of the surfaces are only visual
artefacts produced by the plotting software and don’t reflect their true shapes, which are smooth.
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Fig S4. Behaviour of α on individual realizations of the noise for synthetic data as we
vary xmin. Best estimate for α provided by least-squares for individual realizations of the noise
according to the WSL model on simulated data. Parameters are given in the main text. Cyan lines
correspond to β−

1
2 = 10−2 and magenta lines correspond to β−

1
2 = 10−1. The vertical dashed line

indicates the true value of xmin used for generating the data.
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Table S1. Values of β−
1
2 obtained for each recording and each model.

β−
1
2 R1 R2 R3 R4 R5 R6 R7

SL 1.9× 10−2 2.3× 10−2 2.4× 10−2 2.0× 10−2 1.6× 10−2 1.7× 10−2 1.3× 10−2

WSL 2.5× 10−3 2.7× 10−3 4.3× 10−3 2.1× 10−3 1.6× 10−3 2.2× 10−3 2× 10−3

PL 1.8× 10−4 1.7× 10−4 3.1× 10−4 1.3× 10−4 8× 10−5 1.7× 10−4 1.5× 10−4

S1 Table. Values of β−
1
2 corresponding to Fig.5

Table S2. Best-fit values corresponding to Fig.6. Best-fit values for b and α according to each
of the 3 models we consider, using only data in the range used in [15], corresponding to xmin = 11
and xmax = 500. Uncertainty is indicated in parenthesis for the last significant digit and corresponds
to a standard deviation in the direction given by that parameter. For compactness, correlation
matrices are provided instead of covariance matrices; they should be completed by symmetry.

SL WSL PL
Fit Correlations Fit Correlations Fit Correlations

R1
b 0.0181(1) 1 0.0168(1) 1 0.01599(8) 1
α 1.137(2) 0.96 1 1.107(3) 0.86 1 1.065(5) 0.71 1

R2
b 0.0151(1) 1 0.01480(9) 1 0.01441(8) 1
α 1.050(3) 0.96 1 1.041(3) 0.86 1 1.020(7) 0.72 1

R3
b 0.0172(2) 1 0.0151(1) 1 0.0138(1) 1
α 1.083(3) 0.96 1 1.029(5) 0.86 1 0.954(7) 0.72 1

R4
b 0.0179(1) 1 0.01660(8) 1 0.01607(6) 1
α 1.101(3) 0.96 1 1.071(2) 0.86 1 1.044(3) 0.72 1

R5
b 0.01480(9) 1 0.01380(5) 1 0.01337(3) 1
α 0.999(2) 0.96 1 0.972(2) 0.86 1 0.948(2) 0.73 1

R6
b 0.0170(1) 1 0.01560(8) 1 0.01508(7) 1
α 1.089(2) 0.96 1 1.056(2) 0.86 1 1.029(4) 0.72 1

R7
b 0.01520(8) 1 0.01460(7) 1 0.01392(6) 1
α 1.029(2) 0.96 1 1.011(2) 0.86 1 0.975(4) 0.73 1

S2 Table. Best-fit values corresponding to Fig.6.

S3 Table. Best-fit values when using the full tail of the dataset.
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Table S3. Best-fit values when using the full tail of the dataset. Best-fit values for b and α
according to each of the 3 models we consider, using all datapoints available after xmin = 11.
Uncertainty is indicated in parenthesis for the last significant digit and corresponds to a standard
deviation in the direction given by that parameter. For compactness, correlation matrices are
provided instead of covariance matrices; they should be completed by symmetry. Comparing with
Table S2 we see that the PL model is less sensitive to the inclusion of this additional data for this
particular dataset.

SL WSL PL
Fit Correlations Fit Correlations Fit Correlations

R1
b 0.063(2) 1 0.0210(2) 1 0.01617(4) 1
α 1.535(8) 0.98 1 1.248(4) 0.86 1 1.084(2) 0.68 1

R2
b 0.042(1) 1 0.0172(2) 1 0.01454(3) 1
α 1.362(7) 0.98 1 1.130(3) 0.86 1 1.032(2) 0.69 1

R3
b 0.108(5) 1 0.0213(3) 1 0.01416(6) 1
α 1.656(9) 0.98 1 1.241(4) 0.86 1 0.990(3) 0.68 1

R4
b 0.141(7) 1 0.0240(4) 1 0.01632(3) 1
α 1.74(1) 0.98 1 1.297(5) 0.86 1 1.068(2) 0.69 1

R5
b 0.083(3) 1 0.0186(2) 1 0.01367(3) 1
α 1.535(9) 0.98 1 1.156(4) 0.86 1 0.978(1) 0.69 1

R6
b 0.060(2) 1 0.0196(2) 1 0.01529(3) 1
α 1.483(7) 0.98 1 1.197(3) 0.86 1 1.048(2) 0.69 1

R7
b 0.063(2) 1 0.0182(2) 1 0.01414(3) 1
α 1.460(8) 0.98 1 1.146(3) 0.86 1 0.997(2) 0.69 1
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