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Single-molecule localization based on the concept of MINFLUX allows for molecular resolution
imaging and tracking. However, MINFLUX has a limited field-of-view and therefore requires a
precise and photon-costly pre-localization step. We propose ISM-FLUX, a localization technique
that combines structured illumination with structured detection. We show through simulations that
replacing the point-detector with a small (e.g. 5× 5 pixels) single-photon camera and sequentially
exciting the sample with four spatially separated doughnut-shaped beams, a localization precision
between 1 and 15 nm can be obtained over a field-of-view (FOV) of more than 800 nm with 100 pho-
tons. The large FOV, induced by the camera, makes the pre-localization step obsolete. We calculate
the effect of different parameters, such as the position of the doughnut beams and the number of
pixels, on the localization precision. We predict that the combination of a good localization preci-
sion and the experimental simplicity of ISM-FLUX will help the wide adoption of MINFLUX based
microscopy.

Localizing single fluorescent molecules with nanome-
ter precision is key for both single particle tracking and
imaging beyond the diffraction limit. Nowadays, most
techniques fall in either of two categories: structured
detection (SD) or structured illumination (SI) based lo-
calization. The former category includes all techniques
in which a sparse subset of the fluorescent molecules is
active, illuminated with wide-field illumination, and im-
aged with a large camera. After analysing the emission
patterns to find the fluorophore coordinates, the process
is repeated with a different subset until a sufficient num-
ber of fluorophores has been localized. Most implemen-
tations of conventional single molecule localization mi-
croscopy (SMLM), such as direct stochastic optical recon-
struction microscopy (dSTORM) [1, 2], photoactivated
localization microscopy (PALM) [3, 4], and points accu-
mulation for imaging in nanoscale topography (PAINT)
[5] are examples of SD localization. These techniques
can be implemented on conventional low-cost wide-field
camera-based setups and can be used for large field-of-
view (FOV) imaging of live samples while, at the same
time, giving quantitative information on the cellular or-
ganization and functioning at the molecular level [6, 7].

However, the localization precision scales with
√
N , with

N the number of fluorescence photons. As a result, long
acquisition times may be required for a good localiza-
tion, making these techniques prone to photobleaching
and sample drift. In addition, the fluorescence pattern,
and hence the calculated fluorophore position, is affected
by the orientation of the emission dipole [8]. While SD lo-
calization can reach unlimited resolution in theory, these
factors typically limit the localization precision to about
20-50 nm in practice [9], although precisions below 5 nm
have been reported [10, 11]. Furthermore, emCCD or
sCMOS cameras used in SMLM suffer from read-out,
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thermal, and electronic noise and usually have a maxi-
mum frame rate in the kHz range, making this detection
method incompatible with time-domain lifetime imaging,
although this limitation could be solved with other cam-
era types [12, 13].

In SI localization, on the other hand, the informa-
tion on the fluorophore’s position is entirely encoded
in the excitation pattern. These techniques require a
set of illumination patterns, typically doughnut shaped
beams focused at different positions around a single ac-
tive fluorophore, following a pre-defined pattern, called
the targeted coordinate pattern (TCP). For each posi-
tion in the TCP, the fluorescence intensity is recorded
with a single point-detector and analyzed to find the flu-
orophore’s position. Localization techniques based on SI,
such as MINFLUX [14], MINSTED [15], pMINFLUX
[16], and two-photon MINFLUX [17] can reach preci-
sions of a couple of nanometers with a much smaller
emission photon budget in comparison to SD techniques
and the precision does not depend on the emission wave-
length or the molecular orientation. In addition, single
point-detectors, such as avalanche photodiodes (APD),
provide shot–noise limited detection and allow combin-
ing localization microscopy with time-correlated single-
photon counting (TC-SPC), for example for measuring
the lifetime [18] or for quantum microscopy. However, by
spatially integrating all photons with a single-point de-
tector, some information on the molecule’s position gets
lost. This is particularly problematic when the molecule
is outside the region spanned by the TCP [19], as the
likelihood function may show multiple local maxima far
away from the actual fluorophore position. In typical SI
implementations, this lack of robustness demands a pre-
cise and photon costly pre-localization procedure to make
sure that the active fluorophore is inside the TCP [20].

Here, we propose a molecule localization technique
that takes inspiration from MINFLUX and image scan-
ning microscopy (ISM) [21, 22]. Our technique, called
ISM-FLUX, combines structured illumination – by
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means of spatially displaced doughnut shaped beams that
sequentially excite the sample – with structured detection
– by using a fast camera. We calculate the Cramér-Rao
bound for different experimental parameters, such as the
diameter of the targeted coordinate pattern, the signal-
to-background ratio (SBR), the magnification, and the
number of pixels to show the effect on the theoretical
localization precision that can be expected in each case
and to find the optimal experimental settings. We pay
particular attention to the case of localizing fluorophores
outside of the TCP, since this is the main bottleneck
of conventional MINFLUX based techniques and could
be overcome by using a camera. Note that the combi-
nation of SI and SD for localizing molecules has been
demonstrated before [23, 24] but in these techniques the
three standing wave illumination patterns (for each ori-
entation) are laterally shifted with respect to each other
by one third of the pattern pitch, limiting the resolution
improvement to about a factor of two with respect to
conventional SMLM.

In the proposed experimental setup, Fig. 1, an acti-
vation laser turns on a single fluorophore, which is then
excited with a series of four laterally displaced doughnut
beams, where the displacements are in the order of 12 to
250 nm. The activation step can be skipped for imaging
methodologies that do not require photo-activation, such
as PAINT, or can be replaced with an off-switching pro-
cedure, e.g. for dSTORM. The position of each doughnut
beam is predefined, i.e., it does not have to be updated
during the experiment in a feedback loop, hence the de-
scription “single-step MINFLUX”. The beams can be
focused at different positions by splitting the excitation
beam into four beams and aligning each beam with a dif-
ferent set of mirrors or by means of a spatial light modu-
lator. Here, we assume a TCP consisting of three equidis-
tant positions on a circle and a fourth position in the cen-
ter of this circle. Each beam can be sequentially turned
on, for example with a set of acousto-optic modulators
or by using pulsed interleaved excitation (PIE). The re-
sulting fluorescence is collected and focused onto a small
single-photon camera, e.g. a single-photon avalanche
diode (SPAD) array detector consisting of a matrix of
5× 5 or 7× 7 pixels. The detector is connected to a data
acquisition system with a high enough temporal resolu-
tion to link each photon to one of the excitation pat-
terns, e.g., with a TC-SPC module in the case of PIE.
The four doughnut beams continuously excite the sam-
ple until enough photons have been collected for an ac-
curate localization or until the fluorophore has turned to
an off–state. A scanning system with two galvanometric
scanners or a scanning stage can be installed to increase
the FOV. In the former case, the array detector must be
installed in a de-scanned configuration.

A conventional MINFLUX experiment yields four val-
ues, corresponding to the emission photon counts for each
of the four positions in the TCP. The fluorophore can be
localized with a maximum likelihood estimator (MLE),
taking into account the combination of the shape and

position of the excitation beams with the four photon
counts. An ISM-FLUX measurement, on the other hand,
does not only provide the number of counts for each posi-
tion in the TCP but also tells us where in the image plane
those photons were detected. ISM-FLUX thus combines
the ideas of MINFLUX and conventional single-molecule
localization microscopy. Similar to ISM, the detection
point-spread-function (PSF) for each pixel of the detec-
tor array is laterally shifted with respect to the PSF of
the central element. Since the overall molecule detection
function (MDF) is the product of the excitation inten-
sity (assuming linearity between the laser intensity and
the emitted photon count rate) and the detection PSF,
a total of 100 MDFs can be defined for a combination
of four doughnut positions and a 5 × 5 detector array.
Note that these 100 MDFs are constant over the exper-
iment and can thus be measured in a reference exper-
iment. Applying the same maximum likelihood proce-
dure as in MINFLUX, but with 100 MDFs instead of 4,
yields the fluorophore’s coordinates. In particular, the
likelihood function L(rE |n) for the fluorophore at posi-
tion rE given n = (n1, n2, n3, ..., n100) photon counts for
the K = 100 different MDFs can be expressed as

L(rE |n) =
N !∏K
i=1 ni!

K∏
i=1

pi(rE)
ni , (1)

with N =
∑K

i=1 ni the total number of detected pho-
tons and pi(rE) the probability that a photon is detected
by MDFi, i.e., by one of the 100 combinations of exci-
tation pattern and detector pixel. We assume that both
the signal and all background contributions (e.g., out-
of-focus signal or dark counts) are Poisson distributed
and that the background is equal for all pixels and all
excitation patterns. Then,

pi(rE) =
SBR(rE)

SBR(rE+1)
MDFi(rE)∑K

j=1 MDFi(rE)

+ 1
SBR(rE)+1

1
K . (2)

The fluorophore’s position can be estimated as
arg max L(rE |n) or, equivalently, arg max ℓ(rE |n), with
ℓ = ln(L) the so-called log–likelihood function.
To obtain an estimate of the precision that can be ob-

tained with this approach, we calculate the Fisher infor-
mation matrix:

F = N
K∑
i=1

1

pi


(

∂pi

∂x

)2
∂pi

∂x
∂pi

∂y

∂pi

∂y
∂pi

∂x

(
∂pi

∂y

)2

 . (3)

The best obtainable localization precision is given by
the Cramér-Rao bound (CRB) and can be obtained from
the inverse of the Fisher matrix, which gives a lower
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FIG. 1. (a) Concept of ISM-FLUX. An activation laser beam activates a single fluorophore in the sample (yellow star) which
is sequentially excited (b) by a series of spatially displaced doughnut beams. (c) The fluorescence for each pattern is imaged
with a single-photon array detector. (d-e) Corresponding likelihood functions for the localisation of the fluorophore taking into
account (d) only the fluorescence counts for the different patterns (histogram shown in the inset), i.e., conventional MINFLUX,
and (e) exploiting the spatial information of the array detector, i.e., ISM-FLUX. Simulation settings: 117 emission photons,
pixel size and pixel pitch projected in the sample space 100 nm and 150 nm, respectively, L = 150 nm, 5× 5 element detector
array. More details in Supplementary Note 2.

bound for the covariance matrix of the localization preci-
sion. Here, we take the arithmetic mean of the eigenval-
ues of the inverse of the Fisher matrix as a performance
metric:

σCRB(rE) =

√
1

2
tr(F−1). (4)

The experimental parameters that the user can con-
trol in ISM-FLUX are the diameter of the TCP (L), the
optical magnification of the setup (M), the SBR via the
excitation power, the number of counts via the combi-
nation of pixel dwell time and excitation power, and the
number of pixels of the detector. We calculate σCRB(rE)
numerically for different values of these parameters and
compare the results with conventional “single iteration”
MINFLUX, i.e., MINFLUX with a TCP that is not iter-
atively updated.

The extra spatial information in ISM-FLUX has a
significant effect on the likelihood function and, conse-
quently, on the CRB, especially when the fluorophore is
outside of the TCP circle, Fig. 1 (b-e). In this example,
the likelihood function for ISM-FLUX has a single local
maximum close to the actual position of the fluorophore.
Instead, for MINFLUX, the likelihood function not only

has a peak close to the true position, but there is also
a large region about 300 nm away from the fluorophore
which, in this case, also contains the global maximum.
We found similar results for other fluorophore positions
outside of the TCP circle, Fig. S1.
The difference in the likelihood functions is also re-

flected in the CRB, Fig. 2. E.g. for L = 150 nm (i.e.,
the same TCP diameter as in Fig. 1), both techniques
yield very similar and small CRB values for molecules lo-
cated close to the TCP center: a precision of about 5 nm
can be obtained with 100 photons. In fact, one can show
(Supplementary Note 1) that under certain conditions
the CRB of ISM-FLUX and the CRB of MINFLUX are
identical for a molecule on the optical axis. For molecules
located farther from the center, the CRB increases. In
the case of MINFLUX, the increase happens drastically;
the average CRB within a field-of-view (FOV) of 300 nm
is more than 40 nm, Fig. 2 (b), compared to about 10
nm for ISM-FLUX. The difference increases significantly
with increasing FOV, with ISM-FLUX still having a pre-
cision below 15 nm for a FOV of 1 µm, while MINFLUX
is ineffective for large FOV’s due to regions where the
CRB is diverging, Fig. 2 (a). If we consider a more
realistic scenario in which the SBR is a function of the
fluorophore position, i.e., the closer the molecule is to
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the maximum intensity of the doughnut, the more the
molecule will be excited and the more emission photons
will be detected, ISM-FLUX has a very constant CRB up
to a FOV of about 600 nm, Fig. 2 (a, last column) and
(c). Within this area, the typical decrease in localiza-
tion precision for molecules farther away from the TCP
is entirely compensated by a simultaneous increase in the
SBR, Fig. S2. Outside of this area, the SBR drops and
the CRB increases quickly.

Clearly, the main advantage of ISM-FLUX is its local-
ization performance for molecules outside of the TCP cir-
cle. As a result, ISM-FLUX, unlike MINFLUX, does not
require an accurate pre-localization of the fluorophore.
In fact, the only requirement is that the fluorophore is
within the camera FOV and excited strongly enough to
produce a enough fluorescence photons. For a smart
choice of the experimental parameters, these require-
ments are easily fulfilled and the pre-localization step can
be completely skipped. For example, when the camera
is large with respect to L, the doughnut size, and the
emission PSF, any molecule that is excited is also de-
tected by the camera. And given the homogeneity of the
CRB over the FOV, no iterative re-centering procedure is
needed. The fact that both the pre-localization step and
the iterative process can be skipped saves time and makes
ISM-FLUX more economical on the photon budget and
easier to implement. To find the optimal experimental
conditions, we simulated the effect of several parameters
on the CRB.

For small L values and for molecules located close to
the optical axis, the MINFLUX CRB and the ISM-FLUX
CRB are very similar and small, Fig. 2 (a). For L = 12
nm, the simulations show a precision of about 0.48 nm
with 100 photons for a molecule on the optical axis, in
good agreement with the analytically calculated value
of L/(2

√
2N) = 0.43 nm, Supplementary Note 1. The

average CRB within the circle of the TCP is less than 3
nm, both for MINFLUX and ISM-FLUX. However, as L
becomes larger, the homogeneity of the MINFLUX CRB
worsens dramatically while the ISM-FLUX CRB is much
less affected and is still below 15 nm (within the TCP
circle) for L = 400 nm. Small L values are thus preferable
for both techniques but ISM-FLUX is less prone to the
adverse effects appearing at larger L values.

SMLM, single-iteration MINFLUX and ISM-FLUX all
have a localization precision that scales with 1/

√
N , Fig.

S3. However, the absolute values are different for each
technique. The precision in SMLM is given by σem/

√
N ,

with σem the standard deviation of the emission PSF, as-
sumed to be Gaussian. The user has little control over the
precision, other than choosing bright fluorophores and
sensitive detectors to maximize N . In comparison, in SI
techniques, also the TCP can be user-defined. Hence,
comparing the mean CRB within the TCP circle, ISM-
FLUX performs more than two times better than SMLM,
and about 20% better than MINFLUX. In addition, un-
like MINFLUX, ISM-FLUX can also localize molecules
with good precision outside of this area, which is a piv-

otal advantage of ISM-FLUX.

In ISM-FLUX, the fluorescence is detected in des-
canned mode. Similarly to ISM, the array detector size
influences the image or localization performance of the
system. The detector size is typically not a tunable pa-
rameter but the magnification with which the emission
signal is focused onto the array detector can be adjusted.
Within the TCP circle, the magnification has almost no
effect on the CRB, Fig. S4 (a-b). A high magnification
leads to a homogeneous and good localization precision
over the whole detector FOV but at the cost of a smaller
FOV. The CRB is much more heterogeneous for a low
magnification, with values ranging from 4 nm close to the
optical axis to more than 100 nm near the detector edges.
In addition, with a low magnification, the confocal prop-
erty to block fluorescence from out-of-focus planes will be
lost, which will lead to an increased background signal. A
good trade-off is M = 500× (which e.g. can be achieved
with a 100× objective-tube lens system, followed by an
additional 5× magnification), Fig. S4 (c). This config-
uration, which is similar to a conventional ISM system,
has an average CRB below 5 nm within a FOV of diam-
eter 500 nm and below 40 nm within a FOV of diameter
1 µm.

One may expect that increasing the number of detector
elements in the array, i.e., for higher K values in Eq. (1-
3), either the localization precision or the usable FOV in-
creases, depending on whether, respectively, the detector
element size or the overall detector size is kept constant.
However, in both cases, the improvements quickly be-
come marginal. Increasing the number of elements while
keeping the element size constant, Fig. S5 (a, c), does
result in a lower CRB, with the difference increasing with
increasing distance from the optical axis. The 3×3 array
detector has a very limited FOV of about 300 nm. For a
5× 5, 7× 7, and 9× 9 array detector, the CRB remains
stable around 5 nm up to a FOV of about 600-800 nm,
and starts growing rapidly for larger FOVs. This effect,
caused by the limited excitation efficiency far away from
the optical axis and consequently the low SBR, shows
that a 5× 5 or 7× 7 array detector is sufficient. Indeed,
given that each detector element has a dark count rate,
increasing the number of detector elements also decreases
the SBR and, hence, can only be beneficial when each ele-
ment collects a significant number of photons. Increasing
the number of detector elements while keeping the over-
all detector size constant has an even smaller effect on
the CRB, Fig. S5 (b, d). By imaging the emission signal
with a detector array with more than 5 × 5 pixels, the
signal is oversampled, and no significant improvement in
the obtained localization precision is found.

Localizing a fluorophore with MINFLUX based tech-
niques typically consists of two steps. In the first step, the
fluorescence intensity is measured at the different TCP
positions with a regularly focused laser beam. The result-
ing data gives a first approximation of the fluorophore po-
sition. In the second step, the MINFLUX process with a
doughnut (or tophat) intensity profile is performed start-
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FIG. 2. (a) Sum of all four excitation doughnuts (first column) and CRB vs. L (other columns), all values in nm. The color
scale switches from linear to logarithmic above 40 nm (third column) and 30 nm (last column). For the last column, the SBR
was linearly scaled with the overall excitation intensity, with 100 signal counts and a SBR of 20 for the center. A constant 100
signal counts and no background was assumed for the other simulations. The white squares indicate the projection of the array
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ing at the previously estimated position and - in the case
of iterative MINFLUX - decreasing L in each iteration.
This approach has multiple limitations. Firstly, the pre-
localization step adds experimental complexity to the
technique, as the excitation beam profile has to switch
from a regular beam to a doughnut beam and back.
Secondly, the pre-localization step as well as the itera-
tive approach also add computational complexity, as the
molecule position has to be estimated in real-time, and
the TCP has to be moved to this position (which further
complicates the setup). Here, we presented ISM-FLUX,
which requires neither a pre-localization step nor an it-
eratively updated TCP. By replacing the point-detector
with a camera, a molecule can be localized over a large
FOV, removing the condition that the molecule has to be
within the TCP circle. For typical experimental param-
eters, ISM-FLUX has a homogeneous localization preci-
sion over a 600 nm FOV. In other words, if the molecule
is too far from the optical axis to be localized, it is also
too far from the doughnut beams to be excited in the first
place. Similar to MINFLUX, the CRB decreases with de-
creasing L and increasing N. Our simulations show that
the detector array should ideally be 5 × 5 or 7 × 7 pix-
els. Fewer pixels will lead to a less precise localization;
more pixels will not significantly enhance the theoretical
performance and will increase the dark count rate.

Asynchronous read-out SPAD array detectors are the
ideal candidate for implementing ISM-FLUX. These de-
tectors have single-photon sensitivity, no read-out noise,
and a high photon timing precision, which is necessary to
link each photon to one of the excitation doughnuts, es-
pecially when PIE is used. The fact that only a low num-
ber of pixels is needed allows for time-correlated single-
photon counting (TC-SPC) [25]. Having access to the
nanosecond-resolution arrival times makes the combina-
tion of ISM-FLUX with lifetime feasible, which can give
extra information on the macromolecular structure or its
microenvironment and allows for multiplexing. In the
context of single-particle tracking, the high timing preci-
sion of SPADs may be exploited to study microsecond-

scale dynamics with ISM-FLUX.
We predict that the main advantage of ISM-FLUX will

be the simplicity of the experimental implementation. In-
deed, our simulations show that current SPAD based ISM
setups [22, 26, 27] require only minor modifications for
ISM-FLUX measurements. On the excitation side, the
conventional laser line can be replaced with four lines in
PIE mode, focused at the four positions of the TCP. On
the detection side, it is sufficient to update the data ac-
quisition protocol such that each photon can be linked
to one of the doughnut beams. The magnification on the
detector can be the same as in ISM, i.e., each side of
the detector corresponds to about 1 to 1.5 Airy units.
In addition to a good localization precision and large
FOV, this magnification also has the optical sectioning
effect, which is important for 3D samples or for keeping
the background low in samples with DNA-PAINT based
blinking.
In summary, ISM-FLUX provides an elegant solu-

tion to some of the experimental challenges of MIN-
FLUX based techniques while maintaining the nanometer
scale spatial resolution and the combination with time-
resolved imaging. We are convinced that these advan-
tages will trigger many labs to develop ISM-FLUX micro-
scopes and help localization microscopy with nanometer
precision to become routine.
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SUPPORTING INFORMATION
Supplementary Note 1: analytical calculation Cramér-Rao bound
We calculate the CR bound analytically for a molecule close to the center of the detector, i.e. (𝑥0, 𝑦0) → (0, 0). We define
the doughnut beams at positions (𝑝𝑖 , 𝑞𝑖) (i = 1,...,K) as the product of a second order polynomial with a Gaussian. Then, for
doughnuts close to the optical axis ((𝑝𝑖 , 𝑞𝑖) → (0, 0)), the excitation intensity is:

𝐼𝑒𝑥,𝑖 (𝑥0, 𝑦0) = 𝐴
[
(𝑝𝑖 − 𝑥0)2 + (𝑞𝑖 − 𝑦0)2] exp

(
−4 ln(2)

[
(𝑝𝑖 − 𝑥0)2 + (𝑞𝑖 − 𝑦0)2]

𝜎2
0

)
(1)

= 𝐴𝐷𝑖,0 exp

(
−4 ln(2)𝐷𝑖,0

𝜎2
0

)
≈ 𝐴𝐷𝑖,0, (2)

with 𝐴 a scaling factor, 𝜎2
0 describing the doughnut diameter, and 𝐷𝑖,0 the shorthand notation for the squared distance

between doughnut 𝑖 and the molecule position: (𝑝𝑖 − 𝑥0)2 + (𝑞𝑖 − 𝑦0)2.
We approximate the emission PSF by a 2𝐷 Gaussian with standard deviation 𝜎.
Under the assumption that the detected fluorescence intensity is proportional to the excitation intensity, the expected relative

number of photons that will be detected by each pixel of the array detector under illumination of doughnut 𝑖 (𝑝𝑖) is proportional
to the product of the excitation intensity and the emission PSF centered around position (𝑥0, 𝑦0):

𝑝𝑖 =

𝐴𝐷𝑖,0
1

2𝜋𝜎2 exp
(
− (𝑥−𝑥0)2+(𝑦−𝑦0)2

2𝜎2

)
𝑑𝑥𝑑𝑦∬ ∑

𝑖 𝐴𝐷𝑖,0
1

2𝜋𝜎2 exp
(
− (𝑥−𝑥0)2+(𝑦−𝑦0)2

2𝜎2

)
𝑑𝑥𝑑𝑦

(3)

=

𝐷𝑖,0 exp
(
− (𝑥−𝑥0)2+(𝑦−𝑦0)2

2𝜎2

)
𝑑𝑥𝑑𝑦∬ ∑

𝑖 𝐷𝑖,0 exp
(
− (𝑥−𝑥0)2+(𝑦−𝑦0)2

2𝜎2

)
𝑑𝑥𝑑𝑦

=
𝑇

𝐵
, (4)

with 𝑇 the numerator and 𝐵 the denominator. We assume an infinitely large detector (which is reasonable if the detector is
larger than the emission PSF and the molecule is close to the optical axis) with infinitely small pixels. We omit the factor 𝑑𝑥𝑑𝑦
in 𝑇 to work with photon densities.

To calculate the CRB, we need the partial derivatives of 𝑝𝑖 to 𝑥0 and 𝑦0. We first calculate the derivatives of 𝑇 and 𝐵.

𝜕𝑇

𝜕𝑥0
=

𝜕𝐷𝑖,0

𝜕𝑥0
exp

(
− (𝑥 − 𝑥0)2 + (𝑦 − 𝑦0)2

2𝜎2

)
+ 𝐷𝑖,0 exp

(
− (𝑥 − 𝑥0)2 + (𝑦 − 𝑦0)2

2𝜎2

)
𝑥 − 𝑥0

𝜎2 (5)

= exp
(
− (𝑥 − 𝑥0)2 + (𝑦 − 𝑦0)2

2𝜎2

) [
−2(𝑝𝑖 − 𝑥0) + 𝐷𝑖,0

(𝑥 − 𝑥0)
𝜎2

]
; (6)

𝐵 =
∑︁
𝑖

𝐷𝑖,0

∬
exp

(
− (𝑥 − 𝑥0)2 + (𝑦 − 𝑦0)2

2𝜎2

)
𝑑𝑥𝑑𝑦 = 2𝜋𝜎2

∑︁
𝑖

(𝑝𝑖 − 𝑥0)2 + (𝑞𝑖 − 𝑦0)2 (7)

⇒ 𝜕𝐵

𝜕𝑥0
= −4𝜋𝜎2

∑︁
𝑖

(𝑝𝑖 − 𝑥0) (8)

⇒ 𝜕𝑝𝑖

𝜕𝑥0
=

1
𝐵

𝜕𝑇

𝜕𝑥0
− 𝑇

𝐵2
𝜕𝐵

𝜕𝑥0
(9)

=

exp
(
− (𝑥−𝑥0)2+(𝑦−𝑦0)2

2𝜎2

) [
−2(𝑝𝑖 − 𝑥0) + 𝐷𝑖,0

(𝑥−𝑥0)
𝜎2

]
2𝜋𝜎2 ∑

𝑖 (𝑝𝑖 − 𝑥0)2 + (𝑞𝑖 − 𝑦0)2 (10)

−
𝐷𝑖,0 exp

(
− (𝑥−𝑥0)2+(𝑦−𝑦0)2

2𝜎2

) [
−4𝜋𝜎2 ∑

𝑖 (𝑝𝑖 − 𝑥0)
]

4𝜋2𝜎4
[∑

𝑖 (𝑝𝑖 − 𝑥0)2 + (𝑞𝑖 − 𝑦0)2
]2 . (11)
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For a molecule on the optical axis, we have (𝑥0, 𝑦0) = (0, 0) and
∑

𝑖 (𝑝𝑖 − 𝑥0) =
∑

𝑖 𝑝𝑖 = 0 for a symmetric TCP. Computing
𝜕𝑝𝑖
𝜕𝑥0

, we find (and for symmetry reasons also for 𝜕𝑝𝑖
𝜕𝑦0

):

𝜕𝑝𝑖

𝜕𝑥0
=

exp
(
− 𝑥2+𝑦2

2𝜎2

) [
−2𝑝𝑖 + (𝑝2

𝑖
+ 𝑞2

𝑖
) 𝑥

𝜎2

]
2𝜋𝜎2 ∑

𝑖 (𝑝2
𝑖
+ 𝑞2

𝑖
)

; (12)

𝜕𝑝𝑖

𝜕𝑦0
=

exp
(
− 𝑥2+𝑦2

2𝜎2

) [
−2𝑞𝑖 + (𝑝2

𝑖
+ 𝑞2

𝑖
) 𝑦

𝜎2

]
2𝜋𝜎2 ∑

𝑖 (𝑝2
𝑖
+ 𝑞2

𝑖
)

. (13)

Next, we calculate the following three terms for a molecule on the optical axis:
∬ ∑

𝑖
1
𝑝𝑖

[(
𝜕𝑝𝑖
𝜕𝑥0

)2
+

(
𝜕𝑝𝑖
𝜕𝑦0

)2
]
𝑑𝑥𝑑𝑦,∬ ∑

𝑖
1
𝑝𝑖

(
𝜕𝑝𝑖
𝜕𝑥0

)2
𝑑𝑥𝑑𝑦, and

∬ ∑
𝑖
𝜕𝑝𝑖
𝜕𝑥0

𝜕𝑝𝑖
𝜕𝑦0

𝑑𝑥𝑑𝑦:

∬ ∑︁
𝑖

1
𝑝𝑖

[(
𝜕𝑝𝑖

𝜕𝑥0

)2
+

(
𝜕𝑝𝑖

𝜕𝑦0

)2
]
𝑑𝑥𝑑𝑦 =

∬ ∑︁
𝑖

𝐵

𝑇

1
4𝜋2𝜎4

exp
(
− 𝑥2+𝑦2

𝜎2

) [
−2𝑝𝑖 + (𝑝2

𝑖
+ 𝑞2

𝑖
) 𝑥

𝜎2

]2[∑
𝑖 (𝑝2

𝑖
+ 𝑞2

𝑖
)
]2

+ 𝐵

𝑇

1
4𝜋2𝜎4

exp
(
− 𝑥2+𝑦2

𝜎2

) [
−2𝑞𝑖 + (𝑝2

𝑖
+ 𝑞2

𝑖
) 𝑦

𝜎2

]2[∑
𝑖 (𝑝2

𝑖
+ 𝑞2

𝑖
)
]2 𝑑𝑥𝑑𝑦 (14)

=

∬ ∑︁
𝑖

𝐵

𝑇

exp
(
− 𝑥2+𝑦2

𝜎2

)
4𝜋2𝜎4 (∑

𝑖 𝑅
2
𝑖

)2

[(
−2𝑝𝑖 + 𝑅2

𝑖

𝑥

𝜎2

)2
+

(
−2𝑞𝑖 + 𝑅2

𝑖

𝑦

𝜎2

)2
]
𝑑𝑥𝑑𝑦 (15)

=

∬ ∑︁
𝑖

2 exp
(
− 𝑥2+𝑦2

2𝜎2

)
3𝜋𝜎2𝐿2𝑅2

𝑖

(
4𝑅2

𝑖 −
4𝑝𝑖𝑅2

𝑖
𝑥

𝜎2 +
𝑅4
𝑖
𝑥2

𝜎4 −
4𝑞𝑖𝑅2

𝑖
𝑦

𝜎2 +
𝑅4
𝑖
𝑦2

𝜎4

)
𝑑𝑥𝑑𝑦 (16)

=
∑︁
𝑖

∬ 8 exp
(
− 𝑥2+𝑦2

2𝜎2

)
3𝜋𝜎2𝐿4

(
𝐿2 − 𝑝𝑖𝐿

2𝑥

𝜎2 + 𝐿4𝑥2

16𝜎4 − 𝑞𝑖𝐿
2𝑦

𝜎2 + 𝐿4𝑦2

16𝜎4

)
𝑑𝑥𝑑𝑦 (17)

=

∬ 8 exp
(
− 𝑥2+𝑦2

2𝜎2

)
𝜋𝜎2𝐿2 𝑑𝑥𝑑𝑦 =

16
𝐿2 , (18)

where 𝑝2
𝑖
+ 𝑞2

𝑖
= 𝑅2

𝑖
. We made use of the fact that the integral of an odd function over R is 0 (if finite), the TCP pattern

consists of three positions uniformly distributed on a circle with radius 𝐿/2 centered around the optical axis, 𝐵 = 3
2𝜋𝜎

2𝐿2,
𝑇 = 𝑅2

𝑖
exp

(
− 𝑥2+𝑦2

2𝜎2

)
, and 𝐿 ≪ 𝜎. We apply the same assumptions to the other terms:
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∬ ∑︁
𝑖

1
𝑝𝑖

(
𝜕𝑝𝑖

𝜕𝑥0

)2
𝑑𝑥𝑑𝑦 =

∬ ∑︁
𝑖

2

𝑅2
𝑖

exp
(
− 𝑥2+𝑦2

2𝜎2

) exp
(
− 𝑥2+𝑦2

𝜎2

) (
−2𝑝𝑖 +

(
𝑝2
𝑖
+ 𝑞2

𝑖

)
𝑥

𝜎2

)2

3𝜋𝜎2𝐿2 𝑑𝑥𝑑𝑦 (19)

=

∬ ∑︁
𝑖

2 exp
(
− 𝑥2+𝑦2

2𝜎2

)
3𝜋𝜎2𝐿2𝑅2

𝑖

4𝑝2
𝑖 𝑑𝑥𝑑𝑦 (20)

=

∬ 8 exp
(
− 𝑥2+𝑦2

2𝜎2

)
3𝜋𝜎2𝐿2𝐿2/4

3𝐿2

16
2𝑑𝑥𝑑𝑦 (21)

=

∬ 4 exp
(
− 𝑥2+𝑦2

2𝜎2

)
𝜋𝜎2𝐿2 𝑑𝑥𝑑𝑦 =

8
𝐿2 (22)

𝜕𝑝𝑖

𝜕𝑥0

𝜕𝑝𝑖

𝜕𝑦0
=

exp
(
− 𝑥2+𝑦2

2𝜎2

) (
−2𝑝𝑖 +

(
𝑝2
𝑖
+ 𝑞2

𝑖

)
𝑥

𝜎2

)
2𝜋𝜎2 ∑

𝑖

(
𝑝2
𝑖
+ 𝑞2

𝑖

) exp
(
− 𝑥2+𝑦2

2𝜎2

) [
−2𝑞𝑖 + (𝑝2

𝑖
+ 𝑞2

𝑖
) 𝑦

𝜎2

]
2𝜋𝜎2 ∑

𝑖 (𝑝2
𝑖
+ 𝑞2

𝑖
)

(23)

=

4 exp
(
− 𝑥2+𝑦2

𝜎2

)
(−2𝑝𝑖 + 𝐿2𝑥

4𝜎2 ) (−2𝑞𝑖 + 𝐿2𝑦
4𝜎2 )

9𝜋2𝜎4𝐿4 (24)

⇒
∬

𝜕𝑝𝑖

𝜕𝑥0

𝜕𝑝𝑖

𝜕𝑦0
𝑑𝑥𝑑𝑦 =

4 exp
(
− 𝑥2+𝑦2

𝜎2

)
4𝑝𝑖𝑞𝑖

9𝜋2𝜎4𝐿4 𝑑𝑥𝑑𝑦 (25)

=

∬ 16 exp
(
− 𝑥2+𝑦2

𝜎2

)
𝑝𝑖𝑞𝑖

9𝜋2𝜎4𝐿4 𝑑𝑥𝑑𝑦 = 0 (26)

⇒ 𝜎̃𝐶𝑅𝐵 =

√√√√√√√√√√ 1
2𝑁

∬ ∑
𝑖

1
𝑝𝑖

[(
𝜕𝑝𝑖
𝜕𝑦

)2
+

(
𝜕𝑝𝑖
𝜕𝑥

)2
]
𝑑𝑥𝑑𝑦[∬ ∑

𝑖=0
1
𝑝𝑖

(
𝜕𝑝𝑖
𝜕𝑥

)2
𝑑𝑥𝑑𝑦

] [∬ ∑
𝑖

1
𝑝𝑖

(
𝜕𝑝𝑖
𝜕𝑦

)2
𝑑𝑥𝑑𝑦

]
−

[∬ ∑
𝑖

1𝜕𝑝𝑖𝜕𝑝𝑖
𝑝𝑖𝜕𝑥𝜕𝑦

𝑑𝑥𝑑𝑦

]2
(27)

=

√︄
1

2𝑁
16/𝐿2(

8/𝐿2) (
8/𝐿2) =

𝐿

2
√

2𝑁
(28)
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Supplementary Note 2: simulation settings
We assumed an excitation and emission wavelength of respectively 640 nm and 680 nm and an objective NA of 1.4. The pixel
size of the simulation space, and hence of all the CRB images, was 2 nm. Unless stated otherwise, each detector element
was a square of size 50 µm with a pitch (distance between the centers of two adjacent elements) of 75 µm and the overall
magnification was 500x.

The MDFs for the different combinations of excitation pattern and detector element position were simulated in Python.
The MDF is ℎ1 · (ℎ2 ∗ 𝑝), with ℎ1 the doughnut excitation pattern, obtained with the PyCustomFocus library with the mask
set to a vortex phase plate, ℎ2 the detection (or emission) PSF, calculated with the PyCustomFocus library, ∗ the convolution
product and 𝑝 the 2D window function for the corresponding detector element. The different excitation patterns were obtained
by shifting ℎ1 in 𝑥 and 𝑦 to the four positions of the TCP.

We calculated the localization precision 𝜎CRB (r𝐸)) using Eq. 4 (main text) by numerically calculating 𝑝𝑖 (r𝐸) (Eq. 2) and
its derivatives.
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Figure S1: Simulated likelihood functions for (a) MINFLUX and (b) ISM-FLUX for different positions of the fluorophore
(yellow star). Simulation settings: 100 signal counts, no background. The circle indicates the TCP, 𝐿 = 150 nm. For visualization
purposes, the fluorophores are not shown in all plots. All images show a FOV of 800 nm.
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Figure S2: Simulated images of a nuclear pore complex, consisting of eight units located in a regular pattern on a circle
of diameter 110 nm with (a) a single-element detector and (b) an array detector. The TCP is kept fixed for all localizations,
centered around the optical axis with 𝐿 = 100 nm. Sum over 50 localizations per molecule, each localization performed with
between 125 photons (close to the optical axis) and 376 photons (farther away from the optical axis), photon counts linearly
scaled with the excitation intensity, no background assumed. Localizations convolved with a 2D Gaussian with 𝜎 = 2 pixels (4
nm). Logarithmic color map.
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Figure S3: (a) MINFLUX CRB (top) and ISM-FLUX CRB (bottom) as a function of the number of emission photons. (b)
Average CRB within the TCP circle. Simulation settings: 𝐿 = 100 nm, SBR linearly scaled with the overall excitation intensity,
with 𝑁 signal counts and 5 background counts for the center.
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Figure S4: (a) ISM-FLUX CRB as a function of the system magnification. Simulation settings: 𝐿 = 100 nm, SBR linearly
scaled with the overall excitation intensity, with 100 signal counts and a SBR of 20 for the center.
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Figure S5: ISM-FLUX CRB for different numbers of detector elements in the array with (a, c) a constant detector element size
and (b, d) a constant overall detector size. Simulation settings: 𝐿 = 100 nm, 𝑀 = 500×, SBR linearly scaled with the overall
excitation intensity, with 100 signal counts and a SBR of 20 for the center.
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