DeepTMB: An uncertainty-aware deep calibration of tumor mutational burden with a synthetic tumor-only dataset
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ABSTRACT

Background: Tumor mutational burden (TMB) is commonly investigated as a biomarker for immune checkpoint blockade (ICB) therapy, but lack of uniform standards in its calculation may be preventing consensus recommendations. Gene panels have mostly supplanted exome sequencing for calculating TMB, but these panels have a strong tendency to overestimate TMB. With TMB cutoffs being developed with panel-based estimates and suggestions to use The Cancer Genome Atlas (TCGA) exome data to model panel data, there is a need to understand how to properly compare values from different assays.

Design: Our approach to TMB calibration allows for a nonlinear fit and a heteroscedastic error distribution, utilizes a per-batch read depth augmentation to upsample the exomic data to what would be seen at panel depth, and is trained on a novel tumor-only synthetic dataset generated by utilizing germline as well as somatic calls.

Results: We were able to accurately model the distribution of tumor-normal data. Removing hotspots and including synonymous mutations resulted in better regression metrics, as did including NCIt label. Correcting for read depth resulted in a slight increase in the spread of the data but did not affect the model fit. When applying a model trained on tumor-normal data to synthetic tumor-only input there was a dramatic drop in the positive predictive value (PPV) at a TMB of 10. This was largely mitigated by training with synthetic tumor-only input (up to over a 200% improvement in PPV).

Conclusions: A deep learning model is capable of accurately modeling the tumor-normal TMB distribution. Using a synthetic tumor-only input for training appears to be a viable strategy for calibrating tumor-only panels.

INTRODUCTION

Immune checkpoint blockade (ICB) has received FDA approval for several cancer types along with any cancer with mismatch-repair deficiency. However, not all patients respond and may experience adverse events, necessitating the search for prognostic indicators of response. Because the cancer types where ICB has been effective are generally characterized by high tumor mutational burden (TMB), it was reasonable to explore TMB as a biomarker, and for both survival and response TMB has been predictive across multiple cancers.

Although an appealing metric, TMB values can be influenced by assay type, sample quality, and bioinformatics pipeline. Exome sequencing is viewed as the gold standard assay for determining TMB, but smaller gene-focused assays which only cover approximately 1 Mb of the 30 Mb coding exome are often used instead since they are already part of standard of care to identify potential drug targets, require less tumor material, and are less expensive. When synthetic panel-restriction experiments have been performed with exome data, the values from synthetic panel-restriction of exome data generally correlate well with what was derived from the full exome data, justifying the use of panels.
for this purpose. Importantly, the use of some panel-based assays for characterizing likelihood of ICB response has been approved by the FDA\textsuperscript{16,17}.

It is important to note that most such gene panels were not specifically designed to accurately measure TMB; rather, they were simply repurposed for this metric, and the approval of gene-panel derived TMB as a biomarker in this context has not come without controversy\textsuperscript{18}. Panels are biased to include genes commonly mutated in cancer, have higher depth of sequencing than exome data, and often don’t have a paired normal sample from the patient to remove germline variants. Each of these factors bias panels towards reporting a higher value of TMB than would be seen with exome sequencing, which unfortunately creates the potential for a lower positive predictive value (PPV) than expected based on exome restriction experiments. Furthermore, it is unclear how to properly translate TMB cutoff(s) determined from a given gene panel assay to another. These issues are widely recognized and an international consortium has been created with the goal of harmonizing TMB values\textsuperscript{19}.

In an ideal scenario a reference dataset which contained matching high-depth exome data and panel sequencing for every commonly used assay would be used for calibration. But this data does not exist at scale, therefore various calibration efforts have been performed by computationally restricting variable-depth exome data to a given gene panel’s genomic footprint, thereby generating the input for modeling exome derived TMB. Using this approach and The Cancer Genome Atlas (TCGA) data, researchers have modeled the uncertainty of TMB estimation that is inherent to subsampling and gene biases\textsuperscript{20,21}, but have not directly considered the contributions of read depth and tumor-only sequencing. In an attempt to account for data processing variability across assays, various laboratories were asked to process TCGA variant calls into their own gene panel TMB estimates\textsuperscript{22}. This processing may have included hotspot removal, synonymous exclusion, variant allele frequency (VAF) restriction, germline filtering, or potentially internal calibration. However, because the starting data used in many of these studies already has germline mutations subtracted via a matched normal, we believe these synthetic panel estimates may not accurately reflect actual tumor-only panel data and that it would be problematic to apply models calibrated on tumor-normal data to data from tumor-only assays.

When TMB is calculated without a matched-normal sample laboratories rely on various population databases to filter germline variants. Laboratories may also use an algorithm that tries to distinguish somatic and germline using the VAFs\textsuperscript{23}. Regardless of the approach, there will usually be some error in the ability to accurately identify all germline variants and these additional so-called “private” germline variants erroneously contribute to TMB estimates in the context of tumor-only sequencing, an artifact which cannot be accounted for when using germline-subtracted tumor-normal data.

The sequencing depth of the TCGA data is primarily at 50-100X whereas panel data is often >300X. Mutation callers are known to have limited sensitivity at lower sequencing depths\textsuperscript{24,25}, and when panel data has been downsampled to 100X only 83.5% of mutations were re-called\textsuperscript{26}. Because of this we previously modeled how many more mutations would be seen in the TCGA data if sequenced at panel depth\textsuperscript{27}. We estimated that on average the TCGA MC3 working group called about 83% of the mutations that would have been called at panel depth. While the shape of the regression curves won’t change if the independent and dependent variables undergo the same linear transformation, if the MC3 mutation calls are viewed as one possible outcome of sequencing these samples it adds uncertainty in the regression that is currently unaccounted for.

Here we address three sources of bias in gene panel data: (a) regional subsampling of the genome in areas more commonly mutated in cancer (b) artifactual contribution of “private” germline variants to TMB in tumor-only sequencing (c) increased sensitivity of variant detection due to higher read depth in gene panel sequencing. In contrast to other approaches, in this study we leverage a deep learning regression framework that can model a heteroscedastic, asymmetric error distribution\textsuperscript{28}. At very low TMB panel data initially underestimates TMB because it is bounded at 0, then it overestimates TMB because of the enrichment of genes commonly mutated in cancer, and then at higher values is a close approximation to exome TMB. This results in a nonlinear relationship between panel TMB and exomic TMB. Moreover, our regression framework models the error distribution in a manner that is dependent on the value of the input and as such can adapt—a lognormal error model may be applied at lower input values, and a more normally distributed model may be applied at larger values. To add in the uncertainty due to the low-depth sequencing we augment the data every batch, treating each sample as coming
from a distribution of possible values. To account for the error associated with removing germline variants we generate tumor-only input by applying population database filtering to TCGA germline and somatic data.

**MATERIALS AND METHODS**

Further details are available as supplemental material and code to generate the results of this publication is publicly available (https://doi.org/10.5281/zenodo.6478645).

**TMB calculation**

The TCGA exomic data was generated by different laboratories across multiple years with different technologies and protocols. This has the effect that there is variation in the quality of each sample, including depth of sequencing and exome coverage. Given that TMB is defined as mutations per Mb, the different exome coverages is potentially problematic. The majority of samples were processed with the Broad’s exome kit, however even in these cases there’s no guarantee that the coverage is identical between samples. As a result, instead of assuming a common size of each sample’s captured exome we utilized the Broad’s coverage WIGs to give each sample a unique exomic footprint, defining exomic TMB as the number of nonsynonymous mutations per Mb of covered coding sequence. Samples with a TMB (as defined above) larger than 40 were excluded. To better characterize the histopathology of the TCGA samples beyond the TCGA project codes (BRCA, PRAD, etc.) we mapped the samples to NCI thesaurus (NCIt) ontology, and only included samples which we could map and only used NCIt labels which had at least 50 mapped samples.

The TCGA MC3 reports all dinucleotide substitutions as two separate single base substitutions which may individually be reported as silent or nonsynonymous. The Pan-Cancer Analysis of Whole Genomes (PCAWG) consortium previously assumed all of these mutations are in phase\(^2^9\); we similarly treated adjacent mutations with similar variant allele counts as being in phase (supplemental methods). We assumed the new merged mutations were nonsynonymous mutations.

To generate estimates of the panel input and exomic TMB which would be observed at panel depth we used our previously described method\(^2^7\). To generate synthetic tumor-only panel data we filtered the TCGA PanCanAtlas germline calls along with the MC3 calls with the commonly used gnomAD population databases.

**Data sources**

TCGA somatic\(^3^0\) and germline\(^3^1\) data were used to model panel data utilizing coordinates from the Genomics, Evidence, Neoplasia, Information, Exchange (GENIE) project\(^3^2\). Hotspots were taken from Chang et al.\(^3^3\). gnomAD 2.1 exome and genome\(^3^4\) were used as population databases.

**Software**

PyRanges\(^3^5\) was used to perform intersections. BCFtools was used to perform VCF operations\(^3^6\). All the analyses are performed in Python 3 and the model was built with TensorFlow 2 and TensorFlow Probability.

**RESULTS**

**Model fit**

Regression models traditionally try to predict the y label such that the predictions and labels are as close as possible. Instead, we model the probability distribution of the label with the goal of maximizing the likelihood of the observed data given the predicted distribution. TensorFlow Probability provides numerous options for the assumed data distribution, including normal, lognormal, and binomial. The normal distribution is assumed when minimizing mean squared error (MSE), an assumption which is immediately broken when the y values are strictly positive. If the relationship between panel TMB and exomic TMB was strictly a genomic subsampling question we would expect the regression to follow a binomial distribution; however, the notion of a constant probability of success cannot be assumed with gene biases and different synonymous / nonsynonymous ratios. Like the binomial distribution the lognormal distribution is strictly positive and defined by 2 parameters, but doesn’t make any assumptions about the probability of observing each individual mutation. We found lognormal to be a reasonable approximation of the observed label distribution across a range of input values.
Figure 1. Model fit. (A) The fit of the model along with the estimated 68% confidence interval. Input and target data are also plotted. (B) Same plot as A but with the x axis passed through the model and the model fit replaced with the 45 degree line.

Figure 1A shows the exomic TMB values for TCGA MC3 data on the y axis with all mutations within the coding MSK-468 panel coordinates per Mb of covered-panel-CDS on the x axis. The model outputs the parameters of a lognormal distribution at a given input value which can then be used to calculate a point estimate of the target exomic TMB along with any desired confidence interval. Note, the input is all coding mutations normalized by covered panel size and as such is not a direct estimate of exomic nonsynonymous TMB.

The log-log transformed plots highlight the features of lower TMB values which otherwise would be compressed and indistinguishable. At each input value the model attempts to fit the distribution of the output, and can be seen to pass through the means of each distribution. After fitting the model, as can be seen in Figure 1B, the model output is now centered along the identity line (y=x) when plotted against the labels. Our assumption of the lognormal distribution can be appreciated by observing that the 68% confidence intervals estimated by the model contained 68% of the data.

Effect of panel inputs
A commonly employed method of estimating TMB is to normalize the number of nonsynonymous mutations observed in the panel by the panel size. In other protocols for calculating TMB, synonymous mutations may be included and common mutations may be excluded. Using our model we investigated these combinations of possible inputs across 5 different panels. While not currently employed by any protocols to our knowledge, given that each tumor type has a distinct distribution of TMB values and tumor type may also inform the synonymous/nonsynonymous ratio, we also investigated the use of tumor type as an input.

As seen in Table 1, simply applying our model to a nonsynonymous input results in a significant improvement in the regression metrics. Removing hotspots marginally improved the regression metrics while adding synonymous mutations significantly improved the regressions. NCIt labels provided an even further improvement upon the best combination of panel inputs. Using PCAWG data we also investigated adding noncoding mutations and saw a further improvement, suggesting that for panels with significant noncoding coverage the best data for modeling would include noncoding mutations from whole genome data restricted by the panel genomic coordinates (Supplemental Table 1).

Effect of read depth
Exomic TMB is viewed as the gold standard measure of TMB and reported values are currently treated as if they have no error associated with them. However, if the exome sequencing is performed at 50-100X as opposed to the 300-600X typically seen in panel sequencing, then a reported value should be interpreted as one possible outcome of sequencing the sample. We make the assumption that the hidden uncertainty in exomic TMB is due to missing mutations rather than falsely called mutations. As a result we take reported exomic values to be the lower bound of the true TMB.
Table 1. TMB regression metrics for TCGA MC3 samples. Regression metrics for different panels, inputs, and models. All metrics are from cross validation. RMSE: root mean squared error. MAE: mean absolute error. The positive predictive value was calculated at a TMB of 10.

We use a stochastic iterative process to estimate the number of mutations that would have been observed in a sample at higher depth. Each iteration in the process pulls from a read depth distribution for the sample and decides whether or not to call a mutation based on empirically determined probabilities that accounted for clonality and purity. This has the effect that samples with lower read depth, or lower purity, or lower clonality have higher probabilities of a mutation not being called each iteration. The process is repeated until the number of called mutations reaches the number of observed mutations, and the number of iterations is our estimate of the true TMB. We then get a distribution of the true TMB of a sample by repeating this process multiple times.

If the same linear transformation is applied equally across the inputs and outputs then the shape of a regression curve will not change, but given the different factors involved in calculating the estimates of true TMB it’s possible that there’s an interaction between the percent increase of the augmented TMB and the baseline TMB. For each sample we generated 100 estimates of the true TMB and plotted the average fold change per sample against the original TMB values (Figure 2A). The fold changes were relatively consistent across all TMB values, with the regression line having minimal slope and intersecting the y axis near 1.2, which corresponds to our overall average estimate of the percent of mutations observed in the MC3 dataset (83%).
Although useful for visualization, using the average values of estimates of the true TMB ignores the uncertainty of the values. Because we can control the exact data that the model sees every weight update, we are able to send the model one of the possible estimates of the input and label at a time. This will not change the average value of distributions predicted by the model since over many weight updates the average of what the model sees will be near the average of the estimates, but this will increase the spread of the data the model sees. We demonstrated this by recreating Figure 1A, but now plotting 5 augmented values per sample along with the confidence intervals for 3 different training regimens (Figure 2B). The distribution of the data is now wider due to both the augmentation and the randomness of the augmentations. The primary differences in the shapes of the regressions occurred at low TMB because we do not augment an input of 0, which results in larger y labels without a concurrent increase in the inputs.

**Effect of tumor-only sequencing**

While the issue of read depth had limited effects on the shape of the regression curves since the inputs and outputs were both increased, in the case of tumor-only sequencing additional variants are inadvertently included in the TMB calculation, which introduces additional variability. Of particular concern, when a model is trained on tumor-normal data (such as the TCGA MC3 data), and is applied to tumor-only panel inputs that include private variants, there is likely to be a significant effect on the outputs and regression metrics. To investigate this effect we constructed synthetic tumor-only inputs by reintroducing the germline variants into the TCGA somatic mutation profiles, and applying common filtering strategies across a spectrum of stringencies to the combined TCGA germline and somatic data in an attempt to mimic the filtering processes used with real-world tumor-only data.

We used gnomAD 2.1 non-cancer exome and gnomAD 2.1 genome as population databases, and considered the TCGA itself to be a population database of sorts. Using a self-cohort as a population database has the additional benefit of removing potential artifacts in the data. We applied a spectrum of stringency criteria for filtering out germline variants using the maximum population specific allele frequency (popmax_AF greater than 1%, 0.5%, and 0.1%) in the gnomAD 2.1 non-cancer exome and gnomAD 2.1 genome population databases. Each of these was paired with an overall allele frequency (AF greater than 0.1%, 0.05%, and 0.01%), in respective order. The popmax_AF thresholds were also applied to the TCGA “self-cohort” with known hotspots whitelisted. To save on computation we only looked at variants within CDS GENIE coordinates, which came out to about a 4 Mb region.

Defining somatic as the positive class, our 3 different filtering cutoffs resulted in sensitivities / specificities of 99.9% / 98.2%, 99.6% / 98.6%, and 96.5% / 99.1% from least to most stringent. For samples used in our regression models we started with an average of 2,451 germline variants per sample in the 4Mb region represented by the union of all GENIE panels, and after filtering ended with 43, 34, and 20 germline variants per sample for each filtering stringency.
examining gnomAD have estimated that on average a given genome has approximately 200 coding variants present at an AF less than 0.1% (private germline variants)\textsuperscript{37}. Assuming a 32 Mb coding region, this would come out to about 25 variants in a 4 Mb region, which is consistent with our results.

Figure 3. Effect of germline on model fits. The first column shows the effect of making predictions on data containing private germline variants with a model trained on tumor-normal data. The second column shows the model fits of our tumor-only data, and the third column shows the prediction vs. true plots of these fits. The first row (A), is the loosest filtering (1% popmax AF, 0.1% overall AF). The second row (B) is moderate filtering (0.5% popmax AF, 0.05% overall AF). The third row (C) is strict filtering (0.1% popmax AF, 0.01% overall AF).

We trained a model as in Figure 1A but made predictions with the tumor-only data restricted to MSK-468 panel coordinates. As one might expect, the additional private germline variants in the input resulted in a significant bias / overestimation of the predicted exome TMB values. The effect was largest for the loosest filtering criteria (Figure 3), since these data would include the most number of additional private germline variants. Whereas the PPV was previously 85% for this fit, when applied to these inputs it drops to 21%, 28%, or 49% (across the spectrum of filtering criteria examined, respectively). We then naturally retrained our models with the synthetic TCGA tumor-only gene panel data as input to predict the exomic TMB derived from germline-subtracted tumor-normal data. The private germline variants have the effect of shifting samples which previously had low input values to the right and adding variability, which causes a wider range of possible TMB values for a given input. Due to this large spread we switched from the lognormal distribution to
the normal distribution for our model. Despite this additional noise in the regression, the PPVs were largely restored to the value seen with the tumor-normal data.

DISCUSSION

Given the nonlinear relationship between panel input and exomic TMB along with the complex error distributions, a more flexible model (such as deep learning approaches) is better suited for modeling the data. In this study we developed a deep learning probabilistic model that allows for joint modeling of both the point estimate of exomic TMB and the measurement uncertainty / distribution about that estimate, which stems from factors including but not limited to genomic regional sampling, degree of germline private variants, and depth of sequencing. Although it’s true the most appropriate model should be used when possible, it is even more important that every effort be made to ensure the training data resembles the data the model will be applied to. In this study we underscored how significant this can be in the case of tumor-only data and characterized this by reintroducing private germline variants to the TCGA MC3 samples.

Previous studies have investigated the performance of different filtering approaches for tumor-only sequencing data, often with the goal of accurately filtering out germline variants\textsuperscript{38–45}. Our goal was not to find the optimal filtering algorithm, but to simply use a reasonable filtering approach and to subsequently investigate its effect on TMB calibration. Our findings suggest that the optimal filtering strategy for TMB calibration would favor exclusion of additional germline variants even at the cost of losing some true somatic variants. This does not mean that those somatic variants are invalid, but simply for this purpose may have to be filtered in the context of estimating TMB from tumor-only data. It should be noted that the germline VAFs in our synthetic samples do not perfectly resemble what would be seen in true tumor-only data since they were derived from the matched-normal sample by the TCGA PanCanAtlas group, samples which do not contain the copy number alterations that may be present in the tumor samples. If a more faithful tumor-only dataset is required a tumor-only pipeline could potentially be run on the TCGA tumor samples, and then the variants could be labeled as somatic or germline by comparing to the germline data and the MC3 data.

At least for the TCGA dataset correcting for read depth did not have much effect on the regression or the uncertainty estimates. When using tumor-normal data for calibration of tumor-only panels there is an inherent assumption that no private germline variants will be present in samples the model will be applied to. However, current population databases are not large enough to perfectly filter germline variants, and a variable number of private variants will remain per sample even with very strict filtering. Either additional strategies would need to be applied to remove these rare variants (and not remove somatic variants), or the training data needs to include them. We opted for the second option and made the tumor-only input for every GENIE panel available (Data\textunderscore S1) to allow any laboratory that uses one of these panels the ability to train with these counts.
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