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Recent experiments have shown that the mobility of human interphase chromosome decreases dur-
ing transcription, and increases upon inhibiting transcription, a finding that is counter-intuitive be-
cause it is thought that the active mechanical force (F') generated by RNA polymerase IT (RNAPII)
on chromatin would render it more open and mobile. We use a polymer model to investigate how F,
derived from transcriptional activity, affects the dynamical properties of chromatin. The movements
of the loci in the gene-rich region are suppressed in an intermediate range of F', and are enhanced at
small and large F' values. In the intermediate F', the bond length between consecutive loci increases,
becoming commensurate with the location of the minimum in the attractive interaction between the
active loci in the chromatin. This results in a disorder-to-order transition, leading to the decreased
mobility during transcription. Our results suggest that transient ordering of the loci in the gene-
rich region might be a mechanism for nucleating a dynamic network involving transcription factors,

RNAPII, and chromatin.

Advances in experimental techniques [1, 2] have elu-
cidated the organizational details of chromosomes, thus
deepening our understandings of how gene regulation is
connected to chromatin structure [3]. In contrast, much
less is known about the dynamics of the densely packed
interphase chromosomes in the cell nucleus. Experi-
mental and theoretical studies have shown that the lo-
cus dynamics is massively heterogeneous, exhibiting sub-
diffusive behavior [4-7]. In addition, physical models of
chromosomes [8-10] predict glass-like dynamics at the
level of the individual locus in interphase chromosomes.
However, it is challenging to understand the dynamic na-
ture of chromosomes that govern the complex subnuclear
processes, such as gene transcription.

The link between transcription activity and changes
in chromosomal dynamics is important in understanding
the dynamics of chromosomes in distinct cell types and
states [11, 12]. It is reasonable to expect that transcrip-
tion of the active gene-rich region could make it more
expanded and dynamic [13, 14]. It, therefore, is surpris-
ing that active RNA polymerase (RNAP) II suppressed
the movement of the gene-rich euchromatin nucleosomes
[12]. Let us first summarize the key experimental results,
which we used as a springboard to launch our study:
(1) By imaging the motion of individual nucleosomes in
live human cells, it was shown that the mean square
displacements (MSDs) of the nucleosomes during active
transcription are constrained (Fig. S1 [15]). (2) When
the cells were treated with a-amanitin («-AM) or 5,6-
dichloro-1-8-D-ribofuranosylbenzimidazole (DRB), both
of which selectively block the translocation of RNAPII
[16, 17], the mobility of the nucleosomes was enhanced.
This finding is counter-intuitive because one expects that
the elongation process of RNAP generates mechanical

forces [18, 19], that could render the chromatin region to
be open and dynamic. (3) The enhanced motion was re-
stricted only to euchromatin loci that are predominantly
localized in the cell interior whereas the dynamics of hete-
rochromatin, found mostly in the periphery, is unaffected
by transcription. Based on these observations, it was
hypothesized that RNAPs and other protein complexes,
facilitating transcription, transiently stabilize chromatin
by forming dynamic clusters, referred to as transcription
factories [20—-23]. This hypothesis is, however, challenged
by the observation that inhibition by DRB mainly leads
to stalling of RNAPs while they are still bound on chro-
matin [17]. Moreover, it turns out that transcriptional
inhibition does not significantly alter the higher-order
structures of the chromosomes [23, 24]. These observa-
tions raise the question: Is there a physical explanation
for the increased chromatin dynamics upon inhibition of
transcription and a decrease during transcription? We
provide a plausible answer to this question using a mini-
mal model.

Using the experimental results as a backdrop, we the-
orize that RNAPII exerts active force in a vectorial man-
ner on the active loci. We then examine the effects of
active force using the Chromosome Copolymer Model
(CCM) [9]. The CCM, with only one energy scale, faith-
fully captures the Hi-C experimental results, showing mi-
crophase separation between euchromatin (A-type loci)
and heterochromatin (B-type loci) on large length scale
and formation of topologically associating domains on a
smaller length scale in interphase chromosomes. Here,
we perform Brownian dynamics simulations of the CCM
with active force in order to model the mechanical ef-
fects due to transcriptional elongation. Our major results
are: (i) The dynamics of the active loci, measured using
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the MSD, is suppressed upon application of the active
force, which is in accord with experiments [12]. Inter-
estingly, the relative increase in the MSD with respect
to the transcriptionally inactive case, is in near quanti-
tative agreement with experiments. (ii) The changes in
the MSD only affect the A-type loci but not the B-type
loci, even though the chromosome is a copolymer link-
ing A and B loci. (iii) The decrease in the A-type loci
mobility occurs only over a range of activity level. Sur-
prisingly, in this range the segregated A-loci undergo a
transient disorder-to-order transition, resembling a face-
centered cubic (FCC) lattice, whereas the B-type loci are
fluid-like.

We model an interphase chromosome as a flexible self-
avoiding copolymer (Fig. 1) [15]. Non-adjacent pairs of
loci are subject to favorable interactions, modeled by the
Lennard-Jones (LJ) potential, depending on the locus
type. The interactions between the loci, whose rela-
tive strength is constrained by the Flory-Huggins the-
ory [25, 26], ensure microphase separation between the
A and B loci. Additionally, specific locus pairs are an-
chored to each other, thus representing the chromatin
loops mediated by CTCFs [27]. In this study, a 4.8-Mbp
segment of human chromosome 5 is coarse-grained using
N = 4,000 loci (1.2 kbp per locus). The A- to B-type
ratio is Ny /Np = 982/3018 ~ 1/3 [15].

CTCF-mediated loop

i

FIG. 1. Schematic depiction of the CCM. Chromosome is
modeled as a copolymer chain consisting of active/inactive
(green/purple-colored) loci. Specific locus pairs are connected
to each other by loop mediators (orange color). The gray box
on the right illustrates how active forces are imposed on !
locus and its bonded loci (see the main text for details). We

apply active forces only on the gene-rich A-type loci.

f; = 510 + 51

A g _ sp(b)
i i-1

580 — _ 50
ot = -5t

@ Active locus (A-type)
@ Inactive locus (B-type)

Loop mediator

We applied active forces on the chain to model force
generation during transcription. Previous theoretical
studies [28-30], with the possible exception [31], have
considered different forms of active forces on homopoly-
mers, without making connections to experiments. Be-
cause the translocation of RNAP and the nucleosome
sliding gives rise to tensional force [18, 19], we model the
active force in an extensile manner along each bond vec-
tor of the A-type loci, ensuring momentum conservation
(dotted arrows in the gray box of Fig. 1). For the bond
)

vector, b; = r; 11 — r;, force, 0f; ", = fob, is exerted on

(i + 1)*® locus in the forward direction, where fy is the
force magnitude and b; = b;/|b;|, and (5fi(b) = —6fi(Jfr)1 is
exerted on the i*" locus in the backward direction. We use
the dimensionless parameter, F' = fyo/kpT, as a mea-
sure of the force magnitude, where o is the diameter of a
single locus, kp is the Boltzmann constant, and 7T is the
temperature.
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FIG. 2. Transcription-induced active forces reduce the eu-
chromatin mobility. (A) (Ari(t)) [Eq. (1)] from simulations
with F¥ = 0 and F = 80 (solid lines), compared with the
euchromatin MSD from the experiment that inhibits tran-
scription using a-AM [12] (circles). The dotted lines are the
fits to the experimental data. (B) Bar graphs comparing the
increase in (Ar3 (t)) ((Arg(t))) shown in panel A (Fig. S2A)
between experiment and simulation results. (C) MSDs for the
A and B loci at ¢t = 0.5s as a function of F'. The dotted lines
are a guide to the eye. (D) Radial distributions of the A-
locus displacement at different lag times, t = 1075 (dashed)
and ¢ = 1,00075 (solid), compared between F = 0 (gray) and
F = 80 (dark-red). The inset shows the 2-D projection of the
trajectory of an active locus for 10*75 at F = 0 and F = 80.

We performed Brownian dynamics simulations, as de-
scribed in detail elsewhere [15]. We calculated the MSDs
separately for euchromatin and heterochromatin loci,

1 N
(Ar(t) = N, <Z Oy (iyulri(t) — ri(0)|2> , (D)

where §,(;),, is the Kronecker delta (u =A or B), and
(-++) is the ensemble average. Data analysis and other
details are in the Supplemental Material [15]. Fig. 2A
shows that, (Ar3 (¢)) is smaller with F = 80 compared
to FF = 0. This result is comparable to the nucleosome
MSDs measured from the interior section of the cell nu-
cleus treated with the transcription inhibitor a-AM [12].
Our simulations capture the change in the scaling ex-
ponent, «, extracted from (Ar?(t)) ~ t* [Aa(active —
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passive) = 0.05 versus 0.08]. However, the magnitude
of (Ar3 (t)) is smaller in simulations than in experiment.
(Ard(t)) at F = 80 is also smaller than at F = 0, but
the difference is marginal compared to (Ar3 (¢)), which
is consistent with the experimental results for the nu-
clear periphery (Fig. S2A). We could have obtained bet-
ter agreement with experiments by tweaking the param-
eters in the model. We did not do so because our goal is
to uncover the mechanism underlying the enhancement
in the MSD upon inhibiting transcription.

In Fig. 2B, we compare the transcription inhibited in-
crease (AMSD) in the MSD, between experiment and
simulations (see Eqgs. (S7)-(S8) [15]). We use F' = 80,
which has the smallest MSD (see Fig. 2C), as the con-
trol. The value of fj for F' = 80 is in the range, fy ~ 3-16
pN [15], which accords well with forces exerted by RNAP
[18]. Comparison between AMSD for the A loci (simula-
tion) and the interior measurements (experiment) is less
quantitative than between the B loci and the periphery.
This difference may arise because the interior measure-
ments could include the heterochromatin contribution to
some extent, whereas the periphery measurements ex-
clude the euchromatin. Nevertheless, we observe that
AMSD for all the loci are in near quantitative agree-
ment with experiment, especially for AMSD for DRB
(Fig. S2C). The good agreement between simulations and
experiment is surprising because it is obtained without
adjusting any parameter to fit the data. Although com-
parison between simulations and experiments in Fig. 2B
is made with F' = 80, we obtain qualitatively similar
results for F in the range, 60 < F' < 90 (Fig. S3).

The simulated MSD, at a given time, changes non-
monotonically with respect to F. Remarkably, the
change is confined to the A loci (Figs. 2C and S2D-S2E);
(Ar?% (0.55)) increases modestly as F increases from zero
to F' < 30, and decreases when F' exceeds thirty. There is
an abrupt reduction at F' ~ 50. In the range, 50 < F' <
80, (Ar3(0.5s)) continues to decrease before an increase
at higher F' values. We also calculated the van Hove func-

tion, GA(r,t) = <zjV: B0 (r +1:(0) — ri(t))> /N,
at t = 107 = 0.007s and 100075 ~ 0.7s [32]. The
A-type loci at F' = 80 do not diffuse as much at ' =0
(Fig. 2D), and their displacements are largely within the
length scale of o. In contrast, there is no significant dif-
ference in G2 (r,t) between F = 0 and F = 80 (Fig. S2F).
Notably, the second peak of G2 (r,t) at F' = 80 hints at
the solid-like lattice [33], which is revealed below.

To probe the extent to which glass-like behavior
[5, 8, 9] is preserved in the presence of RNAPII-induced
active forces, we calculated the self-intermediate scatter-
ing function,

N

Z ke (1) =15 (0)] (2)

Fi(lkl, 2)

where k is the wave vector. We computed, (Fs(kmax,?))
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FIG. 3. Active force increases the relaxation time and dy-
namic heterogeneity. (A) Plot of (Fs(kmax,t)) [Eq. (2)] for
different F'. The dashed line is a stretched exponential fit for
F = 0. (B) 7o (blue) and 8 (orange) of (Fs(kmax,t)) as a
function of F. The dotted lines are a guide to the eye. (C)
Plot of x4(t) [Eq. (3)] for different F. (D) The maximum
value of x4(t) as a function of F.

(kmax = 2m/0), whose decay indicates the structural
relaxation. Time-dependent variations in (Fy(kmax,t))
(Fig. 3A) show stretched exponential behavior (e~(*/ )
B < 1/3 at all F values), which is one signature of
glass-like dynamics. The decay is even slower if F is
increased. The relaxation time, 7,, calculated using
(Fs(kmax, Ta)) = 0.2, shows that the relaxation is slow-
est at F' =~ 80 (Fig. 3B), which occurs after the dy-
namical transition in (Ar%(0.5s)) at F ~ 50 and be-
fore (Ar3(0.5s)) increases beyond F = 100 (Fig. 2C).
Similarly, when the tails of (Fs(kmax,t)) were fit with
e (t/ Ta)ﬁ, the exponent [ also exhibits the analogous
trend (Fig. 3B). As 7, increases, 3 decreases.

Dynamic heterogeneity, another hallmark of glass-like
dynamics [34, 35], was calculated using the fourth-order
susceptibility [36],

xa(t) = N [(Felbma,1%) = Bk 0] - (3)

X4(t) has a broad peak spanning a wide range of times,
reflecting the heterogeneous motion of the loci (Fig. 3C).
The peak height, xj, increases till F' ~ 50 and subse-
quently decreases (Fig. 3D). When F exceeds 100, xj
decreases precipitously. Our results suggest that there
are two transitions: one at F' ~ 50 where the dynamics
slows down and the other, which is a reentrant transition
beyond F = 100, signaled by an enhancement in the loci
mobility. Although the system is finite, these transitions
are discernible.

Like the MSD, when (Fj(kmax,t)) and x4(t) was de-
composed into the contributions from A and B loci, we
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find that the decrease in the dynamics and the enhanced
heterogeneity are driven by the active loci (Fig. S4).
These observations, including the non-monotonicity in
7o and [ that exhibit a dynamic reentrant behavior,
prompted us to examine if the dynamical changes in
the A-type loci are accompanied by any structural al-
terations.
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FIG. 4. Crystallization due to active force, F. (A) RDF
for A-A locus pairs at different F' (solid lines; see the leg-
end in panel B), where g(r) for a FCC crystal is shown with
the dotted line (scaled arbitrarily). The inset shows inher-
ent structure gaa(r) for the quenched polymer with F' = 80.
(B) Distributions of the BOO parameter, g12, for A loci as a
function of F. The dashed line is for the quenched A loci at
F = 80. (C) Height of the dominant peak in gaa(r) (blue)
and (qi2)a (orange) as a function of F. Simulation snapshots
for F =0 and F' = 80 are displayed in the gray- and yellow-
background boxes, respectively. The A and B loci are shown
in green and purple spheres, respectively.

The radial distribution function (RDF) for A-A locus
pairs, gaa(r), with signature of a dense fluid, shows no
visible change for F' < 30 (Fig. 4A). In sharp contrast,
the height of the primary peak, gj3,, increases sharply
beyond F = 30 (Fig. 4C). Remarkably, gaa(r) for F =
80 exhibits secondary peaks that are characteristics of a
FCC-like solid (arrows, Fig. 4A). Upon further increase
in F', these peaks disappear (Fig. S5A) and g} 5 reverts
to the level of the passive case (Fig. 4C). In other words,
the active forces, which preserve fluid-like disorder in the
A-type loci at low F values, induce a structural transition
to FCC-like order in the intermediate range of F' values,
which is followed by reentrance to a fluid-like behavior at
higher F' values. In contrast, ggg(r) exhibits dense fluid-
like behavior at all F' values (Fig. S5B). We confirm that
the FCC lattice is the minimum energy configuration by
determining the inherent structure for the A loci at F' =
80 by quenching the active polymer to a low temperature
[15, 37, 38] (Fig. 4A, inset). Quenching does not alter
the structure of the B loci at F =80 or gaa(r) at F =0

(Figs. S5C-S5D).

To assess the local order in the A-type loci, we cal-
culated the bond-orientational order (BOO) parameter
for 12-fold rotational symmetry, gi2 [15, 39, 40]. For
a perfect FCC crystal, 1o = 0.6 [41]. The distribu-
tion for A loci, Pa(q12), is centered around g2 = 0.3 at
F = 0 (Fig. 4B), representing a disordered liquid state
(gray box, Fig. 4C). As F is increased, the distribution
shifts towards the right especially in the 50 < F < 80
range. The increase of {gi2)a indicates a transition to
a FCC-like ordered state that is visible in the simula-
tions (yellow box, Fig. 4C). Although Pa(q12) at F =80
is broad due to thermal fluctuations, the inherent struc-
ture gives a narrower distribution, peaked near ¢;2 = 0.6
(dashed line, Fig. 4B). The maximum in Pa(q12) shifts
to the left for F' > 80 (Fig. S5E) and (gi2)a decreases,
suggestive of F-induced reentrant transition. The distri-
bution Pg(qi12) for the B-type loci is independent of F
(Fig. S5F). These results show that FCC-like ordering
emerges in 50 < F' < 100 range. Outside this range, the
RDFs display the characteristics of a dense fluid for the
condensed chromosome. The transitions in the A-type
loci may be summarized as fluid - FCC — fluid, as F
changes from 0 to 120.

The emergence of FCC-like order in the A-type loci can
be understood using the effective A-A interaction gener-
ated by F. Since F' is exerted on each A-A bond (Fig. 1),
the force increases the distances between the bonded A-A
pairs. We calculated the effective pair potential for an A-
A bond, uff(r) = ud(r) — fo(r — by), where ul (r) and by
are the F-independent bonding potential, and the cor-
responding equilibrium bond length, respectively. The
fo(r — bo) term represents the work done by the active
force to stretch the bond from by. The equation of mo-
tion for F' # 0 involves the effective potential, uff(r)
[15]. Plots of u{(r) in Fig. 5A show that the effective
equilibrium bond length, 7, increases as F' increases.
This prediction is confirmed by the direct measurement
of A-A bond distance from the simulations (Figs. S6A-
S6B). Note that ryn(F = 80) ~ rf; ~ 1.120, where
r{; is the distance at the minimum of the LJ potential
(Fig. 5B). The F-induced extension of A-A bonds makes
the A-A bond distances commensurate with 77, which
is conducive to FCC ordering [42] in the active loci.

We can also describe the ordering behavior using ther-
modynamic properties based on u¢f(r). We calculated
the mean and variance of Eeg a [15]. Fig. 5C shows that
(Eesr,a) decreases smoothly as F' changes, without pro-
nounced change in the slope, as might be expected for a
structural transition [43]. Nevertheless, (6 Feg,a)?) indi-
cates signatures of a transition more dramatically, with
peaks at F' = 50 and F' = 100 (arrows I and II, Fig. 5C).
Thus, both ordering and reentrant fluid behavior coincide
with the boundaries of the dynamic transitions noted in
Figs. 2B, 3B, and 3D.

To ascertain the robustness of our results, we per-
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FIG. 5. Effective potential energy accounts for the crystal-
lization of the A-type loci. (A) Effective pair potential of a
single A-A bond, uff(r), as a function of F. (B) Distance at
the minimum of u{(r) as a function of F, where the mini-
mum distance for the non-bonding pair potential is shown by
the dashed line. (C) Mean of the effective potential energy of
A loci (left) and mean fluctuations (right) with respect to F.
The arrows indicate the two structural transitions.

formed simulations for a segment of chromosome 10 with
the same length but with a larger fraction of active
loci. The behavior is qualitatively similar, except for
greater extent of retardation in the dynamics at F' # 0
(Fig. S7). In contrast, for a copolymer chain whose A/B
sequence is random, F' does not result in ordering tran-
sition (Fig. S8). Thus, F-induced decrease in the mo-
tion of the A-type loci, accompanied by transient order-
ing, occurs only in copolymer chains with the microphase
separation between A and B loci—intrinsic property of
interphase chromosomes [44].

We have discovered a novel mechanism for the dy-
namical changes upon transcriptional inhibition in mam-
malian interphase chromosomes, which tidily explains the
experimental results. Since the transcription is a stochas-
tic process with intermittent pauses [45, 46], the life time
of the ordered phase is short, and glass-like phase emerges
upon transcription inhibition (Figs. S10-S11).
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