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Abstract

Cross-talk between tumour and immune cells, including macrophages, is complex, dynamic and contributes to tumour heterogeneity. In this paper, we introduce a hybrid agent-based model (ABM) to investigate how tumour-macrophage dynamics evolve over time and how they influence spatial patterns of tumour growth. Macrophage phenotype is determined by microenvironmental cues and governs the extent to which macrophages are pro- or anti-tumour, i.e., whether they infiltrate and attack tumour cells, or promote metastasis by guiding tumour cell migration towards blood vessels.

We perform extensive ABM simulations to investigate how changes in macrophage sensitivity to microenvironmental cues – specifically, cytokines produced by tumour cells and perivascular fibroblasts – alters their spatial and phenotypic distributions and the tumour’s growth dynamics. We identify outcomes that include: compact tumour growth, tumour elimination, and diffuse patterns of invasion, characterised by clustering of tumour cells and macrophages around blood vessels.

We compare the ability of different statistics to characterise the diverse spatial patterns that the ABM generates. These include the weighted pair correlation function (wPCF), a new statistic that quantifies the spatial distributions of cells labelled with a continuous value (e.g., macrophage phenotype). We assess the ability of each statistic to discriminate between the various spatial patterns that the ABM exhibits.

By combining statistical analysis with ABM simulations, we show how mechanistic models can be used to generate synthetic data for validation of novel statistics (here, the wPCF) and to assess the extent to which specific statistical descriptions can distinguish different spatial patterns and model behaviours. Such statistics can then be applied to biological imaging data, such as multiplexed medical images, with increased confidence in the interpretation of the results. We show that the wPCF accurately describes differences in macrophage localisation between images, and posit that it would be a valuable tool for analysing multiplexed imaging data.

Author summary

Macrophage phenotype is regulated by complex microenvironmental cues. It affects their spatial position and behaviour. In solid tumours, the spatial distribution of macrophages can vary significantly, and correlate with patient prognosis.

In this paper, we use an agent-based model (ABM) to investigate how changes in sensitivity to tumour-induced microenvironmental cues affect macrophage phenotype and, in turn, how such phenotypic heterogeneity affects tumour composition and
morphology. We illustrate the wide range of tumour outcomes that can arise from changing macrophage sensitivity to microenvironmental cues.

We apply a variety of statistics to simulation outputs to characterise the range of observed spatial patterns. Different statistics identify different aspects of these patterns, with the most descriptive characterisations obtained from spatial statistics, such as the weighted pair correlation function (wPCF), that account for both phenotype and cell localisation.

More generally, this paper illustrates how ABMs can be used to generate synthetic data which mimics data that can be extracted from different imaging modalities. This synthetic data can be used to test new statistics, like the wPCF, and validate their use for future application to multiplex histological imaging.

Introduction

The immune landscape within solid tumours is complex and varied [1,2], with innate and adaptive immune cells implicated in pro- and anti-tumour responses [3]. For example, high densities of tumour associated macrophages have been associated with poor prognosis in breast, prostate and head and neck cancer and with good prognosis in colorectal and gastric cancer [4,5]. These differences may be due to differences in the numbers of pro- and anti-tumour macrophages in these cancers. Indeed, macrophages are often described as having an anti-tumour, “M1” phenotype or a pro-tumour, “M2” phenotype. Further the number of macrophages of each phenotype, their morphology and spatial distribution are associated with patient survival [6–9]. For example, in non-small cell lung cancer high infiltration of M1 macrophages into tumour islets, but not tumour stroma, has been associated with increased patient survival [10].

Macrophage phenotype may be viewed as a continuous variable, with the balance of pro- and anti-tumour behaviours determined by integrating multiple, microenvironmental cues [11]. Until recently, it has been difficult to determine simultaneously macrophage phenotype and spatial position in clinical or experimental settings. Classical immunohistochemistry (IHC) resolves spatial positions but only distinguishes broad macrophage subtypes. Single-cell sequencing more accurately describes cell phenotypes but lacks information about spatial position. Multiplex imaging modalities, such as multiplexed IHC and imaging mass cytometry (IMC), provide information about the spatial position of different macrophage phenotypes, mapping expression levels of up to 40 different cellular markers [7,12–14]. Post-processing these data can be challenging. Metrics such as cell counts ignore spatial information. More complex statistics, that account for cell position, include measurements of distances between nearby cells [15], metrics based on immune cell infiltration [16–19], and cell morphology and topology [20,21]. Spatial statistics, such as the pair correlation function (PCF), have also been used to describe immune cell localisation within tumours [22].

In this paper, we investigate how macrophage-tumour interactions and, in particular, macrophage responses to environmental cues, impact tumour growth and composition. We develop a new off-lattice, force-based, agent-based model (ABM) to study the effect that macrophage recruitment and phenotype plasticity have on tumour dynamics, and use this model as a testbed for comparing statistics that can be applied to multidimensional spatially resolved imaging data. The ABM introduces a continuous and dynamic variable that describes macrophage phenotype, and accounts for paracrine signalling between the tumour cells and macrophages. Our model is motivated by observations of macrophage infiltration into tumour regions [23]. M1-like macrophages extravasate and migrate towards the tumour in response to tumour-derived signals such as colony stimulating factor-1 (CSF-1) and chemokine C-C motif ligand 2 (CCL2).
Exposure to TGF-β in the tumour increases macrophage sensitivity to the chemokine C-X-C chemokine ligand type 12 (CXCL12) and drives them to an M2-like phenotype. CXCL12 is produced by perivascular fibroblasts and biases the movement of M2-like macrophages towards neighbouring blood vessels. As they migrate out of the tumour, M2-like macrophages express epidermal growth factor (EGF), a tumour cell chemoattractant. In this way, the M2-like macrophages facilitate metastasis by guiding the tumour cells towards the vasculature [23,24].

We use our ABM to simulate the above behaviour and also to show how altering macrophage sensitivity to microenvironmental cues alters their spatial and phenotypic distributions and, in so doing, can generate a diverse range of tumour growth patterns. By varying two parameters associated with macrophage response to CSF-1 (describing the extravasation rate and chemotactic sensitivity to CSF-1 gradients) we identify outcomes including tumour elimination, compact tumour growth, and the formation of perivascular niches containing M2-like macrophages and tumour cells. We also show that varying a larger number of the parameters that regulate macrophage responses to environmental cues generates a wider range of behaviours. We apply a range of statistics (e.g., cell counts and pair correlation functions) to synthetic data extracted from ABM simulations and investigate the extent to which they can describe the spatial and phenotypic patterns that the ABM generates. We also introduce the weighted pair correlation function in order to describe spatial variations in macrophage phenotype, and use our model to demonstrate its ability to distinguish different simulation outcomes.

Modelling approaches

Agent-based models (ABMs) are ideally suited for studying complex biological tissues. Each cell is represented by an agent whose behaviour is determined by subcellular variables (describing, for example, cell cycle state [25] or phenotype), and its interaction with the environment (e.g., through force laws describing mechanical interactions between cells). Hybrid ABMs combine this approach with other modelling techniques, for instance by using PDEs to describe the concentration of diffusible species throughout the domain or by using ODEs to describe the dynamics of subcellular variables.

ABMs describing tumour growth have been developed within a range of software frameworks, including PhysiCell [26], HAL (Hybrid Automata Library) [27], CompuCell3D [28,29] and Chaste (Cancer, Heart and Soft Tissue Environment) [30–32]. These models have been used to study avascular and vascular tumour growth, tumour angiogenesis, tumour-immune interactions and also to simulate tumour responses to treatments that include chemotherapy, radiotherapy, immunotherapy and their combinations [36,37]. In this paper, we use the Chaste framework to investigate the impact of microenvironmental cues on the spatial and phenotypic distribution of macrophages and their ability to control tumour growth.

Many models of macrophage-tumour interactions view macrophages as a homogeneous population, and do not distinguish phenotype. These include continuum models, formulated using partial differential equations (PDEs), which describe macrophage infiltration into avascular tumours [38,39]. In [40], a hybrid model (combining both PDEs and ABM) was used to investigate the feasibility of engineering macrophages to target the delivery of cytotoxic drugs to hypoxic tumour sites. Norton et al. [41] developed a 3D lattice-based model of triple-negative breast cancer in which macrophages and fibroblasts interact with vasculature and tumour-derived cytokines such as CSF-1. Alternative models account for multiple macrophage subtypes (typically M1 and M2) [42,43], and their interactions with T-cells [46,48]. Eftimie [49] and El-Kenawi et al. [50] have developed models that view macrophage phenotype as a continuous variable whose dynamics are governed by environmental cues, such as pH.
The hybrid ABM developed in this paper builds on existing differential equation models \cite{51,52} and ABMs \cite{52,53} that focus on specific tumour-macrophage interactions, such as the CSF-1/EGF paracrine loop that mediates cross-talk between tumour cells and macrophages. Our model accounts for macrophage extravasation in response to tumour-derived CSF-1, their subsequent tumour infiltration, and the CSF-1/EGF paracrine loop that mediates cross-talk between tumour cells and macrophages. We represent macrophage phenotype as a continuous variable, $p$. Its dynamics depend on local levels of TGF-$\beta$ and determine whether a macrophage is M$_1$-like (i.e., likely to kill tumour cells), M$_2$-like (i.e., benign towards tumour cells and expressing EGF), or of an intermediate phenotype, with intermediate behaviour.

Spatial statistics

A range of spatial statistics can be used to describe the spatial patterns of tumour cells, blood vessels, and macrophages that our ABM generates. The pair correlation function (PCF) quantifies spatial clustering and dispersion of a single cell type (e.g., macrophages or tumour cells) \cite{54,55,56}. The cross-PCF extends the PCF to account for multiple cell types, and has been used to identify correlations in the spatial patterns generated by two interacting cell populations \cite{59,60}.

The PCF and cross-PCF quantify spatial correlation at multiple length scales for cell populations with discrete, categorical labels. In practice, many point clouds are labelled with continuous variables, or ‘marks’. These marks may represent protein intensity in IMC, macrophage phenotype in our ABM, or the concentration of a diffusible cytokine such as TGF-$\beta$ or CSF-1. While ‘marked point patterns’ have been studied in ecology \cite{61,62} and astronomy \cite{63,64}, few methods consider the spatial correlation of continuous marks. Arguably the most common is Stoyan’s mark correlation function, $k_{mm}(r)$. It determines whether the marks of two points separated by a distance $r$ are spatially correlated: $k_{mm}(r) > 1$ indicates that the marks of points separated by $r$ are larger than the average mark, while $k_{mm}(r) < 1$ indicates that they have marks smaller than the average \cite{61}. The mark variogram can be used to test the similarity of two marks, separated by a distance $r$ \cite{63,65}.

The above approaches depend only on the distance between point pairs. In biological applications, we often wish to determine whether points with a particular mark, or range of marks, are correlated at distance $r$. Accordingly, in this paper, we introduce the weighted PCF (or wPCF), which weights the contribution from distinct points according to how close their marks are to a target mark. In this paper, we apply the wPCF to synthetic data generated from our ABM in order to determine the extent to which macrophages at distance $r$ from tumour cells have a target phenotype $p$. We also use the wPCF to investigate how, for a given simulation, the distribution of macrophage phenotypes changes as the distance $r$ varies.

Paper outline

In this paper, we develop a hybrid ABM which simulates interactions between macrophages and tumour cells. By varying parameters associated with macrophage behaviour, we identify a range of different tumour morphologies including compact growth, fragmented growth and tumour elimination. We use the ABM simulations as a testbed to examine the utility of different statistical descriptions of the data, identifying information that could be extracted from different types of experimental or clinical data (e.g., IHC or IMC). We assess the ability of these statistics to discriminate the different spatial patterns that the ABM can generate, and conclude that care is needed to ensure that the selected statistics can adequately resolve changes of interest in the data.
Materials and methods

Agent-based model

Overview

In this Section, we present a 2D, multiscale, off-lattice ABM which extends an existing model of macrophage infiltration into tumour spheroids. We briefly describe the ABM here; for full details of the implementation and default parameter values, we refer the interested reader to S1 Appendix: Model Description. We then explain how macrophage phenotype and behaviour are incorporated into the ABM. The ABM is implemented within the Chaste (Cancer, Heart and Soft Tissue Environment) modelling environment.

The ABM distinguishes four cell types: stromal cells, tumour cells, necrotic cells, and macrophages. Their dynamics are influenced by five diffusible species: oxygen ($\omega$), CSF-1 ($c$), CXCL12 ($\xi$), TGF-$\beta$ ($g$) and EGF ($\epsilon$). In the 2D Cartesian geometry, blood vessels are represented by fixed points which do not compete for space with the cell populations and which act as distributed sources of oxygen. A schematic of the ABM is presented in Fig 1. Following critical oxygen thresholds for hypoxia ($\omega_{\text{str}}^H$ and $\omega_{\text{tum}}^H$) and necrosis ($\omega_{\text{str}}^N$ and $\omega_{\text{tum}}^N$) relate the rates of cell cycle progression of stromal and tumour cells to local oxygen levels (see Fig 1A for details). For example, if, at time $t > 0$, $\omega_{\text{tum}}^N < \omega < \omega_{\text{tum}}^H$, then the cell cycle of a tumour cell at position $x$ will immediately halt and remain paused until the local oxygen concentration rises above this threshold. However, if the oxygen concentration falls below the necrosis threshold, then the cell becomes necrotic (this switch is irreversible). Necrotic cells occupy space for a finite time period during which they decrease linearly in size, until they reach size 0 and are removed from the simulation. Blood vessels also act as entry points for macrophages, which infiltrate the tissue and alter their phenotype (and, hence, behaviour) at rates which depend on local levels of TGF-$\beta$ (see Fig 1B).

We represent each cell by the spatial coordinates of its centre of mass and determine its movement by balancing the forces that act on each it. Using an overdamped form of Newton’s second law and neglecting inertial terms, we have that for cell $i$

$$\nu \frac{dx_i}{dt} = F_i,$$

where $\nu$ is the assumed constant drag coefficient and $F_i$ denotes the net force acting on cell $i$ at position $x_i$ and time $t$. The forces that act on a cell depend on its type (see Fig 1C and S1 Appendix: Model Description). Cells interact via spring forces if their centres are within a distance $R_{\text{int}}$ of each other; intercellular adhesion and volume exclusion are represented by attractive and repulsive forces respectively. We also associate with each cell an area, defined as the area of a circle with a radius equal to the cells average interaction radius with neighbouring cells, or its equilibrium radius where neighbouring cells are beyond this distance. Stromal cells which are so mechanically compressed that their area falls below a threshold proportion $A_{\text{str}}^H$ of their target area pause their cell cycle due to contact-inhibition (see S1 Appendix: Model Description).

Macrophage phenotype

The behaviour of individual macrophages is determined by a continuous subcellular variable which represents their phenotype, $p \in [0, 1]$. We assume that, following extravasation, macrophage $i$ has an M$_1$-like phenotype which corresponds to $p_i = 0$. Macrophage exposure to TGF-$\beta$ levels above a threshold value, $g_{\text{crit}}$, causes $p_i$ to increase at a constant rate $\Delta p$ per timestep $dt$, until the maximum value $p_i = 1$ is
Fig 1. Schematic summarising the key interactions that are included in the agent based model. A: Oxygen is supplied by blood vessels and consumed by stromal cells and tumour cells. Cell-cycle progression is determined by a cell’s local oxygen concentration: a cell may be ‘proliferative’ (and progress through its cell cycle), ‘hypoxic’ (the cell cycle is temporarily paused until oxygen concentrations return to a sufficiently high level) or ‘necrotic’ (the cell becomes necrotic cell and degrades). Cell cycles also pause if there is insufficient space available for proliferation.

B: Macrophage behaviour depends on phenotype $p$, modulating their rates of tumour cell killing, EGF production, and chemotactic sensitivity to gradients of CSF-1 and CXCL12.

C: Forces acting on different cell types. Macrophages are subject to mechanical forces due to interactions with nearby cells, and random forces which simulate their exploration of their environment as highly motile cells. Macrophages also experience chemotactic forces that are directed up spatial gradients of CSF-1 and CXCL12, and whose magnitude depends on $p$. Tumour cells experience mechanical forces due to interactions with neighbouring cells, and chemotactic forces in the direction of increasing EGF. Stromal cells experience mechanical forces due to interactions with neighbouring cells. Necrotic cells experience these interaction forces, which decrease in magnitude as they decrease in size. All cells experience a drag force.

D: Summary of the phases of macrophage-mediated tumour cell migration in our ABM. i) $M_1$-like macrophages extravasate from blood vessels in response to CSF-1. ii) $M_1$ macrophages migrate into the tumour mass in response to CSF-1, where they may kill tumour cells. iii) Exposure to TGF-β causes macrophages to adopt an $M_2$-like phenotype. iv) $M_2$-like macrophages produce EGF, which acts as a chemoattractant for tumour cells. v) $M_2$-like macrophages migrate towards blood vessels, in response to CXCL12 gradients.

E: Schematic summarising the sources of CSF-1, TGF-β, EGF and CXCL12 in our model, and their interactions with cells, as described in steps i-v of panel D.
reached and the macrophage has a fully $M_2$-like phenotype. Its phenotype remains fixed at $p_i = 1$ for all later times. Thus, we have:

$$\frac{dp_i}{dt} = \mathcal{H}(g(x_i, t) - g_{\text{crit}})\mathcal{H}(1 - p_i)\Delta p,$$

(2)

where $\mathcal{H}$ is the Heaviside function ($\mathcal{H}(x) = 1$ when $x > 0$ and $\mathcal{H}(x) = 0$ otherwise).

Macrophage chemotactic forces  Fig 1C shows the forces which act on different cell types (functional forms for these forces are given in S1 Appendix: Model Description). Here we highlight two, macrophage-specific, forces which describe their directed movement up spatial gradients of CSF-1 and CXCL12, and whose magnitude varies with phenotype $p$. Noting that $M_1$-like macrophages are sensitive to CSF-1 and insensitive to CXCL12 (and conversely for $M_2$-like macrophages), we assume that the chemotactic forces due to CSF-1 and CXCL12 depend linearly on phenotype. In particular, macrophages with $p = 0$ are maximally sensitive to CSF-1 and minimally sensitivity to CXCL12 (and conversely for macrophages with $p = 1$). Under these assumptions, the chemotactic forces acting on macrophage $i$, at position $x_i$ with phenotype $p_i$ are:

$$F_{\chi_c}^i = \chi_{\chi_c}^m(1 - p_i)\nabla c \frac{\nabla c}{|\nabla c|},$$

(3)

and

$$F_{\chi_\xi}^i = \chi_{\chi_\xi}^m p_i \nabla \xi \frac{\nabla \xi}{|\nabla \xi|},$$

(4)

respectively, where the non-negative parameters $\chi_{\chi_c}^m$ and $\chi_{\chi_\xi}^m$ indicate macrophage sensitivity to spatial gradients of CSF-1 and CXCL12, and $\nabla c$ and $\nabla \xi$ are evaluated at $x_i$. The forces $F_{\chi_c}^i$ and $F_{\chi_\xi}^i$ contribute to the net force $F_i$ in Eq (1) (see Fig 1C and S1 Appendix: Model Description).

Macrophage cell killing We assume that when the distance between a macrophage and a tumour cell is less than, or equal to, the interaction radius $R_{\text{int}}$, the macrophage will attempt to kill the tumour cell, with $M_1$-like macrophages more likely to kill a tumour cell than $M_2$-like macrophages. We define a probability of cell kill per hour, $P_{\varphi}$, which is a monotonic decreasing function of macrophage phenotype. We suppose further that, after a macrophage has killed a tumour cell, it experiences a ‘cooldown’ period of $t_{\text{cool}}$ hours during which it cannot attempt tumour cell killing. Thus, we associate with macrophage $i$ a subcellular timer $t_{\varphi,i}$ that is updated in real time and set to zero on tumour cell killing. We define $P_{\varphi,i}$ as:

$$P_{\varphi,i} = \begin{cases} P_{\varphi}^* \times \left(1 - \frac{p_{10}^{10}}{p_i^{10} + 0.5^{10}} \right) & \text{for } t_{\varphi,i} \geq t_{\text{cool}}, \\ 0 & \text{otherwise} \end{cases},$$

(5)

where $P_{\varphi}^*$ is the maximum probability of tumour cell killing. If multiple tumour cells are within distance $R_{\text{int}}$ of macrophage $i$, then one is selected at random for cell death. Following cell killing, tumour cells are labelled as ‘necrotic’ and decay in the same way as other necrotic cells.

Macrophage extravasation Macrophages enter the domain via blood vessels with a probability per hour $P_{\text{ex}}$ which is an increasing, saturating function of CSF-1:

$$P_{\text{ex}} = P^* \times \frac{c}{c + c_1/2},$$

(6)
where the non-negative parameter $P^*$ represents the maximum probability per hour of macrophage extravasation from a vessel, and $c_{1/2}$ is the concentration of CSF-1 at which the probability is half-maximal.

**Macrophage production of EGF** The diffusible cytokine EGF, $\epsilon$, is produced by M2-like macrophages and undergoes natural decay. It is also a potent chemoattractant for tumour cells. For simplicity, we assume that macrophage $i$ produces EGF at a rate which is linearly proportional to its phenotype $p_i$, with constant of proportionality $\kappa_{\epsilon}$. Denoting by $D_\epsilon$ and $\lambda_\epsilon$ the assumed constant diffusion coefficient and natural decay rate of EGF, we suppose that its evolution can be described by the following reaction diffusion equation:

$$\frac{\partial \epsilon}{\partial t} = D_\epsilon \nabla^2 \epsilon - \lambda_\epsilon \epsilon + \kappa_{\epsilon} \sum_i p_i \delta(x - x_i). \quad (7)$$

where $\delta(x) = 1$ when $x = 0$ and $\delta(x) = 0$ elsewhere. In (7), we sum over all macrophages to determine the net rate of production at spatial position $x$.

**Constructing synthetic datasets from model simulations**

We post-process the output from ABM simulations at a fixed timepoint, to generate synthetic datasets which mimic information that can be collected from biological experiments (see Fig 2). We categorise these datasets as follows:

1. Raw cell counts of viable tumour cells ($N_T$) and macrophages ($N_M$) are recorded, with spatial and phenotypic information neglected (Fig 2A);
2. Spatial locations and cell types are recorded, with macrophage phenotype is neglected (synthetic IHC data: Fig 2B);
3. Raw cell counts and macrophage phenotype are recorded, with spatial information neglected (synthetic single cell sequencing data: Fig 2C);
4. Spatial location, cell type and macrophage phenotype are recorded (synthetic IMC data: Fig 2D)

**Data analysis**

Before defining the statistics that we apply to the synthetic datasets, we introduce some notation. Consider an object $i$ (which may be a cell or a blood vessel), whose centre is located at $x_i = (x_i, y_i)$ at time $t$. We associate with object $i$ a categorical label $q_i \in \{B, M, S, T, N\}$ which indicates whether it is a blood vessel, macrophage, stromal cell, tumour cell or necrotic cell. Given a target label $Q \in \{B, M, S, T, N\}$, we define a binary target function $\Theta(Q, q_i)$ to indicate whether the label $q_i$ associated with object $i$ matches $Q$:

$$\Theta(Q, q_i) = \begin{cases} 1 & \text{if } q_i = Q, \\ 0 & \text{otherwise}. \end{cases} \quad (8)$$

**Cell counts**

We use the binary target function to determine the number of objects of a particular type at time $t$. For example, $N_T(t)$, the number of tumour cells at time $t$, is given by

$$N_T(t) = \sum_i \Theta(T, q_i) \quad (9)$$
Fig 2. Post-processing ABM output at a fixed time point to emulate data collected from biological experiments.

A: Disaggregated cell counts (tumour cells $N_T$ and macrophages $N_M$).
B: A synthetic IHC slide. Two or three different cell types can be resolved spatially. Since no detailed expression data is available, all macrophages appear identical (brown). Information about some cell types may not be visible (e.g., necrotic cells).
C: Synthetic single-cell sequencing data provides a detailed picture of expression levels across the sample (here represented by the ‘phenotype’ variable in macrophages), but without spatial resolution.
D: Synthetic IMC provides detailed phenotype information for each macrophage, and spatial locations of all cells.
where the sum is over all objects in the simulation at time \( t \). Similarly, \( N_M(t) \), the total number of macrophages at time \( t \), is given by

\[
N_M(t) = \sum_i \Theta(M, q_i). \tag{10}
\]

**Phenotype distributions**

Statistics that summarise the phenotypic distribution of macrophages can also be computed. For example, \( \bar{p} = \sum_i \Theta(M, q_i)p_i/N_M \) defines the mean macrophage phenotype at time \( t \). If we assume that M1-like macrophages have phenotype \( 0 \leq p < 0.5 \), then we can define \( N_{M_1}(t) \) and \( N_{M_2}(t) \), the numbers of M1-like and M2-like macrophages, as follows:

\[
N_{M_1}(t) = \sum_i \Theta(M, q_i)\Phi(0, 0.5; p_i), \tag{11}
\]

\[
N_{M_2}(t) = \sum_i \Theta(M, q_i)\Phi(0.5, 1; p_i), \tag{12}
\]

where

\[
\Phi(P_1, P_2; p_i) = \begin{cases} 
1 & \text{if } P_1 \leq p_i \leq P_2, \\
0 & \text{otherwise}.
\end{cases} \tag{13}
\]

and \( 0 \leq P_1 < P_2 \leq 1 \). We also calculate the proportions of macrophages with M1-like \( (\phi_1(t) \equiv N_{M_1}/N_M) \) and M2-like phenotypes: \( \phi_1(t) \equiv N_{M_1}/N_M \) and \( \phi_2(t) \equiv N_{M_2}/N_M \), respectively.

**Cross pair correlation function (cross-PCF)**

The cross-PCF identifies spatial correlations between objects with categorical labels that are separated by a distance \( r \). We define a sequence of annuli, of inner radius \( r_k \) and outer radius \( r_{k+1} = r_k + dr \) where \( r_0 = 0 \) and \( dr > 0 \). We denote by \( A_{r_k}(\mathbf{x}) \) the area of the annulus with inner radius \( r_k \) that is centred at the point \( \mathbf{x} \). If this annulus lies wholly inside the domain then \( A_{r_k}(\mathbf{x}) = \pi((r_k + dr)^2 - r_k^2) = \pi(2r_k + dr)dr \); otherwise, only the area contained within the domain is recorded. We also define the indicator function, \( I_k(r) \), as follows:

\[
I_k(r) = \begin{cases} 
1 & \text{for } r_k \leq r < r_{k+1}, \\
0 & \text{otherwise}.
\end{cases} \tag{14}
\]

We calculate the cross-PCF for blood vessels and tumour cells by considering a domain of area \( A \). We suppose that, at time \( t \), it contains \( N_B \) blood vessels and \( N_T \) tumour cells. Then, we define the cross-PCF, \( g_{BT}(r) \), by:

\[
g_{BT}(r) = \frac{1}{N_B} \sum_{i=1}^{N} \Theta(B, q_i) \left( \sum_{j=1}^{N} \Theta(T, q_j) I_k(|\mathbf{x}_i - \mathbf{x}_j|) \frac{N_T}{A_{r_k}(\mathbf{x}_i)} / A \right)
\]

\[
\implies g_{BT}(r) = \frac{1}{N_BN_T} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{A}{A_{r_k}(\mathbf{x}_i)} \Theta(B, q_i)\Theta(T, q_j)I_k(|\mathbf{x}_i - \mathbf{x}_j|). \tag{15}
\]

where \( r \in [r_k, r_{k+1}] \) and \( N \) is the total number of objects in the simulation. For each blood vessel, the cross-PCF compares the density of tumour cells in the annulus that surrounds it to \( N_T/A \), the expected density in the annulus under complete spatial
randomness (CSR). Thus, $g_{BT}(r) > 1$ indicates clustering of tumour cells at distance $r \in [r_k, r_{k+1})$ from blood vessels and $g_{BT}(r) < 1$ indicates anti-correlation, or exclusion, of tumour cells at distance $r \in [r_k, r_{k+1})$ from blood vessels.

Cross-PCFs for other pairs of categorical variables can be defined similarly. In this paper, we focus on $g_{TB}, g_{BM}$ and $g_{TM}$. We note that the cross-PCF is not necessarily symmetric (i.e., $g_{BT} \neq g_{TB}$ since, for any pair of points, the annulus surrounding one point may intersect with the domain boundary while the annulus surrounding the other may not).

**Weighted pair correlation function (wPCF)**

The weighted PCF (wPCF) quantifies spatial correlations between objects with discrete categorical labels (here, blood vessels or tumour cells) and those with continuous labels (here, macrophages with phenotype $p$). Its relationship to the cross-PCF is explored in [S3 Appendix: Derivation of PCFs and Cross-PCFs from wPCF].

We calculate the wPCF by replacing $\Theta(Q,q)$ in Equation (15) with a weighting function, $0 \leq w_p(P,p_i) \leq 1$, which describes how $p_i$ differs from a target phenotype, $P$. Multiple functional forms could be used for the weighting function; in [S3 Appendix: Comparison of different weighting functions] we show how alternative functional forms affect the wPCF. For simplicity, throughout this paper we use a triangular weighting function of the form:

$$w_p(P,p_i) = \max \left(1 - \frac{|P - p_i|}{\Delta P}, 0\right),$$  

and fix $\Delta P = 0.2$. Then, $w_p \approx 1$ for cells whose phenotype $p_i$ is close to the target $P$ and $w_p = 0$ for those with $|P - p_i| > \Delta P$. We note further that $w_p \to \Theta$ as $\Delta P \to 0$.

Replacing $\Theta(T,q)$ with $w_p(P,p_i)$ in Eq (15), we define the wPCF for macrophages of target phenotype $P$ and blood vessels $B$, at lengthscale $r$, as follows:

$$wPCF(r,P,B) = \frac{1}{WPN_B} \sum_{i=1}^{N} \sum_{j=1}^{N} A_{ij} w_p(P,p_i) \Theta(B,q_j) I_k(|x_i - x_j|)$$

where $W_P = \sum_{i=1}^{N} w_p(P,p_i)$ is the total 'weight' associated with the target label $P$ across all macrophages ($W_P$ replaces $N_T$ in Eq (15); non-macrophages have weight $w_p = 0$). Intuitively, the wPCF extends the cross-PCF by weighting the contribution of each macrophage based on how closely its phenotype matches the target phenotype.

In [Fig 3] we present two examples showing how the wPCF characterises spatial correlations between objects with a continuous label $p$ (coloured circles, analogous to macrophages with phenotype $p$) and objects with a categorical label (magenta crosses, analogous to blood vessels). In both examples, 200 crosses are uniformly distributed along the line $y = 1$, and 1000 circles are randomly placed throughout a square domain of length 2. In [Fig 3A], the label $p_i$ of a circle at $(x_i,y_i)$ increases linearly with distance from the line $y = 1$ ($p_i \approx |1 - y_i|$); in [Fig 3B], the label increases with the square of this distance ($p_i \approx |1 - y_i|^2$). The corresponding wPCFs are shown in the middle panels of [Fig 3] for a range of target labels $P$ and distances $r$. By construction, a circle at distance $r$ from the nearest cross has label $P \approx r$ for (A) (or $P \approx r^2$ for (B)). The two wPCFs show strong clustering along these lines and exclusion at shorter distances for points with larger labels (above the dashed lines). We explain the weaker clustering observed below the lines as follows. Consider a cross at position $(x_j,1)$. In (A), the largest label associated with a circle at distance $r$ from this cross is $p = r$ (if the circle is directly above the cross). Smaller labels can also be recorded, for circles at distance $r$ which are offset from the cross. In the bottom panels of [Fig 3] we plot $wPCF(r,P,B)$ for fixed values of the target label $P$. These curves can be interpreted as cross-PCFs for...
points whose labels $p_i$ are “close” to $P$, and show the strongest clustering at the expected values.

A natural extension to the wPCF considers objects with two continuous labels, $P_1$ and $P_2$, say, in order to identify spatial correlations between objects with labels close to $P_1$ and objects with labels close to $P_2$ (e.g., colocalisation of macrophages with $p \approx 0$ with those with $p \approx 1$, or colocalisation of a particular macrophage phenotype with a particular concentration of CSF-1). We discuss such extensions in S5 Appendix: wPCF for comparing two continuous labels.

**Results**

**Tumour progression in the presence and absence of macrophages**

Fig 4 shows how the presence of macrophages can alter the spatial composition and growth dynamics of a small number of tumour cells initially located at the centre of a two-dimensional square domain that contains stromal cells and a fixed number of static blood vessels. The vessels are randomly distributed in the domain but excluded from a circle of radius $R_B$ centred on the initial tumour mass. Panels A and C show that, in the absence of macrophages (i.e., setting the maximum probability of extravasation $P^* = 0$), the tumour increases rapidly in size but remains as a compact mass. At much longer timescales, the tumour evolves to a steady state where the net proliferation rate of oxygen-rich cells on the tumour periphery balances the net death rate of oxygen-starved cells towards the tumour centre (see S2 Appendix: Tumour growth in the absence of macrophages).

When macrophage extravasation is active (Fig 4B and Fig 4D), the ABM reproduces the qualitative behaviours outlined in Fig 1. At early times ($t \approx 100$), CSF-1 levels are below the threshold for macrophage extravasation and the domain is devoid of macrophages. As the tumour increases in size, more CSF-1 is produced until, eventually, CSF-1 levels at the blood vessels reach the threshold for extravasation of $M_1$-like macrophages ($t \approx 200$). By $t = 300$, some macrophages have infiltrated the tumour mass. Macrophages that have been exposed to sufficient levels of TGF-$\beta$ become $M_2$-like and migrate back towards nearby blood vessels, in response to spatial gradients in CXCL12. The $M_2$-like macrophages also produce EGF which acts as a chemoattractant for the tumour cells. Thus, at $t = 500$ hours, clusters of $M_2$-like macrophages and tumour cells surrounding multiple blood vessels are visible in the domain.

Comparison of Fig 4A and Fig 4B, and Fig 4C and Fig 4D, reveals how the presence of macrophages can transform a tumour from a rapidly growing, compact mass to one that is slower growing and more diffuse. While the summary data presented in Fig 4D provide useful information about the tumour’s overall growth dynamics and changing cellular composition, detailed information about its morphology and spatial heterogeneity is lacking. In Fig 5 we present additional statistics generated from the spatial data at $t = 500$. Fig 5B shows the cross-PCF $g_{TB}(r)$ (mean and SD of 10 simulations) for the tumour cells and blood vessels in Fig 5A. There is complete exclusion between blood vessels and tumour cells up to a radius of approximately 5 cell diameters, a lengthscale characterising the minimum distance between the blood vessels and the tumour mass. By comparison, the cross-PCF $g_{TB}(r)$ shown in Fig 5D quantifies the short-range clustering of tumour cells and blood vessels in Fig 5C. The peak around $r = 1$ indicates close proximity between some blood vessels and tumour cells. The cross-PCFs provide additional information about the strong short-range clustering of macrophages with tumour cells (Fig 5E) and blood vessels (Fig 5F). Macrophages are strongly correlated with tumour cells, particularly at short length scales indicating prominent colocalisation (Fig 5E). There is also strong short-range colocalisation.
Fig 3. Examples illustrating the wPCF.
Two examples showing how the wPCF can identify spatial correlations between categorical objects (200 pink crosses equally spaced on the line $y = 1$) and objects with real values (1000 randomly placed circles with labels $p \in [0, 1]$).

A: Points are labelled according to the formula $p_i = |1 - y_i|$. B: Points are labelled according to the formula $p_i = |1 - y_i|^2$. Top: Point patterns consisting of equally spaced pink crosses and randomly placed circles with non-random labelling. Middle: wPCFs corresponding to the above point patterns. Dashed black lines show the lines $P = r$ and $P = r^2$, which by construction should show the strongest correlation. Bottom: Horizontal slices through the wPCF at fixed values of $P$. Such slices can be interpreted as a cross-PCF showing colocalisation between the pink crosses and circles with labels close to $P$. 
Fig 4. Representative output from model simulations
A, B: Spatial distributions of cells, oxygen, CSF-1, CXCL12, EGF and TGF-β at times \( t = 100, 300, 500 \) from simulations which neglect (A, \( P^* = 0 \)) or include (B, \( P^* = 0.075 \)) macrophage extravasation. Comparison of these plots shows how the tumour’s growth rate and spatial composition can change in the presence of macrophages. Parameter values: \( \chi_m^c = 2, \chi_m^ξ = 3, \chi_T^c = 3, c_{1/2} = 0.9, g_{crit} = 0.05 \); all other parameters fixed at their default values (see Table 3 in S1 Appendix: Model Description).
C, D: Change in numbers of tumour cells, necrotic cells, \( M_1 \)-like and \( M_2 \)-like macrophages, and total number of macrophages over time for the simulations presented in (A) and (B) (mean and SD from 10 realisations).
between macrophages and blood vessels (Fig 5F), suggesting the presence of perivascular niches containing macrophages, tumour cells and blood vessels.

The corresponding weighted PCFs, \( wPCF(r, P, B) \) and \( wPCF(r, P, T) \) (mean of 10 iterations), highlight differences in the spatial colocalisation of macrophages with different phenotypes (Fig 5G and Fig 5H). In particular, in this simulation macrophages with \( p \approx 0 \) do not correlate strongly with either tumour cells or blood vessels. By contrast, macrophages with intermediate phenotype (0.2 < \( p < 0.7 \)) are strongly colocalised with tumour cells, and excluded from blood vessels. Finally, \( M_2 \)-skewed macrophages (with \( p > 0.7 \)) are strongly clustered with blood vessels and tumour cells at short length scales. Taken together, the wPCFs capture the following trends: \( M_1 \)-macrophages dispersed throughout the domain and changing their phenotype when they encounter a mass of tumour cells; and, \( M_2 \)-like macrophages localised around blood vessels, where they form clusters with tumour cells of approximately 2-3 cell diameters in size.

Varying macrophage sensitivity to environmental cues generates diverse patterns of tumour growth

The simulation results presented in Fig 4 and Fig 5 show that macrophages can have a marked effect on tumour morphology and growth. We conduct a parameter sweep in which we vary two parameters that influence macrophage sensitivity to two environmental cues: \( c_1/2 \), the concentration of CSF-1 at which macrophage extravasation is half-maximal, and \( \chi_m^c \), the chemotactic sensitivity of macrophages to spatial gradients of CSF-1. All other model parameters are fixed at the default values stated in Table 3 in SI Appendix: Model Description.

We consider 0.5 ≤ \( \chi_m^c \) ≤ 4.5 and 0.1 ≤ \( c_1/2 \) ≤ 0.9. For each pair of values of \( \chi_m^c \in \{0.5, 1.5, 2.5, 3.5, 4.5\} \) and \( c_1/2 \in \{0.1, 0.3, 0.5, 0.7, 0.9\} \), we simulate the ABM and output the spatial composition of the tumour at \( t = 500 \) (10 realisations per parameter set).

Diverse patterns of tumour growth

The results presented in Fig 6 illustrate the range of qualitative behaviours that the ABM generates as \( \chi_m^c \) and \( c_1/2 \) vary. We summarise these behaviours as follows:

- A compact tumour mass, with macrophages confined to the surrounding stroma. The dominant macrophage phenotype is \( M_1 \) (COMP; yellow box in Fig 6).
- Total, or near-total, tumour cell elimination. Some macrophages may be clustered around the last surviving tumour cells and the dominant macrophage phenotype is \( M_1 \) (ELIM; blue box in Fig 6).
- The tumour is asymmetric, with a diffuse, fragmented structure. Perivascular niches containing \( M_2 \)-like macrophages and tumour cells surround blood vessels. The bulk of the tumour is infiltrated with \( M_1 \)-like and transitioning macrophages, with central tumour necrosis caused by macrophages killing tumour cells (DIFF; red box in Fig 6).

Compact tumour growth (COMP, yellow box) arises for low values of \( \chi_m^c \) (e.g., \( \chi_m^c = 0.5 \)). Large numbers of macrophages extravasate in response to CSF-1 but, since they are not strongly attracted to the tumour mass, they remain in the stroma. As a result, tumour growth is unaffected by the macrophages, which are predominantly \( M_1 \)-like. When \( c_1/2 \) is also small (e.g., \( c_1/2 \lesssim 0.3 \)), the rate of macrophage extravasation is high, and some macrophages reach the tumour boundary through random exploration.
Fig 5. Statistical analysis of the simulation endpoints in Fig 4
A: $t = 500$ for tumour growth without macrophage extravasation.
B: The cross-PCF $g_{TB}(r)$ for tumour cells and blood vessels in (A). No tumour cells are observed within a distance of 5 cell diameters from a blood vessel.
C: $t = 500$ for tumour growth with macrophage extravasation.
D: The cross-PCF $g_{TB}(r)$ for the tumour cells and blood vessels in (C). The cross-PCF reveals short range interactions between tumour cells and blood vessels. Comparison with (B) quantifies how the spatial distribution of tumour cells relative to the blood vessels changes in the presence of macrophages.
E: The cross-PCF $g_{TM}(r)$ associated with (C). The cross-PCF reveals strong short range interactions between macrophages and tumour cells.
F: The cross-PCF $g_{BM}(r)$ associated with (C). Short-range correlations between blood vessels and macrophages are very strong and decay rapidly with distance $r$.
G: The weighted PCF $wPCF(r, P, B)$ associated with (C). There is strong, short-range colocalisation of macrophages with $p > 0.6$ and blood vessels, while macrophages with $0.2 < p < 0.6$ are excluded from regions of radius approximately 10-15 cell diameters surrounding blood vessels.
H: The weighted PCF $wPCF(r, P, T)$ associated with (C). Macrophages with $p > 0.6$ are strongly colocalised with tumour cells at distances $0 \leq r \leq 10$, indicating their presence inside the tumour mass. Short-range colocalisation ($r \approx 3$) is also observed for M$_1$-like macrophages with $p > 0.9$. 

Fig 6. Varying macrophage sensitivity to environmental cues generates diverse patterns of tumour growth

Representative simulation endpoints for combinations of $\chi_m = 0.5, 1.5, 2.5, 3.5, 4.5$ and $c_{1/2} = 0.1, 0.3, 0.5, 0.7, 0.9$. We group these into three qualitatively similar behaviours:

COMP - yellow box: compact tumour mass, with predominantly M$_1$-like macrophages confined to the stroma.

ELIM - blue box: total or near total tumour elimination.

DIFF - red box: establishment of perivascular niches containing M$_2$-like macrophages, tumour cells and blood vessels. Tumour masses are asymmetrical.
of the tissue. These macrophages kill tumour cells on contact, causing the tumour mass to decrease in size.

Tumour elimination (ELIM, blue box) occurs when the rate of macrophage extravasation is very high (low values of $c_{1/2}$). In contrast to COMP simulations, tumour elimination occurs because the $M_1$-like macrophages are strongly attracted to the tumour mass and kill tumour cells before they are ‘reprogrammed’ to an $M_2$-like phenotype. Strong chemotactic sensitivity to CSF-1 (large values of $\chi_m^m$) causes the macrophages to cluster around the last tumour cells to be eliminated.

Diffuse tumour growth (DIFF, red box) is intermediate between the COMP and DIFF growth regimes. Macrophages are recruited to the tumour slowly enough that they do not overwhelm it. Their exposure to TGF-$\beta$ is sufficient to ‘reprogram’ them to an $M_2$-like phenotype. The $M_2$-like macrophages migrate towards nearby blood vessels in response to spatial gradients in CXCL12, with the CSF-1/EGF paracrine loop causing tumour cells to trail behind them. DIFF simulations replicate the behaviours reported in Fig 4 and Fig 5.

We now analyse the simulation endpoints in Fig 6 using the statistics described in the methods section. In this way, we aim to identify metrics which distinguish COMP, ELIM and DIFF simulations.

### Cell counts analysis

Fig 7 shows how the numbers of tumour cells ($N_T$) and macrophages ($N_M$) at $t = 500$ change as $\chi_m^m$ and $c_{1/2}$ vary. While the tumour cell counts show clearly the region of parameter space within which tumour elimination occurs (blue box), they are unable to distinguish between COMP and DIFF outcomes. For example, when $c_{1/2} = 0.9$, $N_T$ and $N_M$ are similar for $\chi_m^m = 0.5$ and $\chi_m^m = 4.5$ (Fig 7 bottom right, top right), although the tumour is a compact mass when $\chi_m^m = 0.5$ and diffuse with substantial numbers of perivascular tumour cells when $\chi_m^m = 4.5$. Additionally, standard cell counts cannot distinguish differences in macrophage phenotype or tumour structure.

### Single cell sequencing analysis

In Fig 8 we present the macrophage phenotype distributions corresponding to the simulations in Fig 6. Macrophages in COMP tumours (yellow box) are $M_1$-skewed, while those in DIFF (red box) are $M_2$-skewed ($p > 0.5$). Since these histograms neglect information about spatial location, we cannot determine whether $M_2$-skewed macrophages are perivascular.

By combining the tumour cell counts from Fig 7 with the macrophage phenotype distributions from Fig 8, it is possible to detect differences between COMP and ELIM simulations. Although both cases are dominated by $M_1$-like macrophages (with $p = 0$), ELIM simulations have increased numbers of $M_2$-like macrophages ($p > 0.5$). Since some macrophages in ELIM simulations have been exposed to high enough levels of TGF-$\beta$ for a sufficient period to change their phenotype, we deduce that they must have infiltrated the tumour mass. In contrast, since no macrophages have $p > 0$ for COMP simulations, we deduce that none have been exposed to high levels of TGF-$\beta$ and, hence, that none have infiltrated the tumour.

### Immunohistochemistry analysis

We now focus on perivascular niches, using the cross-PCF to describe the relationships between tumour cells and blood vessels ($g_{TB}(r)$) and macrophages and blood vessels ($g_{BM}(r)$). Relationships between tumour cells and macrophages are included in Appendix: cross-PCFs of tumour cells to macrophages.
Mean cell counts (with 95% confidence interval) of tumour cells ($N_T$) and macrophages ($N_M$) corresponding to simulations in Fig 6. ELIM simulations can be distinguished from other cases (blue box) due to differences in $N_T$. However, cell counts alone cannot easily distinguish between COMP (yellow box) and DIFF (red box) simulations, despite crucial differences in simulation behaviours.
Fig 8. Distributions of macrophage phenotypes

Macrophage phenotype distributions corresponding to the simulations in Fig 6 (averaged over 10 repetitions). Macrophages in COMP simulations (yellow box) overwhelmingly display a phenotype of $p = 0$. ELIM simulations (blue box) contain a majority of M$_1$ macrophages, although there are some M$_2$-like macrophages present in each simulation. DIFF simulations (red box) contain macrophage populations which are broadly M$_2$-like or split between M$_1$ and M$_2$ macrophages, with a lower proportion of M$_1$-like macrophages than ELIM and DIFF simulations.
Fig 9 shows $g_{TB}(r)$ for the simulation endpoints from Fig 6 (mean and SD; cross-PCFs for individual simulations can be seen in the Zegami collection accessible via the github repository associated with this paper). Since $g_{TB}(r)$ is not defined when there are no tumour cells, we leave a blank space for ELIM simulations (blue box in Fig 9). For many DIFF simulations (red box) the cross-PCF shows clustering of tumour cells close to blood vessels ($g_{TB}(r) > 0$ for $r \lesssim 2$). Non-zero values of $g_{TB}(r)$ indicate that some tumour cells are present at distance $r$ from a blood vessel, and the height of the cross-PCF shows the strength of their colocalisation relative to the overall distribution of tumour cells. The local maximum at $r \approx 1$ indicates stronger colocalisation at one to two cell diameters than at other distances from blood vessels.

The COMP simulations (yellow box in Fig 9) for which no tumour cells reach the blood vessels, show complete exclusion of tumour cells at small distances from blood vessels, with $g_{TB}(r) = 0$ for $0 < r \lesssim 5 - 10$. The first $r$ value for which $g_{TB}(r) > 0$ indicates the minimum distance between the blood vessels and the tumour boundary. In the COMP simulations, this distance is maximised when $c_{1/2} = 0.1$ (and the tumour mass is smallest) and minimised when $c_{1/2} = 0.9$, which is consistent with the trends for $N_T$ depicted in Fig 7.

DIFF simulations (red box in Fig 9) show stronger colocalisation between blood vessels and tumour cells for larger values of $\chi^m$, suggesting that recruitment of anti-tumour macrophages to the tumour mass causes increased movement of tumour cells to the vasculature in some regimes. We note that an increase in $g_{TB}(r)$ at short distances could also be caused by a reduction in the number of tumour cells in the main tumour mass, while the number of perivascular tumour cells remains constant. However, if we combine the cross-PCF with the tumour cell count $N_T$, then we may infer increased colocalisation between blood vessels and tumour cells as $\chi^m$ increases.

Fig 10 shows the cross-PCFs describing macrophage proximity to blood vessels, $g_{BM}(r)$, when differences in phenotype are neglected. In almost all simulations there is short-range ($r \approx 0$) correlation between macrophages and blood vessels, although this is most pronounced for DIFF simulations. Since $g_{BM}$ does not distinguish phenotype, we are unable to determine whether macrophages surrounding blood vessels are $M_1$-like and have recently extravasated (as expected in COMP simulations), or $M_2$-like and have migrated to the blood vessels from the tumour (as expected in DIFF simulations).

**Imaging mass cytometry analysis**

In Fig 11 and Fig 12 we present wPCFs showing how the spatial location of macrophages relative to blood vessels ($wPCF(r, p, T)$) and tumour cells ($wPCF(r, p, B)$) varies with macrophage phenotype, $p$. ELIM, DIFF and COMP simulations have distinct ‘fingerprints’, with DIFF simulations having wPCFs similar to that of the example in Fig 5. For DIFF simulations (red boxes in Fig 11 and Fig 12), we observe short range clustering ($r \approx 0$) between $p = 1$ macrophages and both blood vessels and tumour cells. On longer lengthscales ($r \lesssim 10 - 15$) we see exclusion between transitioning macrophages and blood vessels, and clustering of transitioning macrophages and tumour cells. Taken together, these results indicate the formation of perivascular niches containing tumour cells, blood vessels and $M_2$-macrophages, as reported by Arwert et al. [23].

COMP simulations (red box in Fig 11 and Fig 12) exhibit a different signature, with short-range clustering of $M_1$-like macrophages and blood vessels, and exclusion between blood vessels and other macrophage phenotypes. There is also exclusion between $M_1$-like macrophages and tumour cells. The wPCFs reveal a stark difference in the spatial localisation of macrophages with $p = 0$ and those with $p > 0$, with transitioning macrophages displaying no exclusion from tumour cells and exhibiting short-range exclusion from blood vessels. These results describe situations in which macrophages...
Fig 9. $g_{TB}(r)$ shows the presence of perivascular tumour cells
Mean and SD of $g_{TB}(r)$ for simulations in Fig 6. The presence of perivascular tumour cells can be inferred from $g_{TB}(r) > 0$ for small distances $r$. Variations in simulation behaviour within the DIFF and COMP groups can also be observed: for instance, DIFF tumours (red box) show stronger colocalisation between blood vessels and tumour cells for larger $\chi_{mc}$, and tumour cells in COMP simulations (yellow box) are excluded from a larger region around blood vessels as $c_{1/2}$ decreases.
Fig 10. $g_{BM}(r)$ cannot distinguish mechanisms causing blood vessel/macrophage colocalisation. Almost all simulations have strong short range colocalisation between macrophages and blood vessels. DIFF simulations (red box) have strong perivascular clusters of M$_2$ macrophages, while macrophages around blood vessels in COMP simulations (yellow box) are recently-extravasated M$_1$-like macrophages. The resulting cross-PCFs $g_{BM}(r)$ show similar short-range colocalisation in each case.
Fig 11. $wPCF(r, p, B)$ shows macrophage localisation by phenotype

The $wPCF$ describing macrophage correlation with blood vessels has a distinct fingerprint for ELIM, DIFF and COMP simulations. COMP simulations (yellow box) show short-range correlation of macrophages with $p = 0$ and blood vessels, while macrophages with higher phenotypes are excluded from blood vessels. DIFF simulations have strong colocalisation between $M_2$-macrophages and blood vessels, while transitioning macrophages are completely excluded from the proximity of vasculature. ELIM simulations have a similar $wPCF(r, p, B)$ to DIFF simulations, although those with low $c_{1/2}$ and high $\chi_m^m$ exhibit weaker exclusion and correlation.
Fig 12. \( wPCF(r, p, T) \) shows macrophage localisation by phenotype

ELIM, DIFF and COMP simulations have different \( wPCF(r, p, T) \) signatures. In particular, when well-defined, ELIM wPCFs do not exhibit strong clustering or exclusion, although some noisy short-range clustering between transitioning or M2 macrophages and tumour cells can be observed. COMP simulations exhibit strong exclusion on length scales up to \( r \approx 10 \) between M1-macrophages and tumour cells, while transitioning macrophages are more likely to be located close to tumour cells. DIFF simulations show spatial colocalisation between tumour cells and transitioning macrophages at length scales up to \( r \approx 10 \), and between tumour cells and macrophages with \( p = 1 \) on short length scales \( (r \lesssim 3) \). This suggests that transitioning macrophages are in the tumour bulk (which has a radius of approximately 10 cell diameters) while fully M2-like macrophages are colocalising with smaller groups of tumour cells (2-3 cell diameters wide) elsewhere - in this case, around blood vessels.
with no TGF-β exposure (p = 0) are restricted to the stroma while those with slightly increased phenotype cluster around the tumour mass, at distance from the blood vessels.

Finally, for ELIM simulations (blue box in Fig 11 and Fig 12), the wPCFs are generally flatter, with fewer extreme values, indicating weaker correlations. As for the DIFF simulations, M2-like macrophages are strongly associated with blood vessels, suggesting that these macrophages have followed the same dynamic trajectory as those in DIFF simulations, but that the tumour was eliminated before the selected timepoint.

**Wider exploration of parameter space**

We have characterised a range of qualitative behaviours, obtained by systematically varying parameters associated with macrophage sensitivity to CSF-1 (namely $c_1/2$ and $\chi^m$). In this section, we explore a larger, 6-dimensional parameter space that regulates macrophage sensitivity to environmental cues. In addition to $\chi^m$, we vary the chemotactic sensitivity parameters $\chi^m_\xi$ (macrophage sensitivity to CXCL-12) and $\chi^T_\epsilon$ (tumour cell sensitivity to EGF). In addition to $c_1/2$, we vary $P^*$ (maximum extravasation probability for saturated CSF-1) and $g_{\text{crit}}$ (the critical TGF-β threshold above which macrophage phenotype increases). For each simulation, we sample each parameter uniformly at random from a range covering extreme values of each parameter ($n = 432$ simulations; see Table of ABM parameters in S1 Appendix: Model Description for parameter ranges).

**wPCFs characterise diverse model behaviours**

In Fig 13 we illustrate some of the ABM outputs generated from the 6D parameter sweep, together with their wPCFs. We highlight how these behaviours differ from those generated by varying only $\chi^m$ and $c_1/2$, and explain how the wPCFs identify subtle changes in the distributions of macrophages and tumour cells.

<table>
<thead>
<tr>
<th>Panel</th>
<th>$\chi^m_c$</th>
<th>$\chi^m_\xi$</th>
<th>$\chi^T_\epsilon$</th>
<th>$c_1/2$</th>
<th>$P^*$</th>
<th>$g_{\text{crit}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3.494</td>
<td>0.120</td>
<td>2.421</td>
<td>0.409</td>
<td>0.088</td>
<td>0.032</td>
</tr>
<tr>
<td>B</td>
<td>2.731</td>
<td>0.190</td>
<td>4.784</td>
<td>0.458</td>
<td>0.011</td>
<td>0.919</td>
</tr>
<tr>
<td>C</td>
<td>2.613</td>
<td>0.328</td>
<td>3.442</td>
<td>0.470</td>
<td>0.056</td>
<td>0.955</td>
</tr>
<tr>
<td>D</td>
<td>3.448</td>
<td>0.871</td>
<td>3.672</td>
<td>0.497</td>
<td>0.044</td>
<td>0.737</td>
</tr>
<tr>
<td>E</td>
<td>2.942</td>
<td>4.074</td>
<td>3.404</td>
<td>0.356</td>
<td>0.011</td>
<td>0.517</td>
</tr>
<tr>
<td>F</td>
<td>1.750</td>
<td>3.455</td>
<td>1.892</td>
<td>0.324</td>
<td>0.091</td>
<td>0.032</td>
</tr>
</tbody>
</table>

**Table 1. Parameters used for simulations in Fig 13** Values of the six parameters randomly selected for each simulation are shown here; other parameters are fixed at the default values given in S1 Appendix: Model Description.

Fig 13A shows a simulation in which the tumour has been eliminated, but the macrophage distribution differs from those in Fig 6. In those ELIM simulations, the macrophages were M1-skewed and densely clustered. In Fig 13A, the macrophages exhibit a range of phenotypes, including many with $p = 1$, and they are spread across the centre of the domain, away from the blood vessels. This behaviour is caused by high maximal extravasation rates ($P^* = 0.088$), high macrophage sensitivity to TGF-β ($g_{\text{crit}} = 0.032$) and weak chemosensitivity to CXCL12 ($\chi^m_\xi = 0.120$). The wPCF$(r, P, B)$ in Fig 13A shows strong exclusion of all macrophage phenotypes with $p > 0$ from blood vessels and contrasts the wPCFs associated with ELIM simulations in Fig 11 where strong clustering between M2-like macrophage and blood vessels is observed.

In Fig 13B, macrophages of all phenotypes colocalise in the domain centre and, therefore, wPCF$(r, P, B)$ is similar to that in Fig 13A. In contrast to Fig 13A, the low extravasation rate ($P^* = 0.011$) prevents the macrophages from eliminating the tumour.
Fig 13. wPCFs distinguish diverse model behaviours

The parameter values used to generate the simulations shown in panels A-F are shown in Table 1. The model generates a wide range of simulation behaviours with distinct wPCF signatures. Panels show cell locations at $t = 500$, with insets of $wPCF(r, P, T)$ (top) and $wPCF(r, P, B)$ (bottom).

A: Tumour elimination in which M$_2$-like macrophages do not localised around blood vessels.

B: Compact tumour growth in which M$_2$-like macrophages remain localised within the tumour mass.

C: Diffuse tumour growth in which M$_2$-like macrophages direct the migration of streams of tumour cells away from the tumour mass.

D: Diffuse tumour growth in which a large cluster of M$_2$-like macrophages directs tumour cells to localise around blood vessels.

E: M$_2$-like macrophages migrate towards blood vessels with a low phenotype ($p \approx 0.5$) and hence do not recruit tumour cells.

F: M$_2$-like macrophages with phenotypes in the range $0.5 < p \leq 1$ localise around blood vessels, and are accompanied by tumour cells only if the perivascular macrophages have $p \approx 1$. 

The low value of $\chi^\text{wPCF}_m$ means that these macrophages are unable to migrate towards the blood vessels and remain localised within the tumour long enough to adopt an M$_2$-like phenotype. In contrast to the wPCFs for the compact tumour growth simulations shown in Fig 12, the wPCFs in Fig 13B show strong colocalisation between all macrophage phenotypes and tumour cells, and exclusion between all macrophage phenotypes and blood vessels. Thus, the wPCFs distinguish behavioural differences between this simulation, that shown in Fig 13A, and the COMP simulations in Fig 6.

Both Fig 13C and Fig 13D show simulations with diffuse tumour growth. In Fig 13C, individual M$_2$-like macrophages guide thin trails of tumour cells away from the tumour mass. However, since the chemotactic force due to CXCL12 is weak ($\chi^m_\xi = 0.328$), no macrophages have reached the blood vessels at $t = 500$. Hence, while $wPCF(r, P, T)$ is similar to those for the DIF simulations in Fig 12, $wPCF(r, P, B)$ shows exclusion between all macrophage phenotypes and vasculature. In contrast, Fig 13D shows a diffuse pattern of tumour growth, with a large number of tumour cells guided by M$_2$-like macrophages to cluster around the blood vessels. This difference is evident from the wPCFs: Fig 13C and Fig 13D have similar $wPCF(r, P, T)$, but $wPCF(r, P, B)$ shows colocalisation between M$_2$-like macrophages and blood vessels in Fig 13C.

The simulations presented in Fig 13E and Fig 13F are characterised by strong chemotactic sensitivity of M$_2$-like macrophages to CXCL12 ($\chi^m_\xi = 4.074$ and $\chi^m_\xi = 3.455$ respectively). Both simulations contain perivascular macrophages with phenotypes in the range $0.5 \leq p \leq 1$. This similarity is evident from the $wPCF(r, P, B)$ plots, which show strong colocalisation between vessels and macrophages with $p > 0.5$. In Fig 13E the perivascular macrophages are strongly attracted to CXCL12 ($\chi^m_\xi = 4.074$) and migrate so rapidly that the tumour cells are unable to follow them. As a result, $wPCF(r, P, T)$ shows two distinct behaviours: for $p < 0.5$ macrophages are strongly colocalised with tumour cells, with exclusion at long lengthscales (suggesting that M$_1$-like macrophages are primarily in the tumour mass). For $p > 0.5$ we see exclusion between macrophages and vessels at short lengthscales.

The wPCFs for Fig 13F reveal similar trends, with strong short range correlation between tumour cells and macrophages for $0 < p < 0.5$ and exclusion for $0.5 < p < 0.8$. However, in Fig 13F tumour cells localise around the blood vessels only if macrophages with $p \approx 1$ are present. This is reflected by the strong short range clustering in $wPCF(r, P, T)$ for $p \approx 0.8$. We note that this wPCF distinguishes two populations of perivascular macrophages: those with $0.5 < p < 0.8$ which do not associate with tumour cells, and those with $p > 0.8$ which do.

Partial correlation between summary statistics and model parameters

The simulations in Fig 13 suggest that the six parameters which have been varied affect tumour size and composition and whether tumour cells localise around blood vessels. In order to understand how each parameter affects the spatial distributions of tumour cells and macrophages, we calculate the partial rank correlation coefficient (PRCC) between each parameter and a range of scalar statistics, based on model outputs at $t = 500$ for $n = 432$ simulations (see S7 Appendix: Partial correlations in 6-parameter sweep for a full list of these statistics and their partial rank correlations with each parameter). In Table 2 we focus on selected statistics and three parameters, associated with macrophage extravasation ($P^*$), macrophage localisation ($\chi^m_\xi$) and macrophage phenotype ($g_{\text{crit}}$).

The PRCCs in Table 2 (and S7 Appendix: Partial correlations in 6-parameter sweep) show that, while changes in each parameter can significantly alter tumour size and morphology and the spatial and phenotypic distributions of the macrophages, these changes are not captured by every statistic: the PRCCs indicate which statistics resolve which model behaviours. For example, changes in the maximal extravasation rate ($P^*$) are strongly positively correlated with changes in the number of macrophages, $N_M$ at
### Table 2. Partial rank correlation coefficients (PRCCs)

PRCCs corresponding to selected scalar statistics and parameters, based on simulations in which 6 parameters were randomly varied ($n = 432$). The full table, corresponding to variation of all 6 parameters and additional scalar statistics, can be found in S7 Appendix: Partial correlations in 6-parameter sweep.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Scalar statistic</th>
<th>$P^{*}$</th>
<th>$\chi_{m}^{in}$</th>
<th>$g_{crit}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell counts</td>
<td>$N_M$</td>
<td>0.87</td>
<td>-0.03</td>
<td>-0.14</td>
</tr>
<tr>
<td></td>
<td>$N_T$</td>
<td>-0.78</td>
<td>0.02</td>
<td>-0.12</td>
</tr>
<tr>
<td>Single-cell</td>
<td>$\bar{p}$</td>
<td>-0.47</td>
<td>-0.01</td>
<td>-0.64</td>
</tr>
<tr>
<td></td>
<td>$\phi_2$</td>
<td>-0.43</td>
<td>-0.00</td>
<td>-0.64</td>
</tr>
<tr>
<td></td>
<td>$N_{M_2}$</td>
<td>-0.16</td>
<td>-0.04</td>
<td>-0.70</td>
</tr>
<tr>
<td>IHC</td>
<td>$\text{max}(g_{BM}(r))$</td>
<td>-0.32</td>
<td>0.34</td>
<td>-0.31</td>
</tr>
<tr>
<td>IMC</td>
<td>$\int \int wPCF(r, p, B) dp dr$ (above $wPCF = 1$)</td>
<td>0.30</td>
<td>0.63</td>
<td>0.13</td>
</tr>
</tbody>
</table>

$t = 500$, and negatively correlated with the number of tumour cells, $N_T$ (PRCC = 0.87 and -0.78 respectively). However, since neither $\chi_{m}^{in}$ nor $g_{crit}$ affect macrophage extravasation, changes in these parameters cannot be detected from cell counts. To establish how changes in $g_{crit}$ affect ABM simulations, statistics which describe the distribution of macrophage phenotypes must be used (e.g., $\bar{p}, \phi_2$, or $N_{M_2}$). Each of these statistics strongly negatively correlates with $g_{crit}$.

A similar trend is evident when we consider how macrophage localisation is influenced by the parameter $\chi_{m}^{in}$. This parameter does not correlate strongly with most scalar statistics, but there is some correlation between $\chi_{m}^{in}$ and the maximum value of $g_{BM}(r)$ (PRCC = 0.34), or the total volume of $wPCF(r, P, B)$ which is greater than $wPCF = 1$ (i.e., the total amount of clustering observed across all phenotypes and spatial scales; PRCC = 0.63). Importantly, reducing spatial statistics to a scalar metric ignores most spatial information, either by focussing on a particular length scale (as in $\text{max}(g_{BM}(r))$) or by averaging over space and phenotype (as in the volume of the $wPCF$).

### Discussion

In this paper, we have presented a new ABM which shows how varying macrophage sensitivity to environmental cues can generate diverse patterns of tumour growth. We have further shown how hybrid ABMs can be used as a testbed for developing statistical descriptors of spatially resolved imaging data. Existing methods for analysing data typically resolve either spatial position without phenotype (e.g., IHC), or cell subtype without spatial localisation (e.g., single cell sequencing). State-of-the-art multiplex imaging provides information about the spatial position and phenotype, or subtype, of individual cells. These technological advances are, in turn, driving the development of new analytical methods that can summarise and quantify multiplex imaging data. In this paper, we have tested new methods for quantifying and interpreting relationships between cell phenotype and spatial localisation for future application to multiplex images using a hybrid ABM of tumour-macrophage interactions as a source of comparable synthetic data.

The ABM extends existing models in two important ways: the scope of the biology it describes and the introduction of a continuous and dynamic variable representing macrophage phenotype. The ABM incorporates multiple tumour-macrophage interactions, including paracrine signalling, migration of macrophages towards and away from the tumour, and rates of tumour cell killing which depend on macrophage phenotype. The model describes macrophage infiltration into a growing avascular tumour that is embedded within a healthy tissue, whose blood vessels act as point...
sources of oxygen, sites of macrophage extravasation and niches for M2-like macrophages which facilitate tumour cell intravasation and subsequent metastasis. ABM simulations reveal how careful coordination of the above processes is needed to simulate localisation of M1- and M2-like macrophages in different regions and the consequences of this spatial segregation on tumour cell proliferation and migration. In this way, the model shows how the spatial and phenotypic distribution of macrophages within tumour tissue influences tumour size and structure, while in turn being altered in response to tumour-derived microenvironmental cues. We used the ABM to show how changing macrophage sensitivity to specific environmental cues can generate diverse patterns of tumour growth, including growth as a compact mass, tumour elimination, diffuse or fragmented growth towards the vasculature, and the formation of perivascular niches containing M2-like macrophages and tumour cells.

We proposed a series of statistics which summarise the spatial and phenotypic data that our ABM generates, and which could be routinely extracted from biological imaging data. We assessed the extent to which each statistic can distinguish between different simulation behaviours. Metrics such as cell counts can describe gross features including tumour elimination and tumour size. Statistics which resolve phenotypic distribution (and neglect spatial heterogeneity), such as the proportion of M2-like macrophages, can distinguish some simulations that have similar cell counts based on macrophage behaviour. By contrast, cross-PCFs can identify differences in the spatial localisation of different cell populations across ABM simulations, as exemplified by the presence or absence of perivascular tumour cells and macrophages. We have also introduced the weighted PCF (wPCF) to describe relationships between cell phenotype and spatial localisation. By applying the wPCF to ABM data, we have shown how it can distinguish between different qualitative behaviours (and associated spatial patterns) that arise as a result of tumour-macrophage interactions, as described by Arwert et al, such as macrophage phenotype plasticity in the tumour bulk or migration of M2-like macrophages towards blood vessels.

By combining the above statistics, we generate a multidimensional signature, or ‘fingerprint’, describing the output from ABM simulations. In particular, we can identify qualitative and quantitative differences in simulation behaviours, such as compact and diffuse tumour growth. Each statistic identifies different features of the simulated data. Although the wPCF provides the most detailed description, simpler statistics resolve differences in the simulation behaviours that do not rely on spatial and/or phenotypic cues.

There are many ways in which we could extend the ABM presented in this paper. Its extension to three spatial dimensions would yield more realistic data, but would be more computationally challenging to generate and analyse. The model could also be initialised from medical imaging data showing cell locations [93]. We could include a more detailed description of the vasculature, that accounts for tumour blood flow, angiogenesis and vascular remodelling [94–99]. This would enable us to account for tumour cell intravasation and metastasis, and to investigate how distinct tumour regions are initiated and evolve over time. Since macrophage phenotype represents just one facet of the immune response to cancer, a natural extension would be to include multiple immune cell populations, such as T cells, in our ABM. We could also analyse data from multiple time points to determine how the different statistics evolve over time and to understand when and how differences in the patterns of tumour growth, caused by varying specific parameter values, can be detected from the statistical descriptors. In future work, we plan to use the ABM to study tumour responses to treatments such as radiotherapy and chemotherapy, and to investigate the prognostic power of the statistical descriptors, individually and in combination, to identify not only those tumours that will benefit from such treatments but also those that would benefit from...
immunotherapy. In the longer term, the insight gained from such studies could inform the development of new biomarkers for identifying those patients who will respond to a particular treatment.

Future work will involve applying these statistics to multiplex imaging data, in order to validate their use in biological and clinical settings. Applying these statistics to medical images would enable their high-throughput, automated quantification and comparison in a manner that goes beyond expert visual inspection and is arguably more interpretable than machine learning approaches [90, 91]. While some relationships between cells described by the wPCF may be apparent from visual inspection, it is increasingly difficult to identify such relationships by eye as the number of multiplex markers increases; typically only 5 or 6 distinct cell types may be visualised simultaneously (from a potential pool of up to 40 markers).

The ‘statistical fingerprint’ described in this paper could be augmented with other features. For example, topological data analysis can describe spatial features such as immune deserts that exist in noisy data [34], or changes in tumour and vascular architecture in response to radiotherapy [92]. Multiple spatial statistics can be combined to obtain more detailed descriptions of 2D data [22], or new statistics can be derived from networks of cell contact [21] or observations of immune cell locations [100, 101].

In concluding, we note that the statistical methods described in this paper are not limited to the analysis of synthetic data generated by off-lattice ABMs. For example, the PCF, the cross-PCF, and the wPCF can be applied to data at a range of length scales including coarser-grained data (e.g., meso-scale images from PET scans or MRIs). In this study, macrophage phenotype \( p \) is a continuous label for the point patterns, but the wPCF can be applied to other continuous variables, including subcellular labels (e.g., cell cycle position or expression levels of a particular gene) and/or local levels of diffusible species (e.g., oxygen, glucose or a chemotherapeutic drug), as shown by examples in S5 Appendix: wPCF for comparing two continuous labels. In particular, we note that before cell segmentation and classification, multiplex images consist of continuous labels describing pixel intensities for a range of markers. These intensities could be viewed as continuous variables for the wPCF, permitting comparison of pixels with ‘high’ and ‘low’ levels of each marker without requiring the definition of threshold intensities.

Taken together, the ABM and statistical approach presented in this paper represent a methodology by which multidimensional spatially resolved imaging data can be examined. We used the ABM to generate multidimensional spatial data of the type produced by multiplex imaging modalities, and computed statistical descriptions of this data within a framework where interactions between different cell types are well understood. This enabled us to compare a range of existing and new statistical descriptors, which can be used to better understand multidimensional spatial data from multiplex imaging.
Supporting information

S1 Appendix: Model Description

Our ABM extends existing ABMs developed to describe infiltration of microbeads \[35\] and macrophages \[34\] into tumour spheroids growing in vitro. Here, we consider an in vivo scenario, where tumour cells are embedded within a tissue containing stromal cells and where oxygen is supplied by blood vessels. We use an overlapping-spheres model, representing each cell as a point whose movement and position are determined by balancing the forces that act on the cell. We distinguish four types of agent: macrophages, tumour cells, stromal cells and necrotic cells. We also consider five diffusible species: oxygen \((\omega(x, t))\), colony stimulating factor-1 (CSF-1, \(c(x, t)\)), transforming growth factor-\(\beta\) (TGF-\(\beta\), \(g(x, t)\)), epidermal growth factor (EGF, \(\epsilon(x, t)\)), and C-X-C motif chemokine 12 (CXCL12, \(\xi(x, t)\)). Their dynamics are defined by reaction-diffusion equations (RDEs). Following \[34, 35\], we use the Chaste (Cancer, Heart and Soft Tissue Environment) modelling environment to solve the model equations \[30–32\].

**Diffusible species**

The distribution of the diffusible species is modelled using RDEs, with each equation solved numerically on a triangular finite element mesh large enough to span the domain. For the simulations in this manuscript, the domain \(\Omega\) is taken to be a square with height and width equal to 50 cell diameters (1 mm in dimensional units). In this Section we briefly describe the role of each diffusible species, the factors that influence rates of production and depletion, and the RDE that defines its evolution. Fig 1 in the main text summarises how the diffusible species interact with tumour cells and macrophages.

**Oxygen** \((\omega)\)  
Oxygen diffuses through the domain from blood vessels which are represented by static point sources, and is consumed by tumour cells and stromal cells. We assume that the oxygen concentration at each blood vessel is constant, \(\omega_0\).

Following previous models \[34, 35\] we assume that since the timescale of diffusion for an oxygen molecule is faster than the timesteps in our model for describing cell movement, the distribution of oxygen can be approximated using a steady state solution. For simplicity, we rescale concentrations with a factor of \(\omega_0\), so that \(\omega = 1\) at each blood vessel. The governing equation is then given by

\[
0 = D_\omega \nabla^2 \omega - \kappa_\omega \omega \sum_i \delta(x - x_i) \tag{18}
\]

for \(x \in \Omega\), where \(x_i\) is the location of stromal or tumour cell \(i\), the parameter \(D_\omega\) is the assumed constant diffusion coefficient of oxygen, \(\kappa_\omega\) is the oxygen consumption rate and \(\delta\) is the delta function (\(\delta(x) = 1\) when \(x = 0\), \(\delta(x) = 0\) otherwise).

**CSF-1 (Colony stimulating factor-1, \(c\))**  
CSF-1 acts as a chemoattractant for macrophages and is produced by tumour cells. It acts with EGF as part of a paracrine loop \[69, 70\] and is a factor which can recruit macrophages from vasculature \[23\]. We assume that CSF-1 is produced at a constant rate, \(\kappa_c\), by each tumour cell, and that CSF-1 in the tumour microenvironment decays at a constant rate, \(\lambda_c\). The distribution of CSF-1 is therefore described by the equation

\[
\frac{\partial c}{\partial t} = D_c \nabla^2 c - \lambda_c c + \kappa_c \sum_i \delta(x - x_i) \tag{19}
\]
where \( D_c \) is the diffusion coefficient of CSF-1. We apply Neumann boundary conditions \( \left( \frac{\partial c}{\partial x} = 0 \right) \) on the boundaries of the domain \( \Omega \), and assume that initially \( c(x, t = 0) = 0 \) for all \( x \).

**TGF-\( \beta \) (Transforming growth factor-\( \beta \), \( g \))**  TGF-\( \beta \) causes macrophages to alter their phenotype, and is produced by tumour cells. We assume that TGF-\( \beta \) decays at a constant rate, \( \lambda_g \), and is produced by tumour cells at a constant rate, \( \kappa_g \). Combining these effects, we arrive at the following RDE for \( g(x, t) \):

\[
\frac{\partial g}{\partial t} = D_g \nabla^2 g - \lambda_g g + \kappa_g \sum_i \delta(x - x_i) \tag{20}
\]

where \( D_g \) is the diffusion coefficient of TGF-\( \beta \) and the sum \( i \) is over all tumour cells. As for CSF-1, we impose Neumann boundary conditions \( \left( \frac{\partial g}{\partial x} = 0 \right) \) on the boundaries of the domain \( \Omega \), and assume that \( g(x, t = 0) = 0 \) \( \forall x \in \Omega \).

**EGF (Epidermal growth factor, \( \epsilon \))**  EGF is a diffusible chemoattractant for tumour cells that is produced by tumour associated macrophages. We assume that EGF is produced by macrophages at a rate that is linearly dependent on their phenotype \( p \), so that macrophages with an extreme M\(_1\)-like phenotype \( (p = 0) \) produce no EGF and macrophages with an extreme M\(_2\)-like phenotype \( (p = 1) \) produce \( \kappa_\epsilon \). We assume that EGF naturally decays at a constant rate, \( \lambda_\epsilon \). Combining these effects, we obtain the following RDE for EGF, \( \epsilon(x, t) \):

\[
\frac{\partial \epsilon}{\partial t} = D_\epsilon \nabla^2 \epsilon - \lambda_\epsilon \epsilon + \kappa_\epsilon \sum_i p_i \delta(x - x_i) \tag{21}
\]

where \( D_\epsilon \) is the constant diffusion coefficient of EGF, \( \kappa_\epsilon \) is the maximum rate of production of EGF, the sum is over all macrophages \( i \), and \( p_i \) is the phenotype of macrophage \( i \) \( (p_i \in [0, 1], \text{ and is fully defined below}) \).

**CXCL12 (C-X-C motif chemokine 12, \( \xi \))**  CXCL12 is a diffusible chemoattractant for M\(_2\)-like macrophages which is expressed by perivascular cancer-associated fibroblasts (CAFs) \[23\]. We suppose that CAFs are localised close to blood vessels, and, hence, make the simplifying assumption that blood vessels act as constant sources of CXCL12. We therefore assume that the concentration of CXCL12, \( \xi \), is maintained at a fixed value \( \xi = \xi_0 \) at all blood vessels. We assume that CXCL12 decays naturally at a constant rate, \( \lambda_\xi \). The distribution of CXCL12 in the domain is then given by

\[
0 = D_\xi \nabla^2 \xi - \lambda_\xi \tag{22}
\]

where \( D_\xi \) is the diffusion coefficient for CXCL12.

### Agents

Our model distinguishes four types of agents: **macrophages, tumour cells, stromal cells** and **necrotic cells**. In addition, a number of **blood vessels** are located at fixed spatial positions throughout each simulation. The location of each agent is represented by its cell centre.

We use Newton’s second law to derive the equations of motion for macrophages, tumour cells, stromal cells and necrotic cells. Neglecting inertial effects in the overdamped limit, the force balance for cell \( i \) can be written as:

\[
\nu \frac{d\mathbf{x}_i}{dt} = \mathbf{F}_i, \tag{23}
\]
where \( \nu \) is the drag coefficient (assuming that the drag on a cell is proportional to its velocity), and \( F_i \) denotes the net force acting on cell \( i \). The forces that act on each cell type are indicated in Fig [1].

All cells are subject to mechanical forces due to cell-cell interactions (incorporating repulsion due to volume exclusion and attraction due to intercellular adhesion). Here we adopt the overlapping spheres approach [82][84], assuming that two cells interact if the distance between their cell centres is less than a fixed radius of interaction \( R_{\text{int}} \).

Specifically, for cells at locations \( x_i \) and \( x_j \), if \( |x_i - x_j| < R_{\text{int}} \) then the interaction force between cells \( i \) and \( j \) is parallel to the vector \( (x_i - x_j) \) connecting their centres. The resting spring length between the cell centres, \( s_{i,j} \), is the sum of the equilibrium spring lengths associated with each cell \( (s_{i,j} = s_i + s_j) \). For most cells \( i \), the resting spring length is equal to the approximate radius of a cell \( (s_i = R_{\text{cell}} \equiv 0.5 \text{ in non-dimensional units}) \). For newly divided and necrotic cells, \( s_i \) changes over time to account for cell growth and shrinkage (see below).

The net mechanical force acting on each cell is the sum of all interaction forces due to cells within the interaction radius:

\[
F_i^m = \sum_{\{ j : |x_i - x_j| \leq R_{\text{int}} \}} F_{i,j}^m, \quad (24)
\]

where \( F_{i,j}^m \) is the mechanical force between cells \( i \) and \( j \). This force always points in the direction of the vector connecting the cell centres and has magnitude:

\[
|F_{i,j}^m| = \begin{cases} 
\mu s_{i,j} \log \left(1 + \frac{x}{s_{i,j}}\right) & \text{if } x < 0 \text{ (Repulsive)} \\
\mu x s_{i,j} \exp \left(-\alpha \frac{x}{s_{i,j}}\right) & \text{if } x \geq 0 \text{ (Adhesive)} 
\end{cases} \quad (25)
\]

where \( x = |x_i - x_j| - s_{i,j} \) is the overlap between cells \( i \) and \( j \), \( \mu \) is a parameter describing the spring stiffness and \( \alpha \) determines the strength of intercellular adhesion between neighbouring cells.

We normalise lengths according to the lengthscale \( R_{\text{cell}} \), assuming that 1 cell diameter = 2\( R_{\text{cell}} \) = 20\( \mu \text{m} \). Following cell division, the radius of the daughter cells is set to \( s_i = \frac{R_{\text{cell}}}{2} \) and increases linearly over one hour until \( s_i = R_{\text{cell}} \). For necrotic cells, \( s_i \) decreases linearly to zero over \( \bar{\tau}_i \) hours (see below), and then the cell is removed from the simulation. The associated spring stiffness \( \mu \) of springs attached to a necrotic cell is reduced linearly at the same rate.

**Macrophages**

**Extravasation**

Macrophages extravasate from blood vessels in response to increasing concentrations of CSF-1. At each timestep, the concentration of CSF-1 at each blood vessel is converted into a probability of extravasation such that the probability of a macrophage extravasating in a one hour time period is \( P_{\text{ex}} \), where:

\[
P_{\text{ex}} = P^* \times \frac{c}{c + c_{1/2}}, \quad (26)
\]

where \( P^* \) is a parameter controlling the maximum possible probability of macrophage extravasation per hour from each vessel, and \( c_{1/2} \) is the concentration of CSF-1 at which this probability is half-maximal.

**Phenotype**

The diffusible species included in our model interact with receptors on macrophages and tumour cells to induce behaviours such as chemotaxis or upregulation of different receptors. While we do not explicitly model surface receptors, the receptor CXCR4 (C-X-C motif chemokine receptor type 4) plays an important role in this
system: when exposed to TGF-β, macrophages increase expression of CXCR4 and become sensitive to gradients of CXCL12 [23]. We model this by associating each macrophage with a phenotype, \( p \in [0, 1] \), which determines the extent to which it exhibits M1- or M2-like behaviour. When first entering the simulation, macrophages have phenotype \( p = 0 \). Exposure to TGF-β causes macrophage phenotype to increase irreversibly. The change in phenotype for a macrophage \( i \) at location \( x_i \) is:

\[
\frac{dp}{dt} = \mathcal{H}(g(x_i, t) - g_{\text{crit}}) \times \mathcal{H}(1 - p) \Delta p
\]

(27)

where \( g(x_i, t) \) is the concentration of TGF-β at \( x_i \) at time \( t \), \( \mathcal{H}(x) \) is the Heaviside function (\( \mathcal{H}(x) = 0 \) if \( x < 0 \), \( \mathcal{H}(x) = 1 \) otherwise), the parameter \( \Delta p \) determines the rate of phenotype change and \( g_{\text{crit}} \) is a critical threshold of TGF-β above which macrophage phenotype increases. When \( p = 1 \) the macrophage has a fully M2 phenotype, and \( p \) no longer changes.

Phenotype affects three key macrophage behaviours:

- Production of EGF
- Rate of tumour cell killing
- Response to gradients of chemokines (CSF-1 and CXCL12)

The dependence of EGF production on \( p \) is described above in Equation (21); we now describe how cell killing and phenotype-dependent chemotaxis are implemented.

**Cell killing**  Macrophage phenotype determines the likelihood of a macrophage killing a tumour cell in any given timestep, characteristic of M1-like macrophages. The probability of a macrophage \( i \) killing a tumour cell in one hour is

\[
P_\varphi = \begin{cases} 
P_\varphi^* \times (1 - \frac{p_i^{10}}{p_i^{10} + 0.5^{10}}) & \text{for } t_\varphi \geq t_{\text{cool}} \\
0 & \text{otherwise}
\end{cases}
\]

(28)

where \( P_\varphi^* \) is the maximum probability of a given macrophage killing a tumour cell in one hour, and \( p_i \) is the macrophage phenotype. \( t_\varphi \) is the time since the macrophage last killed a tumour cell, and \( t_{\text{cool}} \) is a parameter which determines a ‘cooldown’ period within which the macrophage cannot kill another tumour cell. At each timestep the probability of each macrophage attempting cell killing is evaluated. If a macrophage attempts killing, any cells within distance 1 of the macrophage are identified and, if there is at least one tumour cell, one of the tumour cells is selected at random to be killed. The tumour cell is labelled as necrotic, and \( t_\varphi \) is reset to 0 for that macrophage.

**Force laws for macrophages**  In addition to mechanical forces, macrophages are also subject to forces which model random movement through their neighbourhood and chemotactic forces due to spatial gradients of CXCL12 and CSF-1. We model random macrophage movement by applying a force \( \mathbf{F}_i^r = (F_x^r, F_y^r) \) at each timestep, given by:

\[
\mathbf{F}_i^r = \sqrt{2Ddt} \mathbf{n}
\]

(29)

where the coefficient \( D \) describes the strength of the random force and \( \mathbf{n} = (n_x, n_y) \), where \( n_x \) and \( n_y \) are random variables drawn from a standard normal distribution.

The chemotactic force applied due to the gradients of chemoattractants for a macrophage \( i \) depends on its phenotype, \( p_i \), and is:

\[
\mathbf{F}_i^c = \chi_c^{m}(1 - p_i)\nabla \cdot \mathbf{c} + \chi_c^{m} p_i \nabla \cdot \mathbf{c}
\]

(30)
where \( \chi_c^m \) and \( \chi_c^\xi \) are parameters controlling macrophage sensitivity to gradients of CSF-1 and CXCL12 respectively. This means that macrophage sensitivity to both CSF-1 and CXCL12 gradients scales linearly with macrophage phenotype. The full form of the forces applied to a macrophage \( i \) in Equation (23) is therefore:

\[
F_i = F_m^i + F_r^i + F_\chi^i.
\]  

(31)

**Tumour cells**

**Cell cycle / proliferation** Each tumour cell has an internal cell cycle which progresses at a rate that depends on the local oxygen concentration. We introduce two oxygen thresholds, \( \omega_{\text{tum}}^H < 1 \) and \( \omega_{\text{tum}}^N \leq \omega_{\text{tum}}^H \). When \( \omega_{\text{tum}}^N < \omega \leq \omega_{\text{tum}}^H \), the cell becomes hypoxic and cell cycle progression pauses until \( \omega \) returns above this threshold. If \( 0 \leq \omega \leq \omega_{\text{tum}}^N \), then the tumour cell dies and becomes a necrotic cell. Additionally, we account for contact inhibition in our model. If a cell’s area drops to a proportion \( A_{\text{H}i} \) of its target area, then its cell cycle pauses until space is available for proliferation.

Each tumour cell \( i \) has a subcellular variable denoted \( T_i \) which tracks how far through the cell cycle cell \( i \) is. Mathematically, \( T_i \) progresses according to the equation

\[
\frac{dT_i}{dt} = \min \left( \mathcal{H}(\omega(x_i, t) - \omega_{\text{tum}}^H), \mathcal{H}(A_i - A_{\text{H}i} \pi R_{\text{Cell}}^2) \right).
\]

(32)

where \( A_i \) is the area of the cell calculated as \( A_i = \pi r_i^2 \) and \( r_i \) is the estimated cell radius calculated via the average separation between cells within the interaction radius of \( i \).

Each cell has a target cell cycle duration \( \tau_i \), drawn uniformly at random from a distribution of \( U(0.75\tau_{\text{tum}}, 1.25\tau_{\text{tum}}) \) with average cell cycle duration \( \tau_{\text{tum}} \). When \( T_i = \tau_i \) for a given cell, cell division occurs and a new cell is placed half a cell diameter away in a randomly chosen direction. Both cells are assigned new cell cycle durations. \( T_i \) is set to 0 for each cell, and then evolves according to Eq (32). The equilibrium spring length associated with the new cells is set to \( s_i = 0.5 R_{\text{Cell}} \) to account for the reduced size of the cells, and increased linearly over the course of 1 hour until it reaches \( s_i = R_{\text{Cell}} \).

**Force laws for tumour cells** Tumour cells move according to the force balance described in Equation (23). The force term incorporates the intercellular interactions described above, but also accounts for chemotaxis between tumour cells and EGF. This force, denoted \( F_\chi^i \), has the form

\[
F_\chi^i = \chi_\epsilon^T \frac{\nabla \epsilon}{|\nabla \epsilon|}
\]

(33)

where \( \chi_\epsilon^T \) is parameter determining the sensitivity of tumour cells to the EGF gradient. The force term used in Equation (23) is therefore

\[
F_i = F_m^i + F_\chi^i.
\]

(34)

**Stromal cells**

**Cell cycle / proliferation** Stromal cells follow the same cell cycle model as tumour cells, but are parameterised differently to account for tumour cells increased ability to survive in adverse conditions such as lower oxygen environments or under increased pressure from neighbouring cells. Stromal cells possess the same subcellular age variable \( T_i \), which progresses according to the equation
\[
\frac{dT_i}{dt} = \min \left( \mathcal{H}(\omega(x_i, t) - \omega_{H}^{\text{str}}), \mathcal{H}(A_i - A_{H}^{\text{str}} \pi R_{\text{Cell}}^2) \right)
\]  

(35)

where \(\omega_{H}^{\text{str}}\) is a parameter determining the oxygen threshold below which stromal cells become hypoxic and \(A_{H}^{\text{str}}\) is a parameter defining the proportion of a stromal cells target area below which size the cell cycle stops.

As with tumour cells, we define a second oxygen threshold \(\omega_{N}^{\text{str}}\), below which stromal cells become necrotic. In our model, we take \(\omega_{H}^{\text{str}} < \omega_{H}^{\text{tum}}\) and \(A_{H}^{\text{str}} < A_{H}^{\text{tum}}\) to account for the ability of tumour cells to proliferate in more adverse environments than stromal cells.

**Force laws**  Stromal cells are subject to the same intercellular forces as macrophages and tumour cells, defined in Equations (24)-(25). The force balance for stromal cells used in Equation (23) is therefore simply

\[
F_i = F_{i}^{m}.
\]  

(36)

**Necrotic cells**

When a stromal cell or tumour cell is marked for cell death, either through oxygen starvation or being killed by a macrophage, it irreversibly becomes necrotic. A necrotic cell \(i\) occupies space for \(\bar{\tau}_i\) hours, where \(\bar{\tau}_i\) is drawn from a uniform distribution \(U(0.75 \bar{\tau}, 1.25 \bar{\tau})\) and \(\bar{\tau}\) is the average duration of necrosis. Over this time period, the necrotic cell shrinks in size, by reducing its equilibrium spring constant, \(s_i\), at a constant rate until \(s_i = 0\). The cell is then removed from the simulation. While \(s_i\) is being reduced, the spring constant \(\mu\) associated with the cell is also reduced to 0 at a constant rate over the same time period, accounting for weakening intercellular forces between degrading necrotic cells and other cells.

**Initial and boundary conditions for cells**

RDEs describing the diffusible species are solved numerically on a regular triangular mesh with edge length 1 cell diameter. We initialise the simulation by selecting lattice sites to act as point vessels, which do not occupy space or interact directly with cells in our model. All lattice sites more than \(R_B\) cell diameters from the centre of the domain are possible blood vessel sites, and \(N_B\) of these sites are chosen, at random, to be blood vessels. This ensures that the centre of the domain is at least \(R_B\) cell diameters from the nearest blood vessel and, hence, that there is sufficient space to observe macrophage movement between blood vessels and the tumour, while also ensuring that cells near the domain boundaries are well-oxygenated.

The domain is initialised with stromal cells filling the domain in rows that are 0.75 cell diameters apart, with alternating rows offset by 0.375 cell diameters (i.e., forming a hexagonal lattice). We place four tumour cells in a cluster at the centre of the domain approximately 0.5 cell diameters apart. Stromal and tumour cells are assigned cell cycle durations \(\tau_i\) from the relevant distributions, and cell cycle progression times \(T_i\) from a uniform distribution \(U(0, \tau_i)\). All cells are constrained to remain within the domain by imposing reflective boundary conditions.

**Schematic**

Fig 14 is a schematic showing the order in which the above processes occur. After initialisation, at each timestep the concentrations of diffusible species are updated and macrophage extravasation occurs. Individual cell cycles, target spring lengths,
phenotype changes, and proliferation are then updated. Finally, cells are moved to their new locations.

Fig 14. Model overview
Schematic showing an overview of the order in which the model is initialised, updated at each timestep, and updated at a cell level.

Table of ABM parameters
In Table 3, we list the model parameters used, their default dimensional and dimensionless values or ranges, and supporting references where these are available. Value of some parameters, indicated with *, have been estimated based on model behaviour.

Our model is implemented such that typical scales are given by:

- Length: 1 cell diameter (taken as 20 µm) is 1 unit of length.
- Time: 1 hour is 1 unit of time.
- Concentration: the boundary concentration of oxygen is 1.
### Table 3. Table of parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Units</th>
<th>Dimensionless value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timestep</td>
<td>$\Delta t$</td>
<td>1/120</td>
<td>hours</td>
<td>1/120</td>
<td>[35]</td>
</tr>
<tr>
<td>Damping coefficient</td>
<td>$\nu$</td>
<td>0.4</td>
<td>$N \text{ s}^{-1} \text{m}^{-1}$</td>
<td>1</td>
<td>[35, 81, 83]</td>
</tr>
<tr>
<td>Blood vessel exclusion radius</td>
<td>$R_B$</td>
<td>340</td>
<td>$\mu \text{m}$</td>
<td>17</td>
<td>*</td>
</tr>
<tr>
<td>Number of blood vessels</td>
<td>$N_B$</td>
<td>35</td>
<td>-</td>
<td>35</td>
<td>*</td>
</tr>
<tr>
<td>Radius of interaction</td>
<td>$R_{\text{int}}$</td>
<td>21 - 36</td>
<td>$\mu \text{m}$</td>
<td>1.5</td>
<td>[83]</td>
</tr>
<tr>
<td>Cell radius</td>
<td>$R_{\text{Cell}}$</td>
<td>7 - 12</td>
<td>$\mu \text{m}$</td>
<td>0.5</td>
<td>[85]</td>
</tr>
<tr>
<td>Spring constant</td>
<td>$\mu$</td>
<td>3 - 50</td>
<td>$\mu \text{g Cell diameter}^{-1} \text{hour}^{-1}$</td>
<td>5</td>
<td>[83, 86]</td>
</tr>
<tr>
<td>Intercellular adhesion scaling coefficient</td>
<td>$\alpha$</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>[35, 84]</td>
</tr>
<tr>
<td>Random force coefficient</td>
<td>$D$</td>
<td>Assumed</td>
<td>Cell diameter$^2 \text{hour}^{-1}$</td>
<td>0.01</td>
<td>[35]</td>
</tr>
<tr>
<td>Concentration of oxygen at blood vessels</td>
<td>$\omega_0$</td>
<td>100 - 150</td>
<td>mm Hg</td>
<td>1.0</td>
<td>[87, 88]</td>
</tr>
<tr>
<td>Oxygen diffusion coefficient</td>
<td>$D_\omega$</td>
<td>1.750</td>
<td>$\mu \text{m}^2 \text{s}^{-1}$</td>
<td>1.0</td>
<td>[35, 89]</td>
</tr>
<tr>
<td>Oxygen consumption rate</td>
<td>$\kappa_0$</td>
<td>$20 \times 10^{-18}$</td>
<td>mol cell$^{-1} \text{s}^{-1}$</td>
<td>0.03</td>
<td>[35, 89]</td>
</tr>
<tr>
<td>Tumour cell hypoxia threshold</td>
<td>$\omega_{\text{H}}^\text{tum}$</td>
<td>30 - 70</td>
<td>mm Hg</td>
<td>0.01</td>
<td>[35, *]</td>
</tr>
<tr>
<td>Tumour cell necrosis threshold</td>
<td>$\omega_{\text{H}}^\text{n}$</td>
<td>10</td>
<td>mm Hg</td>
<td>0.01</td>
<td>[35, *]</td>
</tr>
<tr>
<td>Stromal cell hypoxia threshold</td>
<td>$\omega_{\text{H}}^\text{str}$</td>
<td>30 - 70</td>
<td>mm Hg</td>
<td>0.1</td>
<td>[35, *]</td>
</tr>
<tr>
<td>Stromal cell necrosis threshold</td>
<td>$\omega_{\text{n}}^\text{str}$</td>
<td>10</td>
<td>mm Hg</td>
<td>0.01</td>
<td>[35, *]</td>
</tr>
<tr>
<td>CSF-1 diffusion coefficient</td>
<td>$D_c$</td>
<td>160</td>
<td>$\mu \text{m}^2 \text{s}^{-1}$</td>
<td>1.0</td>
<td>[61, *]</td>
</tr>
<tr>
<td>CSF-1 production rate</td>
<td>$\kappa_c$</td>
<td>$1.7 \times 10^{-23}$</td>
<td>mol m$^{-3} \text{s}^{-1}$</td>
<td>0.25</td>
<td>[51, *]</td>
</tr>
<tr>
<td>CSF-1 decay rate</td>
<td>$\lambda_c$</td>
<td>$1.9 \times 10^{-4}$</td>
<td>s$^{-1}$</td>
<td>0.02</td>
<td>[51, *]</td>
</tr>
<tr>
<td>TGF-β diffusion coefficient</td>
<td>$D_g$</td>
<td>21.3</td>
<td>$\mu \text{m}^2 \text{s}^{-1}$</td>
<td>0.1</td>
<td>[103, *]</td>
</tr>
<tr>
<td>TGF-β production rate</td>
<td>$\kappa_g$</td>
<td>$0.01 - 0.11$</td>
<td>ng (million cells $\times$ day)$^{-1}$</td>
<td>0.1</td>
<td>[103, *]</td>
</tr>
<tr>
<td>TGF-β decay rate</td>
<td>$\lambda_g$</td>
<td>$0.23 - 0.34$</td>
<td>min$^{-1}$</td>
<td>0.1</td>
<td>[104, *]</td>
</tr>
<tr>
<td>EGF diffusion coefficient</td>
<td>$D_\epsilon$</td>
<td>160</td>
<td>$\mu \text{m}^2 \text{s}^{-1}$</td>
<td>0.2</td>
<td>[51, *]</td>
</tr>
<tr>
<td>EGF production rate</td>
<td>$\kappa_\epsilon$</td>
<td>$1.7 \times 10^{-23}$</td>
<td>mol m$^{-3} \text{s}^{-1}$</td>
<td>0.2</td>
<td>[51, *]</td>
</tr>
<tr>
<td>EGF decay rate</td>
<td>$\lambda_\epsilon$</td>
<td>$1.9 \times 10^{-4}$</td>
<td>s$^{-1}$</td>
<td>0.1</td>
<td>[51, *]</td>
</tr>
<tr>
<td>Concentration of CXCL12 at blood vessels</td>
<td>$\xi_0$</td>
<td>Assumed</td>
<td>mm Hg</td>
<td>1.0</td>
<td>*</td>
</tr>
<tr>
<td>CXCL12 diffusion coefficient</td>
<td>$D_\xi$</td>
<td>$150 \times 10^{-6}$</td>
<td>$\mu \text{m}^2 \text{s}^{-1}$</td>
<td>1.0</td>
<td>[102, *]</td>
</tr>
<tr>
<td>CXCL12 decay rate</td>
<td>$\lambda_\xi$</td>
<td>$2 \times 10^{-5}$</td>
<td>s$^{-1}$</td>
<td>0.02</td>
<td>[102, *]</td>
</tr>
<tr>
<td>Chemotaxis sensitivity coefficient (macrophage to CSF-1)</td>
<td>$\chi^-_{\text{c}}$</td>
<td>Assumed</td>
<td>Cell diameter$^2 \text{hour}^{-1}$</td>
<td>0 - 5</td>
<td>*</td>
</tr>
<tr>
<td>Chemotaxis sensitivity coefficient (macrophage to CXCL-12)</td>
<td>$\chi^-_{\xi}$</td>
<td>Assumed</td>
<td>Cell diameter$^2 \text{hour}^{-1}$</td>
<td>0 - 5</td>
<td>*</td>
</tr>
<tr>
<td>Chemotaxis sensitivity coefficient (tumour cell to EGF)</td>
<td>$\chi^T_{\epsilon}$</td>
<td>Assumed</td>
<td>Cell diameter$^2 \text{hour}^{-1}$</td>
<td>0 - 5</td>
<td>*</td>
</tr>
<tr>
<td>Half-maximal macrophage extravasation</td>
<td>$c_{1/2}$</td>
<td>Assumed</td>
<td>mol Cell diameter$^{-3}$</td>
<td>0.1 - 0.5</td>
<td>*</td>
</tr>
<tr>
<td>Maximum probability of macrophage extravasation</td>
<td>$P^*$</td>
<td>Assumed</td>
<td>-</td>
<td>0.01 - 0.1</td>
<td>*</td>
</tr>
<tr>
<td>Critical TGF-β threshold</td>
<td>$\theta_{\text{crit}}$</td>
<td>Assumed</td>
<td>mol Cell diameter$^{-3}$</td>
<td>0 - 2</td>
<td>*</td>
</tr>
<tr>
<td>Average duration of tumour cell cycle</td>
<td>$\tau_{\text{tum}}$</td>
<td>24</td>
<td>hours</td>
<td>24</td>
<td>[35, *]</td>
</tr>
<tr>
<td>Average duration of stromal cell cycle</td>
<td>$\tau_{\text{str}}$</td>
<td>32</td>
<td>hours</td>
<td>32</td>
<td>*</td>
</tr>
<tr>
<td>Average duration of necrosis</td>
<td>$\tau$</td>
<td>48</td>
<td>hours</td>
<td>48</td>
<td>[35, *]</td>
</tr>
<tr>
<td>Proportion of equilibrium area for contact inhibition (tumour cell)</td>
<td>$A^\text{H}_{\text{tum}}$</td>
<td>Assumed</td>
<td>-</td>
<td>0.6</td>
<td>*</td>
</tr>
<tr>
<td>Proportion of equilibrium area for contact inhibition (stromal cell)</td>
<td>$A^\text{H}_{\text{str}}$</td>
<td>Assumed</td>
<td>-</td>
<td>0.75</td>
<td>*</td>
</tr>
<tr>
<td>Macrophage phenotype increment</td>
<td>$\Delta P^*$</td>
<td>Assumed</td>
<td>hours$^{-1}$</td>
<td>0.01</td>
<td>*</td>
</tr>
<tr>
<td>Maximum killing phenotype per hour</td>
<td>$P^*$</td>
<td>Assumed</td>
<td>-</td>
<td>0.2</td>
<td>*</td>
</tr>
<tr>
<td>Killing cooldown duration</td>
<td>$t_{\text{cool}}$</td>
<td>Assumed</td>
<td>hours</td>
<td>4</td>
<td>*</td>
</tr>
</tbody>
</table>
S2 Appendix: Tumour growth in the absence of macrophages

We use the same parameter values as were used to generate Fig 4 but extend the simulation time to \( t = 2000 \) hours.

The simulation results presented in Fig 15A show that at long times the tumour evolves to a steady state for which the rate at which oxygen-rich cells on the outer tumour boundary proliferate balances the rate at which necrotic cells in the oxygen-starved core are degraded. We have positioned the blood vessels and fixed the properties of the tumour cells (e.g., the thresholds for hypoxia and necrosis, \( \omega_{tum}^{H} \) and \( \omega_{N}^{tum} \), and the cell cycle duration \( \tau_i \)) so that a tumour initially located at the centre of the domain grows as a compact mass. At long times, the total number of tumour cells and necrotic cells remains approximately constant (see Figures 15B and C). Further, the tumour attains its steady state before it can spread to the surrounding blood vessels.

Fig 15. Tumour growth in the absence of macrophages
A: When no macrophages enter the simulation, the tumour grows as a compact mass in response to oxygen supplied from blood vessels. At long times, the tumour attains a steady state with a central necrotic core. At steady state, the proliferation rate of cells on the oxygen rich outer tumour boundary balances the death rate of cells in the central, oxygen-starved necrotic core. B/C: Tumour cell counts reach a steady state at approximately \( t = 1000 \). After approximately 750 a necrotic core forms due to hypoxia at the tumour centre. (Panel C shows a magnified view of panel B).
S3 Appendix: Derivation of PCFs and Cross-PCFs from wPCF

In the main text, we show how the wPCF can identify correlations between a continuous label (phenotype) and a categorical one (cell type). We now explain how we can extend the wPCF to study correlations between two continuous labels. Consider two labels $u$ and $v$ associated with each cell, which may be continuous or discrete. For two target marks $U$ and $V$, the wPCF in its most general form can be written as:

$$wPCF(r, U, V) = \frac{1}{W_U W_V} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{A}{A_{rk} (x_i)} w_u(U, u_i) w_v(V, v_j) I_{[r_k, r_{k+1})} (|x_i - x_j|)$$  (37)

where $w_u$ and $w_v$ are weighting functions, and $W_U = \sum_i w_u(U, u_i)$ and $W_V = \sum_i w_v(V, v_i)$ are the total weights associated with each mark. The functional forms of $w_u$ and $w_v$ depend on several factors:

- Are $u$ and $v$ discrete or continuous marks?
- What are the ranges of $u$ and $v$?
- At what resolution do we wish to identify correlations?

Through appropriate choices of $w_U$ and $w_V$, Equation (37) reduces to the ordinary PCF, the cross-PCF, or the discrete-continuous form of the wPCF that was introduced in the main text. Table 4 illustrates weighting functions which achieve these different cases.

<table>
<thead>
<tr>
<th>Function name</th>
<th>Notation</th>
<th>$u$: Discrete?</th>
<th>$v$: Discrete?</th>
<th>$w_u$</th>
<th>$w_v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCF</td>
<td>$g(r)$</td>
<td>Discrete</td>
<td>Discrete</td>
<td>$w_u(U, u_i) = \Theta(U, u_i)$</td>
<td>$w_v(V, v_i) = \Theta(V, v_i)$ with $u = v$</td>
</tr>
<tr>
<td>Cross-PCF</td>
<td>$g_{UV}(r)$</td>
<td>Discrete</td>
<td>Discrete</td>
<td>$w_u(U, u_i) = \Theta(U, u_i)$</td>
<td>$w_v(V, v_i) = \Theta(V, v_i)$</td>
</tr>
<tr>
<td>wPCF</td>
<td>$wPCF(r, U, V)$</td>
<td>Continuous</td>
<td>Discrete</td>
<td>$w_u(U, u_i)$</td>
<td>$w_v(V, v_i) = \Theta(V, v_i)$</td>
</tr>
<tr>
<td>wPCF</td>
<td>$wPCF(r, U, V)$</td>
<td>Continuous</td>
<td>Continuous</td>
<td>$w_u(U, u_i)$</td>
<td>$w_v(V, v_i)$</td>
</tr>
</tbody>
</table>
S4 Appendix: Comparison of different weighting functions

In this appendix we consider different choices of the weighting, or kernel, function \( w_p \), and apply them to synthetic data. In Fig 16 we place 50 pink crosses uniformly along the line \( y = 1 \), and 1000 circles according to complete spatial randomness throughout the \((2 \times 2)\) square domain. The circles are labelled with a ‘phenotype’ \( p \) based on their distance from \( y = 1 \), such that for circle \( i \) the label \( p_i \) is given by:

\[
p_i = \begin{cases} 
1 - y_i & \text{if } y_i < 1 \\
2 - y_i & \text{if } y_i \geq 1 
\end{cases}
\]

By construction, this results in two prominent values of \( p \) which are correlated with pink crosses at distance \( r \): \( p = r \) (below \( y = 1 \)) and \( p = 1 - r \) (above \( y = 1 \)).

Fig 16. Synthetic data generated to demonstrate different weighting functions

The test data consists of 50 pink crosses (‘blood vessels’ uniformly positioned along the line \( y = 1 \)) and 1000 circles randomly positioned in the domain (‘macrophages’ with different phenotypes placed according to complete spatial randomness). Circles are labelled according to their distance from the line \( y = 1 \).

In Fig 17 we present \( w \)PCFs for this point cloud for different choices of the weighting function \( w_p(P, p_i) \) in Equation (17). We consider here two choices of functional form for \( w_p \). Firstly, \( w \)PCFs in Fig 17A use the kernel discussed in the main text in Equation (16), which has the form \( w_p(P, p_i) = \max \left( 1 - \frac{|P - p_i|}{\Delta P}, 0 \right) \), for different values of \( \Delta P \). In the main text, we use this weighting function with \( \Delta P = 0.2 \), which we choose as it leads to a sufficiently compact kernel to identify variations in phenotype while being broad enough to reduce noise. Weighting functions in Fig 17B have the form \( w_p(P, p_i) = \max \left( 1 - \frac{(P - p_i)^2}{\Delta P}, 0 \right) \), which leads to a smoother kernel and hence a...
Fig 17. wPCFs generated from different weighting functions $wPCF(r, P, B)$ for the point pattern in Fig 16. Changing the shape of the weighting function adjusts the balance between signal and noise in the wPCF: the narrower the support of $w$, the more clearly the relationship between label and distance can be discerned. Using a weighting function with extremely narrow support relative to the range of labels results in more noise in the wPCF, most evident in the triangular weighting functions with $\Delta P = 0.05$ and $\Delta P = 0.01$.

A: wPCFs generated using weighting functions of the form $w(P, p) = 1 - m|P - p|$, together with $w(0.5, p)$

B: wPCFs generated using weighting functions of the form $w(P, p) = 1 - m(P - p)^2$, together with $w(0.5, p)$

wPCF which varies more smoothly with $P$. In all cases, Fig 17 shows the resulting wPCF alongside $w_p(0.5, p_i)$.

Fig 17 shows that the shape of the weighting function plays a key role in
determining the balance between signal and noise in the wPCF. When the support of the weighting function is broad (e.g., $\Delta P \geq 1$), the wPCF does not identify correlations between $r$ and the target phenotype $P$. On the other hand, when the non-zero part of the weighting function is very compact (e.g., $\Delta P = 0.01$ for the triangular weighting function) the resulting wPCF identifies correlation well but contains a lot of noise. This suggests that as long as the support of $w_p$ is chosen appropriately then correlations will be correctly identified through the wPCF, regardless of the precise shape of the kernel.

We conclude that the choice of weighting function can have a strong effect on the resulting wPCF, and should be chosen with care. Selecting a weighting function which is too ‘narrow’ will result in noisy wPCFs, while an unsuitably ‘broad’ choice will not produce wPCFs with a high enough resolution to identify key features. The appropriate choice is likely to depend on both the distribution of labels in the data and the number of points available, in the same way that the selection of an appropriate annulus radius for the PCF must be tailored to the dataset in question.
S5 Appendix: wPCF for comparing two continuous labels

As discussed in S3 Appendix: Derivation of PCFs and Cross-PCFs from wPCF, the wPCF can be written in a more general form to account for relationships between points with two continuous marks (rather than a continuous mark and discrete mark, as considered in the main text). In its most general form, the PCF is given by

\[ wPCF(r, U, V) = \frac{1}{W_U W_V} \sum_{i=1}^{N} \sum_{j=1}^{N} A_{r_k(U, u_i)} w_u(U, u_i) w_v(V, v_j) I_{[r_k, r_{k+1})}(|x_i - x_j|) \]  (39)

where \( w_u \) and \( w_v \) are appropriately chosen weighting functions, and \( W_U = \sum_i w_u(U, u_i) \) and \( W_V = \sum_i w_v(V, v_i) \) are the total weights associated with each mark.

To demonstrate this, we consider the synthetic point pattern in Fig 18A. There are two different types of points here: 200 circles with a continuous label \( p \in [0, 1] \), and 200 triangles with a continuous label \( \psi \in [0, 10] \). These ranges are chosen to demonstrate the ability of the wPCF to analyse marks which vary over different ranges. The location \((x_i, y_i)\) of each point is chosen randomly, but the labels are assigned according to the formulae \( p_i = y_i \) and \( \psi_i = 10(1 - y_i) \) for each point type.

We therefore expect to see colocalisation between triangles with label \( \psi \) and circles with label \( p = 1 - 0.1\psi \). More generally, we expect to observe strong correlation at distance \( r \) between triangles with a target label \( \Psi \) and circles with a target label \( P = 1 - 0.1\Psi \pm r \).

Since we must now specify two target labels, \( p = P \) and \( \psi = \Psi \), and a radius, \( r \), \( wPCF(r, P, \Psi) \) is a three dimensional statistic. This can be most easily visualised by considering fixed values of \( r \) and observing which values of \( P \) and \( \Psi \) lead to higher or lower values of the wPCF. Figs 18B-D show \( wPCF(r, P, \Psi) \) for \( r = 0, 0.25, 0.5 \). The dotted black lines in each panel represent the lines \( P = 1 - 0.1\Psi \pm r \), and show that the wPCF successfully describes the relationships between points with label \( P \) and \( \Psi \) separated by distance \( r \).

In this example, we have chosen \( w_p(P, p_i) = \max \left( 1 - \frac{|P - p_i|}{\Delta P}, 0 \right) \) with \( \Delta P = 0.1 \), and \( w_\psi(\Psi, \psi_i) = \max \left( 1 - \frac{|\Psi - \psi_i|}{\Delta \Psi}, 0 \right) \) with \( \Delta \Psi = 1 \), to reflect that the range of \( \psi \) is 10 times larger than that of \( p \).
Fig 18. wPCF comparing two continuous labels
A: Two types of points (circles with label $p$ and triangles with label $\psi$) distributed at random. Points are labelled according to their $y$ coordinate, with point $i$ having $p_i = y_i$ or $\psi_i = 10(1 - y_i)$.
B-D: $wPCF(r, P, \Psi)$ for B) $r = 0$, C) $r = 0.25$, D) $r = 0.5$. Dotted black lines show the expected maximal values of the wPCF according to the construction of the point pattern.
Fig 19. $g_{TM}(r)$ for simulations from the 2 parameter sweep $g_{TM}(r)$ corresponding to the simulations in Fig 6 (mean and SD of 10 stochastic repetitions). $g_{TM}$ is undefined for ELIM simulations (blue box) where the tumour is eliminated. In COMP simulations (yellow box) there is short range exclusion of macrophages from tumour cells. DIFF simulations (red box) show correlation between macrophages and tumour cells at most lengthscales, especially short range.

Fig 19 shows $g_{TM}(r)$ for the simulations discussed in Fig 6. While the three different qualitative behaviours (DIFF - red box; COMP - yellow box; ELIM - blue box) have different signatures, $g_{TM}(r)$ does not distinguish between different macrophage phenotypes and therefore cannot be used to identify variations in localisation of macrophages with different phenotypes.
S7 Appendix: Partial correlations in 6-parameter sweep

In Table 5 we list all of the partial rank correlation coefficients used to generate Table 2 in the main text. Interpretations of each statistic are included in Table 6.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Scalar statistic</th>
<th>$P_*$</th>
<th>$c_{1/2}$</th>
<th>$\chi^m$</th>
<th>$\chi^c$</th>
<th>$\chi^T$</th>
<th>$g_{\text{crit}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell counts</td>
<td>$N_M$</td>
<td>0.87</td>
<td>-0.32</td>
<td>-0.03</td>
<td>-0.26</td>
<td>-0.09</td>
<td>-0.14</td>
</tr>
<tr>
<td></td>
<td>$N_M$</td>
<td>-0.78</td>
<td>0.40</td>
<td>0.02</td>
<td>-0.37</td>
<td>0.03</td>
<td>-0.12</td>
</tr>
<tr>
<td>Single-cell</td>
<td>$\bar{p}$</td>
<td>-0.47</td>
<td>0.25</td>
<td>-0.01</td>
<td>0.48</td>
<td>-0.01</td>
<td>-0.64</td>
</tr>
<tr>
<td></td>
<td>$\phi_1$</td>
<td>0.43</td>
<td>-0.21</td>
<td>0.00</td>
<td>-0.48</td>
<td>0.01</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>$\phi_2$</td>
<td>-0.43</td>
<td>0.21</td>
<td>-0.00</td>
<td>0.48</td>
<td>-0.01</td>
<td>-0.64</td>
</tr>
<tr>
<td></td>
<td>$N_M$</td>
<td>0.86</td>
<td>-0.35</td>
<td>-0.03</td>
<td>-0.37</td>
<td>-0.07</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>$N_M$</td>
<td>-0.16</td>
<td>0.14</td>
<td>-0.04</td>
<td>0.49</td>
<td>-0.04</td>
<td>-0.70</td>
</tr>
<tr>
<td>IHC</td>
<td>$\int g_{TM}dr$</td>
<td>0.52</td>
<td>-0.39</td>
<td>-0.10</td>
<td>0.62</td>
<td>0.03</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>$\max(g_{TM})$</td>
<td>0.58</td>
<td>-0.40</td>
<td>-0.02</td>
<td>0.64</td>
<td>0.03</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>$\min(g_{TM})$</td>
<td>0.54</td>
<td>-0.37</td>
<td>0.06</td>
<td>0.40</td>
<td>-0.03</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td>$\int g_{TB}dr$</td>
<td>0.56</td>
<td>-0.39</td>
<td>0.04</td>
<td>0.57</td>
<td>-0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td>$\max(g_{TB})$</td>
<td>0.65</td>
<td>-0.38</td>
<td>-0.01</td>
<td>0.17</td>
<td>0.06</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>$\min(g_{TB})$</td>
<td>0.72</td>
<td>-0.44</td>
<td>-0.01</td>
<td>0.53</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>$\int g_{BM}dr$</td>
<td>-0.30</td>
<td>0.17</td>
<td>0.24</td>
<td>-0.37</td>
<td>0.04</td>
<td>-0.43</td>
</tr>
<tr>
<td></td>
<td>$\max(g_{BM})$</td>
<td>-0.32</td>
<td>0.13</td>
<td>0.34</td>
<td>0.05</td>
<td>-0.01</td>
<td>-0.31</td>
</tr>
<tr>
<td></td>
<td>$\min(g_{BM})$</td>
<td>-0.12</td>
<td>0.16</td>
<td>0.18</td>
<td>-0.59</td>
<td>0.06</td>
<td>-0.34</td>
</tr>
<tr>
<td></td>
<td>mean $M-T$</td>
<td>0.43</td>
<td>-0.00</td>
<td>0.13</td>
<td>-0.81</td>
<td>0.01</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>mean $T-M$</td>
<td>-0.58</td>
<td>0.09</td>
<td>0.09</td>
<td>-0.44</td>
<td>0.11</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>mean $T-BV$</td>
<td>-0.11</td>
<td>0.12</td>
<td>-0.02</td>
<td>-0.68</td>
<td>0.10</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>mean $T-BV$</td>
<td>0.29</td>
<td>-0.04</td>
<td>0.07</td>
<td>-0.61</td>
<td>-0.03</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>mean $BV-T$</td>
<td>0.56</td>
<td>-0.01</td>
<td>0.03</td>
<td>-0.39</td>
<td>-0.07</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>min $BV-T$</td>
<td>0.29</td>
<td>-0.04</td>
<td>0.07</td>
<td>-0.61</td>
<td>-0.03</td>
<td>0.46</td>
</tr>
<tr>
<td>IMC</td>
<td>mean $M_1-T$</td>
<td>0.49</td>
<td>0.04</td>
<td>-0.03</td>
<td>-0.83</td>
<td>-0.03</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>mean $M_2-T$</td>
<td>0.27</td>
<td>-0.18</td>
<td>0.42</td>
<td>-0.32</td>
<td>0.02</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>mean $T-M_1$</td>
<td>-0.52</td>
<td>0.11</td>
<td>-0.03</td>
<td>-0.31</td>
<td>0.08</td>
<td>-0.15</td>
</tr>
<tr>
<td></td>
<td>mean $T-M_2$</td>
<td>-0.16</td>
<td>0.06</td>
<td>0.58</td>
<td>-0.30</td>
<td>0.02</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>$\int \int wPCF(r = 0, p, B)dpdr$ (above 1)</td>
<td>-0.03</td>
<td>0.01</td>
<td>0.53</td>
<td>0.05</td>
<td>-0.03</td>
<td>-0.32</td>
</tr>
<tr>
<td></td>
<td>$\int \int wPCF(r = 0, p, B)dpdr$ (below 1)</td>
<td>-0.16</td>
<td>0.05</td>
<td>-0.54</td>
<td>0.36</td>
<td>-0.06</td>
<td>-0.25</td>
</tr>
<tr>
<td></td>
<td>$\int \int wPCF(r = 0, p, T)dpdr$ (above 1)</td>
<td>-0.46</td>
<td>0.34</td>
<td>-0.09</td>
<td>0.15</td>
<td>0.01</td>
<td>-0.17</td>
</tr>
<tr>
<td></td>
<td>$\int \int wPCF(r = 0, p, T)dpdr$ (below 1)</td>
<td>-0.23</td>
<td>0.24</td>
<td>0.12</td>
<td>-0.54</td>
<td>-0.02</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>$\int \int wPCF(r, p, B)dpdr$ (above 1)</td>
<td>0.30</td>
<td>-0.25</td>
<td>0.63</td>
<td>0.23</td>
<td>-0.08</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>$\int \int wPCF(r, p, B)dpdr$ (below 1)</td>
<td>0.45</td>
<td>-0.19</td>
<td>0.56</td>
<td>0.03</td>
<td>-0.02</td>
<td>-0.24</td>
</tr>
<tr>
<td></td>
<td>$\int \int wPCF(r, p, T)dpdr$ (above 1)</td>
<td>-0.67</td>
<td>0.42</td>
<td>-0.26</td>
<td>-0.01</td>
<td>0.05</td>
<td>-0.29</td>
</tr>
<tr>
<td></td>
<td>$\int \int wPCF(r, p, T)dpdr$ (below 1)</td>
<td>0.60</td>
<td>-0.47</td>
<td>0.19</td>
<td>0.10</td>
<td>0.02</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Table 5. Partial rank correlation coefficients (PRCCs) Full table of PRCCs corresponding to selected scalar statistics and parameters, based on simulations in which 6 parameters were randomly varied ($n = 432$). Selected PRCCs are presented in the main text in Table 2.
<table>
<thead>
<tr>
<th>Modality</th>
<th>Scalar statistic</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell counts</td>
<td>$N_M$</td>
<td>Number of macrophages</td>
</tr>
<tr>
<td></td>
<td>$N_{TC}$</td>
<td>Number of tumour cells</td>
</tr>
<tr>
<td>Single-cell</td>
<td>$\bar{p}$</td>
<td>Mean macrophage phenotype</td>
</tr>
<tr>
<td></td>
<td>$\phi_1$</td>
<td>Proportion of macrophages with $p \leq 0.5$</td>
</tr>
<tr>
<td></td>
<td>$\phi_2$</td>
<td>Proportion of macrophages with $p &gt; 0.5$</td>
</tr>
<tr>
<td></td>
<td>$N_{M_1}$</td>
<td>Number of macrophages with $p \leq 0.5$</td>
</tr>
<tr>
<td></td>
<td>$N_{M_2}$</td>
<td>Number of macrophages with $p &gt; 0.5$</td>
</tr>
<tr>
<td>IHC</td>
<td>$\int g_{TM} , dr$</td>
<td>Integral of $g_{TM}$</td>
</tr>
<tr>
<td></td>
<td>$\max(g_{TM})$</td>
<td>Maximum value of $g_{TM}$</td>
</tr>
<tr>
<td></td>
<td>$\min(g_{TM})$</td>
<td>Minimum value of $g_{TM}$</td>
</tr>
<tr>
<td></td>
<td>$\int g_{TB} , dr$</td>
<td>Integral of $g_{TB}$</td>
</tr>
<tr>
<td></td>
<td>$\max(g_{TB})$</td>
<td>Maximum value of $g_{TB}$</td>
</tr>
<tr>
<td></td>
<td>$\min(g_{TB})$</td>
<td>Minimum value of $g_{TB}$</td>
</tr>
<tr>
<td></td>
<td>mean $M$-$T$</td>
<td>Mean distance from macrophage to closest tumour cell</td>
</tr>
<tr>
<td></td>
<td>mean $T$-$M$</td>
<td>Mean distance from tumour cell to closest macrophage</td>
</tr>
<tr>
<td></td>
<td>mean $T$-$BV$</td>
<td>Mean distance from tumour cell to closest vessel</td>
</tr>
<tr>
<td></td>
<td>mean $T$-$BV$</td>
<td>Min distance from tumour cell to closest vessel</td>
</tr>
<tr>
<td></td>
<td>mean BV-$T$</td>
<td>Min distance from vessel to closest tumour cell</td>
</tr>
<tr>
<td>IMC</td>
<td>mean $M_1$-$T$</td>
<td>Mean distance from $M_1$ macrophage to closest tumour cell</td>
</tr>
<tr>
<td></td>
<td>mean $M_2$-$T$</td>
<td>Mean distance from $M_2$ macrophage to closest tumour cell</td>
</tr>
<tr>
<td></td>
<td>mean $T$-$M_1$</td>
<td>Mean distance from tumour cell to closest $M_1$ macrophage</td>
</tr>
<tr>
<td></td>
<td>mean $T$-$M_2$</td>
<td>Mean distance from tumour cell to closest $M_2$ macrophage</td>
</tr>
<tr>
<td></td>
<td>$\int wPCF(r = 0, p, B) , dp$ (above 1)</td>
<td>Area between max($wPCF(r = 0, p, B)$, 1) and $wPCF = 1$</td>
</tr>
<tr>
<td></td>
<td>$\int wPCF(r = 0, p, B) , dp$ (below 1)</td>
<td>Area between min($wPCF(r = 0, p, B)$, 1) and $wPCF = 0$</td>
</tr>
<tr>
<td></td>
<td>$\int wPCF(r = 0, p, T) , dp$ (above 1)</td>
<td>Area between max($wPCF(r = 0, p, T)$, 1) and $wPCF = 1$</td>
</tr>
<tr>
<td></td>
<td>$\int wPCF(r = 0, p, T) , dp$ (below 1)</td>
<td>Area between min($wPCF(r = 0, p, T)$, 1) and $wPCF = 0$</td>
</tr>
<tr>
<td></td>
<td>$\int \int wPCF(r, p, B) , dpdr$ (above 1)</td>
<td>Volume between max($wPCF(r, p, B)$, 1) and $wPCF = 1$</td>
</tr>
<tr>
<td></td>
<td>$\int \int wPCF(r, p, B) , dpdr$ (below 1)</td>
<td>Volume between min($wPCF(r, p, B)$, 1) and $wPCF = 0$</td>
</tr>
<tr>
<td></td>
<td>$\int \int wPCF(r, p, T) , dpdr$ (above 1)</td>
<td>Volume between max($wPCF(r, p, T)$, 1) and $wPCF = 1$</td>
</tr>
<tr>
<td></td>
<td>$\int \int wPCF(r, p, T) , dpdr$ (below 1)</td>
<td>Volume between min($wPCF(r, p, T)$, 1) and $wPCF = 0$</td>
</tr>
</tbody>
</table>

Table 6. Interpretations of statistics | Interpretation of the statistics featured in Table 5.
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