Coupled Mutual Inhibition and Mutual activation motifs as tools for cell-fate control
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Abstract

Multistability is central to biological systems as it plays a key role in adaptation, evolvability, and differentiation. Multistability can be achieved by integrating positive feedback loops into the regulation. The simplest of such feedback loops are a) a mutual inhibition (MI) loop, b) a mutual activation (MA) loop, and, c) self-activation. While it is established that all three motifs can give rise to bistability, the characteristic differences in the bistability exhibited by each of these motifs is relatively less understood. Here, we use ODE-based simulations across a large ensemble of parameter sets and initial conditions to study the characteristics of the bistability of these motifs and their limits in the parameter space. We also examine the behavior of these motifs under mutual degradation and self-activation. Finally, we investigate the utility of these motifs for achieving coordinated expression through cyclic and parallel coupling. Through our analysis, we found that MI-based architectures offer robustness in maintaining distinct multistability and allow for coordination among multiple genes. This coordination paves way for understanding the naturally occurring gene regulatory network and may also help in the better design of robust and controllable synthetic networks.

1 Introduction

Multistability is an important aspect of multiple biological networks. Two processes that shape the survival and development of organisms - evolvability and differentiation - benefit greatly from multistability(37). Given the stochastic nature of the environments that biological systems (from cells to organisms) are exposed to, multistability can enable efficient adaptation, thus increasing the ‘fitness’ of the system by efficiently responding to changes in the environment(1,39). Multistability also allows for non-genetic heterogeneity in a population, thus improving the chances of the population’s survival during a fitness-based selection in fluctuating environments, as earlier observed in the microbial populations and increasingly reported in multicellular contexts too(54,22,13,50,38). The presence of multistability also allows for multicellular organisms
to develop multiple cells/organs with specialized functions, derived from a small set of undifferentiated cells (stem cells)\(^2\). Such functional distribution is a fundamental aspect of mammalian physiology during development, tissue injury as well as cellular reprogramming\(^2\). Thus, the investigation of multistability is hence crucial for not only understanding diverse biological systems but also for creating and regulating these different functions via synthetic biology\(^2\).

Over the last few decades, the origins of multistability in biochemical networks have been well-studied through extensive experimental and computational analysis (both deterministic and stochastic simulations)\(^3\). The necessary condition for multistability is the presence of one or more positive feedback loop(s) that can amplify a system’s property (e.g., gene expression level) after it crosses a certain threshold, thereby creating distinct “high” and “low” states for the said property\(^4\). The simplest of such feedback loops that give rise to bistability are a) a self-activation (SA) involving a single biological entity (protein/RNA etc) enhancing its own activation (positive auto-regulation)\(^5\), b) a mutual inhibition loop (MI) where 2 entities inhibit the activation/production of each other, thereby forming an indirect positive feedback loop\(^6\), and c) a mutual activation loop (MA) where 2 entities activate/stimulate each other\(^7\). While MI motifs have been observed more commonly in decision-making systems such as cellular differentiation, MA motifs are commonly observed in signal amplification\(^8\). The SA motif is often seen in combination with either of these motifs, enhancing the multistability of the system\(^9\). These motifs are often present in complex gene regulatory networks (GRNs) to control various cell-fate decisions in biological systems.

While all three of these motifs can give rise to multistability, the presence of these motifs themselves is not sufficient for multistability. The appropriate sets of parameters that govern various interactions among these motifs are crucial for the emergence of multistability\(^10\). Furthermore, the noisy nature of biological systems can alter the likelihood of achieving multistability using these motifs\(^11\). This becomes especially important in synthetic biology-related studies that aim to introduce these motifs in biological systems to achieve precise control of multistability. A detailed understanding of the behavior of multistability in presence of variability in parameters is lacking in the field. Furthermore, while all three motifs can give rise to bistability, the difference between the dynamical nature of bistability given by each of these motifs is relatively less studied.

Here, we investigate the characteristics of bistability given by the two motifs MA and MI over a large set of randomly chosen kinetic parameter ensemble. We study the nature of the distributions of node activation levels in the motifs and their implications on synthetic control aspects. We then include the components of self-activation and mutual degradation in these motifs and study the changes in multistability over the parameter set ensemble. Finally, we investigate the utility of these motifs in achieving a coordinated expression of multiple nodes in a system through the cyclic and parallel coupling of these motifs to identify the design principles of multistability that can lead to biological phenotypes defined by coordinated expression of multiple nodes.

### 2 Results

#### 2.1 Mutual inhibition shows two clearly separable clusters of states, as compared to mutual activation

In a two-node system, bistability can be obtained via two kinds of network connections – mutual activation and mutual inhibition\(^12\). While mutual inhibition (MI) leads to one of the nodes dominating the other (a high-low or 10 steady state) in every steady state, mutual activation (MA) leads to both nodes together having either high (11) or low (00) expression. This behavior is demonstrated using the nullclines generated via a specific symmetric parameter set for both MI and MA (Fig 1). Using RACIPE\(^13\), a parameter agnostic simulation formalism that samples multiple random parameter sets from a pre-defined parameter space, we probed further into the characteristics of multistability given by these motifs.

First, we calculated the density distributions of the steady states obtained from these motifs using
Figure 1: **Bistability of Mutual Activation and Mutual Inhibition** a) Network topology of Mutual Inhibition. b) Nullclines for a set of symmetric parameters of Mutual Inhibition (The parameters are given in SI Table1). c) Network topology of Mutual Activation. d) Nullclines for a set of symmetric parameters of Mutual Activation (The parameters are given in SI Table1).

RACIPE. As expected, in both the motifs, we saw two clear clusters of states, with well-defined and non-overlapping boundaries (Fig 2 A-D). Interestingly, while both the clusters of MI had similar densities and spread (Fig 2 B), the cluster corresponding to low-low state was sparse and had a larger spread than that of high-high state in MA (Fig 2 D, notice the reduced color density). To better quantify this claim, we obtained the distribution of the state-space along the principle component axis (Fig S1B, I). We notice a prominent symmetry in the distribution of PC1 for MI as compared to MA. While MI and MA both can give rise to bistability, addition of self-activations to these motifs can give rise to a greater number of steady states \(32,24,11\). We asked if the addition of self-activation also changes the nature of the clusters seen in RACIPE. As a control case, we simulated the topologies after adding self-inhibition to both the nodes as well. As expected, the fraction of parameter sets having bistable solutions increased in MA and MI with self-activation (MASA, MISA) as compared to MA and MI, while that of MA and MI with self-inhibition (MASI, MISI) is lower. A small fraction of parameters in MASA and MISA also gave rise to tristability (Fig 2 E,F). We asked if the addition of self-activation also changes the nature of the clusters seen in RACIPE. As a control case, we simulated the topologies after adding self-inhibition to both the nodes as well. As expected, the fraction of parameter sets having bistable solutions increased in MA and MI with self-activation (MASA, MISA) as compared to MA and MI, while that of MA and MI with self-inhibition (MASI, MISI) is lower. A small fraction of parameters in MASA and MISA also gave rise to tristability (Fig 2 E,F). The steady state clusters in bistable solutions were still distinct and had similar shapes as in MI and MA, but the clusters start to merge in both MISA (Fig 2I, S1D) and MASA (Fig 2J, S1K). The tristable solutions showed interesting patterns. In case of all the tristable solutions of MISA (Fig 2K), we see an additional third cluster emerging. In MASA, we observed an increase in the density of the low-low state (Fig 2L). Furthermore, the third state appears between the first two states, with two distinct densities. The clusters in MASA are not as distinct and discrete as in MISA (Fig ??E vs L). This implies that even for a large set of parameters, MISA offers a much more discrete control over the stable steady states, while MASA offers a much more continuous control.

We also examined the addition of self-inhibition on both the nodes of mutual activation and mutual inhibition (Fig S2). We found that addition of self-inhibition increase the frequency of parameter sets enabling monostable states at the expense of bistable states, as compared to only mutual activation (MA) or mutual inhibition (MI). Additionally, bistable steady states are also now closer to each other, thereby
Figure 2: Multistability of Mutual Inhibition (MI) and Mutual Activation (MA) A) Network Topology of MI. B) Density plot depicting all the bistable steady states of MI. Dark color implies higher density of states. Clusters can be seen as boundaries around the dark color densities. C) Network Topology of MA. D) Density plot depicting all the bistable steady states of MA. E) Distribution of a number of steady states for each MI based networks. F) Distribution of the number of steady states for each MA based network. G) Network Topology of MI with self-activation (MISA). H) Network Topology of MA with self-activation (MASA) I) All the bistable steady states of MISA. Two distinct clusters are clearly seen. J) All the bistable steady states of MASA. Two distinct clusters are clearly seen. K) All the tristable steady states of MASA. A third cluster along with the two clusters is seen. L) All the tristable steady states of MASA. No additional cluster is seen apart from the two dominating clusters. There is an enrichment in steady states lying between the two dominating clusters.
reducing the separation. Therefore, addition of self-inhibition can reduce the robust controllability expected in a switch-like behavior.

### 2.2 Mutual Degradation has varying effects on dynamics of mutual inhibition and mutual activation motifs

While cooperativity (hill coefficient > 1) is sufficient to achieve multistability in toggle switch \(^{(21)}\), multistability can also be achieved in absence of cooperativity via mutual degradation, i.e., the protein products of A and B form an irreversible complex which can no longer activate or inhibit A or B (for instance, it can be marked for degradation) \((Fig\ 3\ A,B)\ \(^{(35)}\). Such mechanisms are seen in multiple biological scenarios, including the cell-fate decision circuits in differentiation and development \((49)\). We characterized the dynamics of steady states for varying degrees of mutual degradation for MI and MA.

To understand the effect of mutual degradation on MI and MA network behaviour, we simulated the mutual degradation system at a symmetric set of parameters, i.e., with equal production rate and degradation rate of A and B, and identical parameters for shifted Hill functions depicting the influence of A on B and vice versa (see Methods section, Table 2). We then monitored the steady state dynamics using nullcline and bifurcation analysis. Bistability in MI is not affected for low levels of mutual degradation, as evident by the bifurcation diagram. As the degradation rate increases, the stable steady states start to diverge from one another along the A/B axis \((Fig\ 3\ C)\). The nullclines around the bifurcation point \((log_{10}(k_{md}) \approx -1.022)\) demonstrate the emergence of the new state via the tangential interaction of the A and B nullclines at the bifurcation point \((Fig\ 3\ D, 3B-D)\). This effect is better visualized in the pseudo-potential landscape of the state-space, generated using a pseudo-potential on the z-axis calculated as negative log probability of occurrence of a given state during stochastic dynamics of the network \((55,40)\) (see Methods, Fig 3E). At larger values of \(k_{md}\), the unstable state undergoes a pitchfork bifurcation and results in an additional steady state.
Figure 4: **Comparison of Coordinated expression in MI and MA cyclic chains.** A) Network topology representation of MI based cyclic chain network. Examples of distance between nodes of the network is shown. B) Network topology representation of MA based cyclic chain network. C) Heat Maps of correlation matrices of all steady states obtained from RACIPE for MI, MISA and MISI cyclic chains from left to right. D) Heat Maps of correlation matrices of all steady states obtained from RACIPE for MA, MASA and MASI cyclic chains from left to right. The colorbar key for both C and D panels is shown. E) Variation of the absolute value of correlation between the nodes at a given distance for MI and MA networks is shown. F) Variation of the absolute value of correlation between the nodes at a given distance for MISA and MASA networks is shown. G) Variation of the absolute value of correlation between the nodes at a given distance for MISI and MASI networks is shown. [* − p < 0.001 and ** − p < 0.0001]

that has the configuration of A low B low, uncharacteristic of an MI circuit (Fig S3A). The emergence of this state is demonstrated in the nullcline at the bifurcation point (Fig 3D; $\log_{10}(k_{md}) \approx -1.022$). In case of MA, as the mutual degradation gets stronger, the high-high stable state collapses along with the corresponding unstable steady state, forming a saddle node (Fig S3F,H). The nullclines at the point of bifurcation have been shown to demonstrate how the two states vanish by separation of the two nullclines at the high-high state (Fig S3G, S3F-H, $\log_{10}(k_{md}) \approx -2.155$). Both the nullclines touch each other tangentially at the bifurcation point. These, together with the pseudo potential landscape (Fig S3I), demonstrate the loss of the high-high steady state in MA in presence of mutual degradation. This analysis suggests that mutual inhibition motif is robust in maintaining its switch like behavior and the nature of the steady states, under the influence of mutual degradation.

### 2.3 Cyclic Chain architecture for coordinated expression of multiple nodes

While designing electrical circuits, circuit elements are often used in series and parallel configurations to achieve complex behaviors. Similarly in synthetic biology, one might achieve complex and robust biological behaviors if right combinations of switches are used. One such complex behavior of particular interest in the context of cell-fate determination is coordinated expression of biochemical molecules that stabilize a phenotype. Given that MI and MA circuits give rise to robust phenotypes over a large parameter regime, we...
wanted to see if architectures constructed using these motifs can achieve coordinated expression of multiple nodes.

The first configuration, the cyclic connection, is formed by connecting multiple mutual activation or mutual inhibition motifs in series in a cyclic fashion, i.e., the last node in the series is connected to the first node. The network obtained by mutual activation (or mutual inhibition) based cyclic connection is named MA (or MI) cyclic chain. Self-activation or self-inhibition could be added on all the nodes to obtain similar variations too. We constructed MI and MA cyclic chains with 10 nodes for our analysis (Fig 4A and 4B). In this configuration, we define the distance between any pair of nodes as the shortest number of edges that the two nodes are separated by, so that neighboring nodes will have a distance of one and so on. Some examples are shown in Fig 4A.

Pairwise correlation heatmaps of the normalized RACIPE solutions for these cyclic networks reveal that mutual inhibition-based networks show a chessboard-like correlation behavior, i.e., pairs of nodes separated by odd distance (distance = 1 or 3 or 5, ex: A-B, A-D, B-C etc) show a negative correlation (red color), while pairs separated by even distance (distance = 0 or 2 or 4, ex: A-C, B-D etc) show a positive correlation (blue color)(Fig 4C). Addition of self-activation to the nodes of MI cyclic chain does not disrupt this pattern. The strength of the correlation in MISA cyclic chain, however shows a sharp decrease after a distance of 2, as compared to that of MI cyclic chain (Fig S4A, notice the white patches in the MISA cyclic chain heatmap in Fig 4C). MISI cyclic chain on the other hand shows much weaker correlation strength than MI and MISA cyclic chains. Comparing MI, MISA and MISI cyclic chains, one can infer that MI cyclic chain is a better candidate for coordinated expression (Fig S4A). In MA cyclic chains, the correlation between any pair of nodes remains positive (Fig 4D). The loss of correlation strength upon addition of SA and SI to the nodes of MA cyclic chain is observed here as well (Fig S4B, Fig S5).

We then compared the strengths of correlations obtained by MI vs MA cyclic chains. We find that, while MI cyclic chain shows stronger correlation for nodes separated by shorted distance, the strength of correlation decays faster with node distance than that of MA cyclic chain, leading to the later showing stronger correlations at longer distance between nodes (Fig 4E). Similar trend is observed upon the addition of self-activation, however the difference at longer distances becomes insignificant (Fig 4F). Upon adding self-inhibition, however, MASI cyclic chain shows stronger correlations at all distances in comparison to MISI cyclic chain (Fig 4G).

Together, these results suggest that at shorter distances, MI cyclic chain performs better than MA cyclic chain. While MA performs better for longer distances, the strength of correlation at longer distances is low. Hence, we moved on to the parallel architecture, where the distance between the nodes remains short, as will be explained in the following section.

### 2.4 Parallel architecture provides better coordination than cyclic architecture

The parallel configuration consists of a central node connected to the peripheral nodes by either MI (MI parallel core) or MA (MA parallel core) motif, such that the central node is in parallel influencing all the peripheral nodes. For our analysis, we generated a network of 10 peripheral nodes which are connected with a central node, making the total nodes in the network 11 (fig 5 A,B). Additionally we also considered the networks in which self activation (MISA parallel core, MASA parallel core) or self inhibition (MISI parallel core, MISA parallel core) is added on all the 11 nodes.

In MI parallel core, the central node shows a negative correlation with all peripheral nodes, while the peripheral nodes all show a positive correlation with each other (Fig 4C). Addition of SA and SI to the nodes of parallel core resulted in a reduction of both central-peripheral (C-P) as well as peripheral-peripheral (P-P) node correlation (Fig S6A). In MA parallel core, all correlations are positive, with center-peripheral correlation being stronger than P-P correlation (Fig 4D). Similar to the MI based core, addition of SA and SI to the nodes of MA parallel core showed a decreased correlation strength (Fig S6B).

The P-P node correlations in parallel cores are a measure of the coordinated expression of the peripheral
Figure 5: **Comparison of Coordinated expression in parallel cores constructed using MI and MA motifs.**
A) Network topology representation of MI based parallel network. B) Network topology representation of MA based parallel network. Center and peripheral nodes are labelled. C) Heat Maps of correlation matrices of all steady states obtained from RACIPE for MI, MISA and MISI parallel cores from left to right. D) Heat Maps of correlation matrices of all steady states obtained from RACIPE for MA, MASA and MASI parallel cores from left to right. E) Comparison of the absolute correlation between central-peripheral and peripheral-peripheral for MI and MA parallel cores. F) Comparison of the absolute correlation between central-peripheral and peripheral-peripheral for MISA and MASA parallel cores. G) Comparison of the absolute correlation between central-peripheral and peripheral-peripheral for MISI and MASI parallel cores.
Figure 6: **Combinations of cyclic and core architectures for enhanced coordination** A) Five networks designed to systematically test the effect of the combination of an inhibiting core and an activating ring on coordinated expression of the peripheral nodes. B) Comparison of absolute correlation between central-peripheral and peripheral-peripheral nodes at various distances for MI core without a ring, with 1 ring and 2 rings (cycle). Dotted blue line indicates the PP-n correlation strength for MI core. C) Comparison of absolute correlation between central-peripheral and peripheral-peripheral nodes at various distances with different degrees of connection with the central node. D) Staggered Core with MI ring network topology. E) Comparison of absolute correlation between central-peripheral and peripheral-peripheral nodes at various distances in the staggered core with different degrees of connection among the peripheral nodes. Dotted blue line indicates the PP-n correlation strength for MI core.

To understand which motif (MI vs MA) performs better in achieving coordinated expression, we compared the mean strength of correlation between C-P nodes as well as P-P nodes in MI parallel core and MA parallel core circuits (Fig 5E). C-P correlation is the same as correlation between nodes forming MI/MA motifs. Clearly, the strength of correlation is higher for MI than for MA. MI parallel core’s P-P correlation also showed a higher mean than that of MA parallel core. Furthermore, the C-P and P-P correlations for MI parallel core showed similar mean strengths, while P-P correlations for MA parallel core were weaker than C-P correlations. This behaviour can be explained by the high level of heterogeneity observed in MA steady states (Fig 2B,D). Furthermore, MI parallel core had significantly higher C-P and P-P correlation strengths than MA parallel core despite the addition of SA and SI to the nodes (fig 5F,G), thus showcasing better coordination in MI circuits relative to MA ones.

### 2.5 Combining Parallel core and cyclic chains for enhanced coordination

Both parallel and cyclic conformations enable coordinated expression of the nodes in the network. We then asked if combining parallel and cyclic conformations increases the synchronization. To answer this question, we generated a set of five networks and compared their dynamics: i) A parallel core (core), ii) addition of a single ring-like connection covering all the nodes (core + 1 ring), iii) addition of mutual regulatory ring-like connection covering all the nodes (core + 2 rings / cycle + mutual), iv) a cyclic chain with a central node connected to all the nodes via single activation or inhibition links (cycle + C-P), and v) a cyclic chain (cycle). We considered the networks consisting of 10 peripheral nodes, which are part of the ring and connected to their two immediate neighbors and 1 central node, the which is not the part of the ring and it is connected
to all the peripheral nodes. The rings and cores could be either inhibitory or activatory in nature. While MI cycle shows stronger P-P correlation than MA cycle, addition of MI cycle to MI/MA core would cause frustration (since neighbour peripheral nodes are connected by MI motif making them antagonistic, but also controlled by the central node in a similar fashion making them co-express). Hence, we chose to add MA cycle to MA and MI cores to study the coordinated expression of peripheral nodes (Fig 6A, ??A). To study the extent of synchronization of the peripheral nodes, we employed the calculation of the absolute correlation for different pairs of nodes. Since the correlation in cyclic architecture depends upon the distance between the nodes, we defined PP-n correlations, where PP stands for peripheral-peripheral and n is the distance between the given pair of peripheral nodes.

We first looked at addition of MA cycle to MI core (Fig 6B). The C-P correlation for MI core was slightly higher than MI core + 1 ring and MI core + 2 rings, suggesting that addition of rings to MI core weakens the effect of MI core on the peripheral nodes. The difference was amplified in P-P correlation, where the correlation strength was significantly higher for MI core in comparison to the addition of 1 and two rings. We then looked at PP-n correlations. In cyclic chains, the correlation between nodes decreased as the distance increased. While a decrease is still seen in MI core + 2 rings, the decrease is much smaller as compared to MA cycle alone (0.75 in MI core + 2 rings vs 0.25 for MA cycle in Fig 6C). MI core + 1 ring showed better resilience to distance between the nodes, but was lesser than the P-P correlation for MI core (dotted blue line in Fig 6B). As expected, MA cycle performs poorly in comparison to MI core + MA cycle (Fig 6C). Addition on single inhibition from central to peripheral nodes shows poor improvement in absolute correlation. Addition of MA cycle to MA core on the other hand shows improved absolute correlation between peripheral nodes as compared to MA cycle alone and MA core alone (Fig S7B). Furthermore, addition of MA core to MA cycle increases the PP-n correlations and makes them robust to the increase in distance. However, the maximum P-P correlation in MA core + 2 rings is lesser than that obtained from MI core (0.85 vs 0.9), making MI core the better architecture for achieving coordinated expression of peripheral nodes.

We then wanted to check if a non-frustrating addition of a core to MI cycle can achieve better coordination in peripheral nodes, since MI cycle achieved better coordination and MA cycle and addition of core to MA cycle showed enhanced coordination between peripheral nodes in all scenarios. Hence, we constructed a staggered core, where the central node connects with peripheral nodes alternatively with MA and MI motifs (Fig 6D). The staggered core without the MI ring showed weak correlations both in C-P and P-P (Fig 6E, blue bars and blue dotted line). However, addition of the inhibitory ring considerably improved the C-P, P-P and PP-n correlations in the network. Addition of 2 rings to staggered core (MI cycle + staggered core) showed the highest absolute correlations for C-P, P-P and PP-n (mean > 0.9 in all cases). Hence, we find that MI cycle + staggered core offers the best possible coordinated peripheral node expression, followed by MI core and MA cycle + MA core.

3 Discussion

Biological systems are often viewed as complex control systems. By means of regulatory networks, multiple control functions, such as homeostatic systems, oscillatory systems, switching systems etc. are maintained. Networks underlying switching systems are particularly well studied since they play a crucial role in the decision-making involved throughout the course of the development of an organism. While constructing such networks from experimental data and connecting their emergent properties to the observed biological phenotype is the norm, the reverse problem has gained much attention. That is, given a phenotype, puzzling out the network topology and the corresponding parametric regime in which said phenotypes can be observed. There are two reasons for this. First, solving such a problem allows biologists to look for specific interaction patterns in the underlying biology, either via experiments like flow cytometry or in high throughput data like RNA-seq, ChIP-seq, etc. Second, such information is necessary to construct biomolecular circuits that, when inserted into biological systems such as cells, provide the desired function within the desired margin of error.
To pave the way from phenotype to network motifs, we took the approach of studying common network topologies in detail, understanding the differences in the emergent properties of such networks, and predicting the emergent properties of the networks obtained by coupling these motifs. In this study, we show such analysis of two fundamental motifs of multistability in gene regulatory networks (GRNs) – mutual activation (MA) and mutual inhibition (MI). To study these motifs, we used a parameter agnostic approach called RACIPE \cite{11, 22}. For any given GRN, RACIPE generates an ensemble of possible stable steady states (phenotypes) in a given parameter space, there by mapping the behavior of the network in a large parameter regime. This becomes important from a synthetic biology perspective, since regulating the interaction strengths of a synthetic circuit is not always as feasible as constructing the circuit itself \cite{17}.

The ensemble obtained from RACIPE is a continuum of states divided into clusters reflecting the qualitative nature of the motifs. The first clear difference between MA and MI motifs was that the MI clusters were much more symmetric than MA clusters. Additionally, the clusters corresponding to each state were well separated as well. In comparison, the MISA and MASA networks had a higher overlap between the clusters. Particularly in the tristable parameter sets for both MISA and MASA, the third steady-state cluster falls between the pre-existing steady states. This indicates that self-activation makes the control by the bistable switch more continuous, in addition to increasing the multistability. Furthermore, MA offers a more continuous control as compared to MI. Such continuous control can be useful in providing the system with higher adaptability but would also make the system susceptible to environmental fluctuations. Therefore, robust systems would likely have and should be designed using MI circuits, while adaptable systems would benefit from MASA.

We further studied the effect of mutual degradation of the nodes involved in the bistable switches, on the emergent bistability. Interestingly, while MI retained the two prominent states (low-high and high-low) and gave rise to a new state under a high mutual degradation rate constant ($K_{md}$), MA lost the high-high state and became monostable under high $K_{md}$. This result makes intuitive sense. A high concentration of both the nodes leads to a high degradation rate, thereby supporting states that have a low concentration of at least one of the nodes. While both states of MI satisfy this condition, only the low-low state of MA satisfies this condition. From a system control perspective, this indicates that MI provides a robust control in comparison to MA in systems that incorporate mutual degradation. Given the ability of mutual degradation to give rise to bistability in low cooperativity, a toggle switch (MI) with mutual degradation might be an easier way to achieve multistability. Recent studies from Elowitz group employ mutual degradation-based circuits and demonstrated their utility as a multi-fate architecture and scalability \cite{22}.

At an individual level, MI seems to offer more robust control over MA. One such architecture recently explored was a serial and parallel connection of positive feedback loops, where the authors showed that a parallel architecture might help in limiting cell-cell variability, and hence is a preferred architecture in differentiation networks \cite{10}. In previous work, we had explored a variety of the serial connection, a cyclic chain of MI motifs labelled circular toggle polygons \cite{22}. Given the additional feedback embedded in the circular/cyclic connection, it should be a better candidate for a synchronous expression of nodes potentially leading to the stabilization of cell-fates. Similar to the small-scale architectures, parallel and cyclic connections constructed using MI circuits provide higher coordination than those constructed using MA circuits. Between the two architectures, we find that parallel architecture is better for the coordinated expression of multiple nodes as compared to the cyclic architecture. Similar to the small-scale architectures, parallel and cyclic connections constructed using MI circuits provide higher coordination than those constructed using MA circuits.

In a cyclic architecture, the coordination lasts only upto a small number of serially connected nodes. Such behavior is intuitive since as the distance increases, the path length for the propagation of control increases. While this is not desirable for global control, this feature of limited distance control can potentially impart a certain type of modularity to the system. This would differ from traditional modularity in that the modules would not be independent entities but would have overlapping elements \cite{12}. Given the recent understanding of how biological phenotypes are stabilized \cite{24}, a parallel MI architecture might be preferred in biological networks as well to coordinate multiple molecules together. This could also explain the power-law nature of large-scale biological networks.
One might expect a combination of parallel and cyclic architectures to provide maximum coordination between multiple nodes of the network. Surprisingly, we find that the addition of cyclic architecture to the parallel MI architecture only lessens the correlation between the peripheral nodes. Interestingly, the addition of a staggered parallel architecture to a cyclic MI architecture (to avoid conflicting interactions to the network) improve the coordination of the individual architectures dramatically. This improved coordination equals the coordination provided by parallel MI architecture and does not overcome it. These results reinforce the conclusion that MI provides better control over the expression levels as compared to MA. Furthermore, MI architectures may also be more susceptible to synergistic action with other architectures.

Given the robust control that MI-based architectures exhibit as compared to MA-based architectures, the reason behind the choice of MA circuits for multistability in biological systems is unclear. One possible role could be in systems that need to be sensitive to even slight changes in the environment around them. Our analysis does make it clear, however, that to construct a multistable system, MI-based architectures provide more robustness both in terms of maintaining distinct multistability and in allowing for coordination among many nodes, which is often a requirement of stabilizing phenotypes. These results are also valid for a large-scale parameter regime given the nature of the methods applied.

4 Methods

4.1 RAndom CIrcuit PErturbation (RACIPE)

RACIPE is a tool for characterizing the dynamics of Gene Regulatory Networks (GRNs). It first generates a system of coupled Ordinary Differential Equations (ODE) corresponding to the given GRN. For a node X in the GRN with a set of input nodes $A_i$ and $I_j$ that activate and inhibit X, respectively, the corresponding ODE is given by the equation:

$$\frac{dX}{dt} = g_X \cdot \frac{H^{S+}(A_i, A^0_X, n_{A_i}, \lambda_{A_i})}{\lambda_{A_i}} \prod_j \frac{H^{S-}(I_j, I^0_j, n_{I_j}, \lambda_{I_j})}{1 - k_x \cdot X} \tag{1}$$

where, $X$, $A_i$, and $I_j$ are the concentration of the corresponding species. $g_x$ and $k_x$ denote the production rate and degradation rate of species X. $A^0_X$ is the half-maximal threshold value of the concentration of $A_i$, as defined for Hill functions. $n$ is the hill coefficient which characterizes the extent of non-linearity in the regulation of X. $\lambda$ represents the fold change in the target node ($X$) concentration upon over-expression of regulating node. The functions $H^{S+}$ and $H^{S-}$ are known as shifted hill functions and represent the regulation of the target node by the regulatory node.

$$H^{S+/-}(B, B^0_A, n_{B_A}, \lambda_{B_A}) = \frac{B^{0_{B_A}}}{B^0_A + B^{n_{B_A}}} + \lambda \cdot \frac{B^{n_{B_A}}}{B^0_A + B^{n_{B_A}}} \tag{2}$$

Note that, as the regulatory nodes are overexpressed, $H^{S+/-}$ approaches. $\lambda > 1$ denotes activation; $\lambda < 1$ denotes repression.

For the system of ODEs generated this way, RACIPE samples parameter sets from pre-defined parameter ranges below using a uniform distribution.

For each parameter set, RACIPE simulates the system from multiple random initial conditions and obtains the corresponding steady states. For our analysis, we used a sample size of 1000 parameter sets for small networks (MI, MA) and 10000 parameter sets for larger networks (cyclic, parallel and mixed architectures), along with 100 initial conditions for each parameter set. Euler’s method of numerical integration was used for ODE-based simulation. We use the ensemble of steady states obtained for all parameter sets for further analysis.
### Table 1: Parameter ranges for RACIPE simulations

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Production rate (G)</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Degradation rate (k)</td>
<td>0.1</td>
<td>1</td>
</tr>
<tr>
<td>Fold Change (Inhibition λ)</td>
<td>0.01</td>
<td>1</td>
</tr>
<tr>
<td>Fold Change (Activation λ)</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Hill coefficient n</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Threshold</td>
<td>The ranges depend on inward regulation - half functional rule</td>
<td></td>
</tr>
</tbody>
</table>

### 4.2 Normalization and z-score calculation of RACIPE output

To enable better comparison of the steady states across parameters, we normalize the steady state levels as follows:

\[
X_{in} = \log_2\left(\frac{X_i}{f_i}\right) \tag{3}
\]

\[
f_i = \frac{g_i}{k_i} \cdot \prod_j \lambda_{ij} \tag{4}
\]

where for the \(i^{th}\) node, \(X_i\) is the expression value, \(f_i\) is the normalization factor, \(g_i\) is the production rate of \(i\), \(k_j\) is the degradation rate of \(i\), and \(\lambda_{ij}\) is the fold change corresponding to the link from the \(j^{th}\) node to the \(i^{th}\) node.

The normalized expression levels are further converted to z-scores by mean-zeroing and scaling using the standard deviation of the combined normalized expression values.

\[
z_i = \frac{E_{in} - \bar{E}_{in}}{\sigma_{in}} \tag{5}
\]

where \(\bar{E}_{in}\) is the combined mean and \(\sigma_{in}\) is the combined standard deviation.

### 4.3 Mutual Degradation

Mutual degradation is included in the ODE system (equation\ref{i}) by adding the term - \(k_{md} \cdot A \cdot B\) to each ODE, where \(A\) and \(B\) are the concentration of species involved in mutual degradation. The corresponding equations are as follows:

**Mutual Activation with Mutual degradation:**

\[
A' = g_A \cdot \left(\frac{B^n}{B^n + B^0} + \frac{1}{\lambda_B} \frac{B^n_0}{B^n + B^n_0}\right) - k_A A
\]

\[
B' = g_B \cdot \left(\frac{A^n}{A^n + A^n_0} + \frac{1}{\lambda_A} \frac{A^n_0}{A^n + A^n_0}\right) - k_B B
\]

**Mutual Inhibition with Mutual degradation:**

\[
A' = g_A \cdot (\lambda_B \frac{B^n}{B^n + B^n_0} + \frac{B^n_0}{B^n + B^n_0}) - k_A A
\]

\[
B' = g_B \cdot (\lambda_A \frac{A^n}{A^n + A^n_0} + \frac{A^n_0}{A^n + A^n_0}) - k_B B
\]

The parameters used to simulate the system are given below:
### Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Mutual Inhibition</th>
<th>Mutual Activation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Production rate (g)</td>
<td>50.0</td>
<td>50.0</td>
</tr>
<tr>
<td>Degradation rate (k)</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Fold Change (λ)</td>
<td>78.0</td>
<td>0.02</td>
</tr>
<tr>
<td>Hill coefficient (n)</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Threshold</td>
<td>40.0</td>
<td>40.0</td>
</tr>
</tbody>
</table>

Table 2: Parameter values for mutual degradation analysis

### 4.4 Nullclines and Bifurcation Plots

For a given ODE system, the nullclines for species X are obtained by setting the value of \( \frac{dX}{dt} = 0 \) in equation (1), in other words, fixing the concentration of X at a certain value. The equation is solved for the corresponding species and the values are plotted. We used the matcont package in MATLAB R2018b to obtain the bifurcation plots [12]. The parameters used for obtaining the bifurcation plots are given in Table S1.

### 4.5 Calculation of Distance-wise Absolute Correlation

The distance between two nodes is defined by the length of the smallest path in the network between those two nodes. Pearson correlation (calculated using the corrcoeff method from numpy package in Python 3.7.9) is calculated among every pair of nodes separated by the same distance. The mean and standard deviation of these correlation values is used to compare multiple network configurations.
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1 Supplementary Figures

Figure S1: Distribution along the first principle axis of the RACIPE steady states corresponding to the networks. a) Network topology of Mutual Inhibition. b) Distribution of states along the first principle axis of all the bistable steady state solutions of Mutual Inhibition. c) Network topology of Mutual Inhibition with Self Activation. d) Distribution of states along the first principle axis of all the bistable steady state solutions of Mutual Inhibition with self-activation. e) Distribution of states along the first principle axis of all the tristable steady state solutions of Mutual Inhibition with self-activation. f) Network topology of Mutual Inhibition with Self Inhibition. g) Distribution of states along the first principle axis of all the bistable steady state solutions of Mutual Inhibition with self-inhibition. h) Network topology of Mutual Activation. i) Distribution of states along the first principle axis of all the bistable steady state solutions of Mutual Activation. j) Network topology of Mutual Activation with Self Activation. k) Distribution of states along the first principle axis of all the tristable steady state solutions of Mutual Activation with self-activation. l) Network topology of Mutual Activation with Self Inhibition. m) Distribution of states along the first principle axis of all the bistable steady state solutions of Mutual Activation with self-inhibition. The blue line in the plots signify the probability distribution as approximated using gaussian kernel density estimate. The yellow line in the plots is the corresponding cumulative density function.
Figure S2: **Distribution of states on addition of self-inhibition.**  

a) Network topology of Mutual Inhibition with self inhibition  
b) All the bistable steady states of Mutual Inhibition with self inhibition. Multiple non-distinct clusters are seen.  
c) Network topology of Mutual Activation with self inhibition  
d) All the bistable steady states of Mutual Activation with self inhibition. Multiple non-distinct clusters are seen.
Figure S3: **Mutual Degradation** a) Bifurcation diagram of Self Inhibition with Mutual Degradation. b) Nullclines of Self Inhibition with Mutual Degradation at $\log_{10}(k_{md}) = -10$. c) Nullclines of Self Inhibition with Mutual Degradation at $\log_{10}(k_{md}) = -1.022$. This corresponds to the subcritical pitchfork bifurcation point given in fig a). c) Nullclines of Self Inhibition with Mutual Degradation at $\log_{10}(k_{md}) = -0.5$. d) Bifurcation diagram of Self Activation with Mutual Degradation. f) Nullclines of Self Activation with Mutual Degradation at $\log_{10}(k_{md}) = -10$. g) Nullclines of Self Activation with Mutual Degradation at $\log_{10}(k_{md}) = -2.155$. This corresponds to the saddlenode bifurcation point given in fig e). h) Nullclines of Self Inhibition with mutual degradation at $\log_{10}(k_{md}) = -1$

Figure S4: **Cyclic Chain Connection** a) Variation of Absolute Correlation with addition of self activation or self inhibition to all the nodes of Mutual Inhibition based cyclic chain connection. The distance along the x-axis is the shortest distance between any two nodes along the chain. b) Variation of Absolute Correlation with addition of self activation or self inhibition to all the nodes of Mutual Activation based cyclic chain connection. The distance along the x-axis is the shortest distance between any two nodes along the chain.
Figure S5: Significance measures for table S4

<table>
<thead>
<tr>
<th></th>
<th>MI &amp; MISA</th>
<th>MI &amp; MISI</th>
<th>MISA &amp; MISI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>2</td>
<td>**</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>3</td>
<td>*</td>
<td>*</td>
<td>**</td>
</tr>
<tr>
<td>4</td>
<td>*</td>
<td>*</td>
<td>ns</td>
</tr>
<tr>
<td>5</td>
<td>*</td>
<td>ns</td>
<td>ns</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>MA &amp; MASA</th>
<th>MA &amp; MASI</th>
<th>MASA &amp; MASI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ns</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>2</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>3</td>
<td>*</td>
<td>*</td>
<td>**</td>
</tr>
<tr>
<td>4</td>
<td>*</td>
<td>*</td>
<td>ns</td>
</tr>
<tr>
<td>5</td>
<td>*</td>
<td>*</td>
<td>ns</td>
</tr>
</tbody>
</table>

Figure S6: **Parallel Connection** a) Variation of Absolute Correlation with addition of self-activation or self-inhibition to all the nodes of Mutual Inhibition based parallel connections. b) Variation of Absolute Correlation with the addition of self-activation or self-inhibition to all the nodes of Mutual Activation based parallel connections.
Figure S7: Addition of Mutual Activation rings to different cores a) The network topology of the networks under consideration. MA and MI core are considered followed by addition of one activation and then mutual activation ring. b) Variation of Absolute Correlation with addition of activation ring and mutual activation ring to all nodes of MA and MI core connections.
Figure S8: **Addition of appropriate core to mutual activation and mutual inhibition rings**  
a) Mutual activation and mutual inhibition cores are added to mutual activation ring. Since the nature of stable states in mutual inhibition ring is different, one possible configuration, that of a staggered core is added to the mutual inhibition ring. The corresponding network topologies are shown here.  
b) Variation of Absolute Correlation with addition of inhibition core to mutual activation ring.  
c) Variation of Absolute Correlation with addition of activation core to mutual activation ring.  
d) Variation of Absolute Correlation with addition of staggered core to mutual inhibition ring.