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 999 
SI Figure 2. Eigenvalues of the fixed points. (Left) We trained 50 RNNs for each prior distribution. For 1000 
each RNN, we searched for the attractors (see Methods). The largest eigenvalue (real component) for each 1001 
attractor is denoted as 𝑣𝑣𝑖𝑖,𝑗𝑗, where 𝑖𝑖 indicates the 𝑖𝑖th RNN and 𝑗𝑗 indicates the 𝑗𝑗th attractor. The averaged 1002 

largest eigenvalues across different attractors within the same RNN is denoted as 𝑢𝑢𝑖𝑖 = 1
𝑁𝑁𝑗𝑗
∑ 𝑣𝑣𝑖𝑖,𝑗𝑗𝑗𝑗 . Dots in the 1003 

figure represent the mean of largest eigenvalues across different RNNs, 1
𝑁𝑁𝑖𝑖
∑ 𝑢𝑢𝑖𝑖𝑖𝑖 . Error bars indicate the 1004 

standard deviation of 𝑢𝑢𝑖𝑖  across different RNNs. (Right) Same as left but considering the largest real 1005 
component of saddles. Both attractors and saddles become stronger (larger absolute values for the real parts) 1006 
for narrower prior distributions. 1007 
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 1009 
SI Figure 3. RNNs trained on a shorter response epoch have weaker response dynamics bias and 1010 
stronger readout bias. Training prior 𝜎𝜎𝑠𝑠 = 3∘. Computing details are identical to Figure 6 except that the 1011 
RNN models were replaced by which trained with long/short response (res.) epoch. (A) Long/short response 1012 
epoch: one example RNN trained with long (200 ms)/short (40 ms) response epoch duration. Compared to 1013 
the RNN trained on long response epoch, RNN trained on short response has smaller change of neural states 1014 
during the response epoch. (B) Increasing entropy of the representative neural state distribution also suggests 1015 
that RNNs trained on short response epoch have less neural states’ angular changes during the response. 1016 
Each dot is one RNN’s representative neural state entropy (red histogram in panel A). ***: p < 10−3 1017 
Wilcoxon signed-rank test. (C) RNNs trained on short response epoch have more biased readout. Line shows 1018 
the mean of 50 RNNs, and error band is the standard deviation. Dash lines: four common colors. Outlier 1019 
RNNs were removed. (D) Entropy of angular occupancy, dot is an entropy of one RNN’s angular occupancy 1020 
(normalized). Outliers were not shown. ***: p < 10−3 Wilcoxon signed-rank test. 1021 
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