Phenotypic Heterogeneity in the DNA Replication Stress Response Revealed by Quantitative Protein Dynamics Measurements
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Abstract

Cells respond to environmental stressors by activating programs that result in protein abundance and localization changes. The DNA damage and DNA replication stress responses have been heavily studied and provide exemplars of the roles of protein localization and abundance regulation in proper cellular stress response. While vast amounts of data have been collected to describe the dynamics of yeast proteins in response to numerous external stresses, few have assessed and compared both protein localization kinetics and phenotypic heterogeneity in the same context, particularly during DNA replication stress. We developed a robust yet simple quantification scheme to identify and measure protein localization change events (re-localization) and applied it to the 314 yeast proteins whose subcellular distribution changes following DNA replication stress. We captured different kinetics of protein re-localization, identified proteins with localization changes that were not detected in previous analyses, and defined the extent of heterogeneity in stress-induced protein re-localization. Our imaging platforms and analysis pipeline enables efficient measurements of protein localization phenotypes for single cells over time and will guide future work in elucidating the biological parameters that govern cellular heterogeneity.

Introduction

Environmental changes and stresses trigger multiple intracellular events that affect protein function, including changes in transcriptional programs, regulation of protein abundance, and post-translational modifications, (Causton et al., 2001; Gasch, 2007; Gasch and Werner-Washburne, 2002; Gasch et al., 2000). In particular, regulated intracellular localization of proteins is a key factor that influences protein activity. Intuitively, a protein’s activity directly depends on its proximity to necessary cofactors and substrates. The ability of cells to control the localization of a protein provides an opportunity for regulation of protein function, and ultimately cellular function, that can both complement and supercede regulation of expression and post-translational modification. Systematic analysis of protein localization has revealed several key properties. Few proteins change in both abundance and localization simultaneously, indicating that expression and location are controlled differently (Chong et al., 2015; Mazumder et al., 2013; Tkach et al., 2012; Torres et al., 2016). The repatterning of proteins within cells is condition specific (Torres et al., 2016). Only a handful of proteins respond in at least five of the stress conditions examined to date (Torres and Brown, 2015), suggesting that protein localization changes reflect specific responses to particular environmental or genetic cues, rather than being a general stress response or an experimental artifact. Although protein localization has been systematically studied under conditions including DNA damage (Chong et al., 2015; Dénervaud et al., 2013; Tkach et al., 2012), oxidative stress and nutrient limitation (Breker et al., 2013), and in different genetic backgrounds (Chong et al., 2015), there is currently little insight into localization dynamics or regulation, owing in part to limitations of image analysis.

Systematic analyses of protein localization changes in eukaryotes typically take advantage of the proteome-scale collection of Saccharomyces cerevisiae strains expressing individual protein fusions to GFP (Huh et al., 2003). Most workflows involve exposing the 5000 strains in the collection to a specific environmental or genetic perturbation, followed by imaging at one or several times after exposure. Early studies relied on manual inspection of images, whereas more recent analyses employed machine learning methods to predict protein localization (Kraus et al., 2017), with dynamics inferred from static images with the greatest time-lapse movie resolution, to our knowledge, of 20 minutes (Dénervaud et al., 2013). Automated analyses of different types have been applied to yeast protein localization screens to classify the location of each protein with respect to subcellular compartments, and to quantify the extent of protein localization within the given compartment (Chen et al., 2007a; Chong et al., 2015; Dénervaud et al., 2013; Kraus et al., 2017; Lu et al., 2018). Continued refinement of analysis methods has yielded increasing accuracy, but with some limitations. Analysis methods...
that focus on specifying protein origins and destinations are computationally intensive, require extensive hand-annotated training sets, and can fail to classify complicated re-localization patterns. Of all the environmental stress contexts, protein localization changes have been most thoroughly studied in the context of DNA damage and DNA replication stress (Chong et al., 2015; Dénervaud et al., 2013; Lisby et al., 2004; Mazumder et al., 2013; Tkach et al., 2012). The cellular response to DNA damage and DNA replication stress includes re-localizations, such as the concentration of proteins in punctate nuclear foci and transport from the cytoplasm to the nucleus, which have intimate mechanistic connections to stress resistance and to DNA repair. Interestingly, DNA damage- and DNA replication stress-induced re-localizations are not restricted to nuclear proteins, but span across all compartments of the cell (Chong et al., 2015; Dénervaud et al., 2013; Loll-Kripple and Brown, 2017; Mazumder et al., 2013; Tkach et al., 2012). Protein re-localizations associated with DNA damage and DNA replication stress are also observed in metazoans, indicating broad use of protein localization regulation to control protein function, and suggesting that some regulatory modes could be shared by evolutionarily distant organisms. Here we developed an automated computational analysis to quantify changes in protein localization that is applicable to a wide array of fluorescence microscopic images. We applied our method to cells exposed to methyl methanesulfonate (MMS) and hydroxyurea (HU), imaging at seven time points over four hours, for an array of 314 proteins implicated in the replication stress response. We improved on existing data to expand the full repertoire of proteins that change localization during replication stress, and found that phenotypic penetrance for localization changes varies across the complete range of population fractions. Quantification of our images revealed diverse temporal responses of protein localization in replication stress, which we used to identify a new role of Mrx16 as a component of the intranuclear quality control (INQ) compartment. Finally, we imaged cells at high temporal resolution, demonstrating that replication stress evokes extensive single-cell heterogeneity in protein localization and that the factors governing this variation can be protein specific. Overall, our screening effort reveals new proteins involved in genome stability and quantifies the phenotypic heterogeneity that exists in the DNA replication stress response.

Results

Quantifying protein subcellular localization changes using intensity distribution

Based on the observation that the fluorescence intensity for any given green fluorescent protein (GFP)-tagged protein significantly increases when it is concentrated to a confined subcellular space, we reasoned that changes in the GFP pixel intensity distribution could be used as a proxy for protein localization. We also noted that localization changes can be detected independently of the exact nature of the localization itself, allowing solutions that are less computationally intense than quantifying the type of localization and the localization change simultaneously. In addition, if a method is blind to the type of localization then it could detect localizations that are not present in the image training set, and in fact would not require a training set. Finally, a quantification method that is independent of the type of localization is particularly suited for the yeast platform due to the extensive annotation of localizations already available in the literature (Chong et al., 2015; Huh et al., 2003; Mazumder et al., 2013; Tkach et al., 2012).

We developed a pipeline to measure changes in the GFP pixel intensity distribution following drug treatment (Figure 1a). The quantification scheme we describe captures general protein re-localization, irrespective of the direction of movement or type of subcellular change. Our strategy first segments and isolates single cells in our images then extracts the GFP signal intensity for each pixel within each cell. The GFP pixel intensities for these single cells is then normalized to the median GFP intensity of each respective cell to account for any total intensity changes that may occur during drug treatment, thereby minimizing the effect of changes in protein abundance on quantification of localization. Finally, the brightest pixel intensities are calculated for each cell as the 95th percentile of the normalized intensity distribution, hereafter referred to as the localization (LOC) value. As a protein concentrates into a particular subcellular space, the LOC value for that cell increases. Changes in LOC values over time can then be used to identify protein localization change events. At any given time within the experiment, if a cellular LOC value was two median absolute deviations (MAD) greater than or less than the median LOC values of all untreated cells (x +/- 2 MAD) the cell was labeled as having increased or decreased protein localization, respectively. Finally, the percentage of cells with a localization change was calculated for each timepoint of drug-treatment (Figure 1a, iv). A protein was considered to display a localization change if the maximum percent of cells exhibiting protein re-localization changed by at least 2-fold compared to the untreated population of cells.

Improvements in microscopic imaging throughput has greatly increased the need for effective strategies to measure cellular parameters on a large scale. Previous machine learning methods in outlier detection and pattern recognition have provided quantitative measurements of yeast protein localization with high accuracy (> 70% precision and recall) (Grys et al., 2017). Typically, these techniques can be difficult to apply to diverse...
Figure 1: Protein localization changes are captured by pixel intensity distribution changes. (a) Quantification pipeline to measure protein re-localization. (i) Cells are segmented, (ii) the pixel intensity distribution for each individual cell is measured, referred to as the LOC score, and compared to the distribution for all untreated cells with a given protein-GFP. (iii) If the distribution changes and passes thresholds defined by the untreated cells, then the cell is labeled as harbouring a protein-GFP protein that has ‘re-localized’. (iv) The percent of cells with a protein re-localization is then calculated. (b) Schematic representing the analysis pipeline workflow, highlighting the two most computationally heavy tasks: cell segmentation and single-cell quantification. (c) Representative images of Pbp1-GFP re-localization during peroxide and starvation stress, as acquired in Breker et al., 2013. Cells identified as re-localized by our pipeline are outlined in orange. (d) My analysis pipeline was applied to images acquired in Dénervaud et al., 2013 for YX selected proteins. The quantification of Dhh1-GFP protein re-localization by our pipeline, and representative images of Dhh1-GFP cytoplasmic foci formation following 0.1% MMS treatment, are shown. (e) The number of proteins that we identify to change in protein localization (> 2-fold change, blue bar) from the set of proteins identified to change localization by Dénervaud et al., 2013. (f) Images of all 123 proteins identified as changing in 160 mM HU from Chong et al., 2015 were downloaded from CYCLOPS (Koh et al., 2015) and quantified by our pipeline. The log2 fold-change for each of these proteins is plotted as a violin plot. The grey dot represents the median and large black rectangle represents the interquartile range (25th-75th percentile). The orange and blue shaded background represent fold-change greater or less than two fold, respectively. (g) The subcellular compartments for all 123 proteins are plotted, and the proportion of these proteins our pipeline can detect as changing in localization is shown in blue. Red asterisks indicate subcellular compartments where Chong et al. perform better with regards to detection of localization.
datasets. As a result, users may be required to re-train published analysis methodologies to suit their images, which can be a challenging and time-consuming process. An unsupervised methodology has been designed to detect protein-GFP localization changes without any training (Lu and Moses, 2016; Lu et al., 2018). However, this method still requires the extraction of up to 120 single cell features and assembling feature vectors for each protein for comparative analyses with other literature data sets (Lu and Moses, 2016). Although our localization analysis reduces highly dimensional single-cell imaging data into a single measured parameter, our method is capable of quantifying protein localization changes rapidly without the need for imaging data other than those acquired by the user, distilling measurements from a million segmented single cells in just over two hours, with the limiting step in our quantification pipeline being single cell segmentation (Figure 1b).

A critical component of our analysis pipeline that makes it suitable for large-scale imaging data is its ability to identify localization changes in micrographs from a wide range of microscopic instruments and conditions. We tested the versatility of our pipeline by applying it to images of yeast cells acquired by diverse platforms. First, we focused on 16 randomly selected proteins annotated as changing localization in DTT, oxidative, and/or starvation stress conditions (Breker et al., 2013, 2014). We downloaded low-resolution vignette images from the LoQAtE database and processed them with our intensity distribution method. Despite the images often containing fewer than 12 cells, we found that 13 proteins out of 16 showed an increase in the fraction of cells displaying re-localization (Figure 1c). In a second dataset, cells were exposed to 0.1% MMS in a microfluidic device and wide-field fluorescence images (Nikon Eclipse Ti-E, Nikon Instruments) were acquired by Dénervaud et al. (Dénervaud et al., 2013). They identified 118 proteins that changed localization in MMS conditions. We were able to download time-lapse images for 98 of these 118 proteins from CELLBASE (Dénervaud et al., 2013), to which we applied our analysis method (Figure 1d). We identified 66 out of 98 proteins as changing in localization, indicating good agreement across imaging platforms (Figure 1e).

Finally, we compared our pipeline to machine learning classifiers used to score images acquired on the same high-throughput confocal platform as our images (OPERA, PerkinElmer) in the HU stress condition screened by Chong et al. (Chong et al., 2015). At the level of binary re-localization calls for cell populations, agreement between the methods was excellent (84% of re-localizations noted by Chong et al were detected by our method). There were 20 instances where machine learning detected localization changes whereas intensity distribution did not (Figure 1e, 1f). Localization changes involving the mitochondria, Golgi, endosome, and cortical patches (Figure 1g) displayed the greatest discrepancy between our quantification and that of Chong et al, highlighting that machine learning methods are capable of greater sensitivity for proteins that exhibit complex localization patterns. At the more granular level of detecting single cells displaying a localization change there was some differences between the methods. Even among proteins with a localization change identified by the two methods, there are instances where Chong et al detects a greater change in localization. This is largely due to these proteins exhibiting high fluorescence signal and/or high localization in the untreated condition (Figure EV1), decreasing the dynamic range for intensity distributions to be detected by our method, resulting in an underestimation of localization changes. Nevertheless, we demonstrate that simple changes in GFP pixel intensity distributions can be a powerful tool for monitoring changes in proteome spatial dynamics across all subcellular compartments, with savings in compute time, and ease of comparison across image acquisition platforms.

### Intensity distribution analysis detects previously uncharacterized localization responses

We, and others, have identified several hundred proteins that change in intracellular location after chemically induced DNA replication stress imposed by the ribonucleotide reductase inhibitor HU or by the alkylating agent MMS (Chong et al., 2015; Dénervaud et al., 2013; Mazumder et al., 2013; Tkach et al., 2012). Combining high-throughput results with those from small-scale analyses, we generated a list of 314 proteins that change location during replication stress, to explore protein re-localization properties over longer durations of stress (Table EV1). Since DNA damage-induced sumoylation contributes to faithful replication and repair under DNA damage and replication stress conditions, this list of proteins also included identified sumoylated proteins targets, or proteins that change localization in sumoylation-defective cells (Cremona et al., 2012; Srikumar et al., 2013). We imaged each of these proteins tagged with GFP following 200 mM HU or 0.03% MMS treatment on an automated high-content screening confocal microscope system at seven times over four hours (Figure 2a). Having demonstrated the utility of an intensity distribution approach, we quantified protein re-localization in our HU and MMS screens. We identified 275 proteins that change subcellular location in HU and/or MMS conditions (Figure 2b). We detected re-localization of 46 proteins for which replication stress induced re-localization had not been previously found in large-scale analyses, 25 of which were individually confirmed by visual inspection (Figure 2c and Table EV2). Of the remaining 21 proteins that did not visually validate, two proteins had low GFP fluorescence intensity, and 16 had...
high GFP intensity and showed a high degree of localization in untreated conditions (Table EV2). This suggests that these proteins may have displayed subtle changes in their intensity distribution not visible by eye yet were detected by our pipeline. We also improved the annotations for 62 proteins previously found to re-localize in MMS only that we find localize in both MMS and HU, and 38 proteins previously found to re-localize in HU only that we find localize in both HU and MMS. Thus, the core of proteins that respond to both types of DNA replication stress is more extensive than previously thought, and the degree to which the responses differ is less extensive, although as discussed below, large variations in the kinetics of response remain apparent, suggesting considerable stress-specificity of protein re-localization.

The four previous independent large-scale studies collectively detected HU- and/or MMS-induced localization changes in 260 of the 314 proteins in our study (Figure 2b) (Chong et al., 2015; Dénervaud et al., 2013; Mazumder et al., 2013; Tkach et al., 2012). Thirty of these proteins were not detected by our analysis. Of these proteins, 18/30 had high levels of localization in untreated conditions, which may result in the underestimation of the penetrance of protein localization following stress conditions as described above. Finally, the remaining nine proteins on our array were not detected in any analysis.

We asked if there were categories of localizations for which we were able to detect previously undescribed localization changes, focusing on the 106 proteins that we found re-localized in HU. Computational analysis of localization changes in the yeast GFP collection following treatment with HU previously identified 69 proteins (Chong et al., 2015), and we detected 45 of these (a substantial overlap, hypergeometric p = 1.1 x 10^-9). We detected more localization changes in proteins forming nuclear foci (Figure 2d), likely because the analysis used by Chong et al. did not include ‘nuclear foci’ as part of their neural network.
training. Perhaps more surprisingly, we also detected additional distributions to the cytoplasm (10 proteins) or nucleus (17 proteins). Conversely, and as noted above, Chong et al detected more localization changes for mitochondrial puncta proteins (Figure 2d), indicating the superior performance of outlier detection for this localization. Focussing on the proteins rather than the localization compartments, we identified 62 proteins that changed locations that were undetected in Chong et al. Visual inspection confirmed our image scoring in 44 cases (71%; Figure 2d and Table EV3). Interestingly, visual inspection of images for these 44 proteins downloaded from the CYCLOPS database (Koh et al., 2015) indicated that 31 show localization changes. We infer that the new HU-induced re-localizations that we detected are partially due to the stringent criteria for a localization change in Chong et al, leading to false negatives. We also note that Chong et al detected re-localization of 24 proteins that were negative in our screen (Table EV4). Visual inspection revealed that 16 of the proteins change localization in our images and 18 of these proteins change in images from Chong et al., indicating that 16 to 18 were false negative in our analysis. Five of these 18 proteins have complex localization patterns (nuclear periphery, endoplasmic reticulum, and mitochondria), which our pipeline scheme has difficulty quantifying, and 7/18 proteins have bright, intense GFP signal in untreated and treated conditions, where the pixel intensity distribution does not change, but the spatial patterning of the protein does, resulting in superior detection by machine learning methods. The differences between analysis methods reveal that gains can be realized by applying distinct analytical approaches to biological image data, and indicate that changes in study design can identify additional proteins that respond to replication stress, and uncover broad stress-induced localization changes for proteins that were previously detected in only one replication stress condition (Figure 2e).

### Diverse temporal responses to DNA replication stress

The time-scale of cellular responses to stress, including DNA replication, proteotoxic, and heat-induced stress, is well-characterized at the transcriptional level for cell populations (Dohn et al., 2021; Gasch et al., 2017; Rendleman et al., 2018). High-resolution analysis of the re-localization of 110 proteins in yeast revealed that the timing of re-localization events can be different in different stresses, can take place over extended periods of time, and can be transient (Dénervaud et al., 2013). These data indicate the utility of collecting data at multiple times to present a dynamic high-resolution view of protein location changes with high sensitivity.

Using our expanded dataset, spanning 212 re-localization events in HU and 256 in MMS, we asked if different kinetic re-localization patterns were evident. However, analysis of localization patterns is confounded by differences in the fraction of cells displaying protein re-localization in the population. We find considerable variation in the maximum percent of cells that display re-localization events (Figure 3a, Table EV5), that is apparent in either type of DNA replication stress. We applied a normalization to allow comparison of localization change kinetics independent of the fraction of cells displaying the localization change. The effect of the normalization can be seen in Figure 3b, where the maximum percent of cells with MMS-induced nuclear Ddc2 foci is 40.3% and the normalized % of maximum localization change is 100%, at t=180 minutes. After normalizing all the re-localization patterns, we used k-means clustering to group proteins by similarity of re-localization pattern. The analysis converged on 5 groups of patterns for HU and 4 for MMS (Figure 3c, Table EV6), and thus the protein re-localization response does not occur with one temporal pattern. Although there are different re-localization patterns and they can be grouped based on pattern similarity, we were unable to detect any functional enrichments within any of the groups, including GO annotations, protein-protein interactions, genetic interactions, protein abundance, or intracellular compartment. We note that the re-localization kinetics of any protein is independent of the type of localization (for example, a protein moving into nuclear foci could do so with the same kinetics as a protein moving to the plasma membrane), and so it is not unexpected that functionally diverse proteins can share re-localization kinetic patterns.

Analysing re-localization at multiple time points allowed us to identify localizations that were false-negatives in previous analyses (Figure 2d, 2e). One effect of the improved annotation is that the apparent stress-specificity of protein re-localization is reduced: 186 of 314 proteins re-localize in both HU- and MMS-induced replication stress. We asked if stress-specificity was evident in the re-localization kinetic patterns. When we compared the average re-localization rates of the set of proteins that re-localized in both HU and MMS conditions, we found that re-localization kinetics in MMS could only explain 34% of the re-localization kinetics in HU (Figure 3d). Furthermore, we found a substantial number of these proteins displayed poor correlation of localization rates between HU- and MMS-induced replication stress (69/186 proteins had a correlation coefficient less than 0.5, Figure EV2a). Along these lines, we calculated the fold-change differences between MMS and HU for each of these proteins across all time points and identify groups of proteins that indeed have different kinetic patterns between the two drug treatments (Figure EV2b, S2c), despite the proteins responding in both conditions. Thus, re-localization kinetics are indeed stress-specific,
Figure 3: Replication stress induces diverse dynamics of protein re-localization. (a) The maximum penetrance, represented as the maximum % of cells with a localization change event at any timepoint in the drug treatment, is plotted for both 200 mM HU and 0.03% MMS conditions, and proteins are ordered by increasing maximum penetrance. (b) Representative images of the quantification pipeline applied to Ddc2-GFP focus formation after cells were treated with 0.03% MMS for 4 hours. Cells were imaged at 0, 30, 60, 90, 120, 180, and 240 minutes after MMS treatment. The degree of localization is indicated above the micrographs as the percentage of cells exhibiting a Ddc2-GFP focus (grey). To normalize dynamics of protein re-localization, the % of maximum was also calculated, where each value is divided by the maximum percentage of cells with a localization change (blue). (c) Heatmaps of the dynamics of protein localization in HU or MMS (calculated as % of maximum localization). Proteins are grouped by k-means clustering. Line plots illustrated to the right of each group of shows the average localization at each time point for all proteins within that k-cluster. (d) For the 186 proteins that were identified to re-localize in both MMS and HU conditions in our study, the average re-localization rate was calculated in each drug treatment and plotted against one another. The average re-localization rate was defined as the difference in the percent of cells with a change protein localization divided by 240 minutes of drug treatment. The shaded region represents the 95% confidence interval, and the Pearson correlation coefficient is displayed at the bottom of plot. (e) Correlation matrices for 11 protein complexes represented in our set of proteins analyzed as identified by Complex Portal, displaying the pairwise Pearson correlation coefficients for each protein member of the complex.
even for related stresses like HU and MMS.

Despite the apparent absence of functional relationships in the kinetic pattern groups, we speculated that proteins that are co-complex members would show similar re-localization kinetics. We used Complex Portal (https://www.ebi.ac.uk/complexportal; accessed October 2021) to identify the functional protein complexes present in the set of 314 proteins that we analyzed. We then compared the re-localization kinetics of the members of the 11 protein complexes in MMS (Figure 3e) and in HU (Figure EV3a). We found that the pairwise re-localization kinetics correlated well among many complex members, and that their correlation was much higher than in protein pairs for same number complexes selected at random from the 314 proteins analyzed (Figure EV3b). However, we found interesting exceptions to the positive correlations of re-localization kinetics for co-complex members. In MMS, the localization kinetics of Lsm2 and Lsm3 negatively correlate with those of Lsm1 and Lsm7 (Figure 3e). While this is surprising given that Lsm1-7 are thought to function as a heteroheptamer (Sharif and Conti, 2013; Wilusz and Wilusz, 2013) and that all localize to cytoplasmic P-bodies in diverse stresses (Decker and Parker, 2012; Dénervaud et al., 2013; Loll-Krippleber and Brown, 2017; Nissan and Parker, 2008; Teixeira and Parker, 2007; Tkach et al., 2012), it has been noted that their re-localization kinetics can differ (Dénervaud et al., 2013). Additionally, localization kinetics of Top3 more closely resembles those of Rmi1 than the kinetics of either Top3 or Rmi1 resembles those of co-complex member Sgs1 (Figure 3e). Interestingly, although Sgs1, Top3, and Rmi1 clearly function together in dissolution of recombination intermediates (Cejka et al., 2010; Wu et al., 2006; Yang et al., 2010), they have non-overlapping functions as top3Δ and rmi1Δ strains have substantial fitness defects that are absent in sgs1Δ (Chang et al., 2005; Gangloff et al., 1994). Finally, the localization trajectory of the anaphase promoting complex, Apc1, is negatively correlated with those for co-complex members Apc4 and Cdc20 (Figure 3e). We infer that differences in localization kinetics between accurately annotated complex members can reveal differences in protein function, and potentially underappreciate modes of complex regulation. Nonetheless, given that complex members tend to have similar re-localizations trajectories, we suggest that stratifying the re-localization kinetic data according to protein properties like complex membership could allow functional predictions to be made.

Ydr132c/Mrx16 localizes to intranuclear quality (INQ) control foci in MMS

We reasoned that proteins with functional relationships should share re-localization kinetic trajectories and should re-localize to the same cellular compartment. We focused on MMS cluster 2, as it contains many proteins that localize to nuclear foci, a localization of particular interest in the DNA replication stress response (Figure 4a). From cluster 2, we took the subset of proteins that re-localize to nuclear foci, and then constructed a network where the nuclear foci proteins (the nodes in Figure 4a) are connected by edges that reflect the correlation of re-localization kinetics in both MMS and HU stresses. We noted that multiple components of the Intra-Nuclear Quality control (INQ) (Gallina et al., 2015; Mathew et al., 2020) body were highly correlated with a protein, Mrx16, that is annotated as associating with mitochondrial ribosomes (Möller-Hergt et al., 2018) yet localizes to the nucleus (Breker et al., 2014; Tkach et al., 2012). We tested Mrx16 co-localization with Nup49, Nop56, and Cmr1, members of the nuclear pore, nucleolus, and INQ body, respectively (Figure 4b). After treatment with MMS, Mrx16 clearly co-localized with Cmr1, and not Nop56 or Nup49. We quantified the co-localization, and found that Mrx16 foci form in 33% of cells, and 31% of Mrx16 foci colocalize with Cmr1 (Figure 4c). Cmr1 and other INQ proteins also form INQ bodies when cells are treated with the proteasome inhibitor MG-132 (Gallina et al., 2015). We found that Mrx16 responded similarly to Cmr1, forming foci following treatment with MG-132 (Figure 4d), further indicating that Mrx16 foci correspond to INQ bodies. We infer that Mrx16 is a previously uncharacterized component of INQ bodies, and that protein re-localization kinetics patterns can be stratified to predict protein function.

Heterogeneity of protein re-localization in response to stress

One product of our analysis is a cell-by-cell evaluation of localization change for each protein, allowing us to assess penetrance (the proportion of an isogenic population that expresses the given phenotype) for 468 protein re-localization phenotypes related to DNA replication stress response. As indicated in Figure 3a, we observed a wide range of degrees of penetrance, where two genetically identical cells did not display the same protein localization, from a minimum of 14.1% of cells (Msh3 in HU) to a maximum of almost 100% (Hsp42 in HU and Ylr297w in MMS). Strikingly, we even note several proteins with extensive localization penetrance, ranging from 0-34.5% in unperturbed conditions (Figure 3a, 0 minutes MMS or HU treatment). We plotted the penetrance distributions (Figure 5a) and found that in either replication stress, the distribution is left-skewed with peaks at a relatively low penetrance of 20 – 30%. When comparing the two replication stresses, a positive trend is evident. However, there are numerous examples of protein re-localizations that show high penetrance in one stress and not in the other. It is also evident that there...
was not a systematic shift from one stress to the other that might reflect different stress levels imposed by the two agents at the concentrations used.

The relationship between phenotypic penetrance and kinetics has not been explored extensively. In amyloid diseases, protein unfolding kinetics contribute to penetrance, with faster unfolding correlating with more penetrant disease (Hammarström et al., 2002). How the timing of a phenotype might relate to phenotypic penetrance in other settings is unclear. We grouped proteins into 5 bins according to maximum penetrance during our imaging time courses. The rates of protein localization and the timepoints at which the maximum rate was observed were then plotted for each bin to reveal the average kinetics of re-localization (Figure 5b). We found that the fastest responses tended to be the most penetrant, in either MMS or HU stress. Conversely, less penetrant responses tended to be slower.

We next asked if proteins with related functions displayed similar penetrance in HU and MMS, examining GO biological processes related to the DNA replication stress response (Figure 5c). In most cases, the median maximum penetrance was similar in HU and MMS. Two notable exceptions emerged. Proteins annotated to ‘G2/M cell cycle transition’ had higher phenotypic penetrance in MMS than in HU, likely because HU stress poses a stronger barrier to S phase progression than does MMS, and MMS treated cells accumulate at G2/M due to replication checkpoint activation (Kupiec and Simchen, 1985; O’Connell et al., 2000; Peličio et al., 2001; Yamamoto et al., 1996). The second exception is ‘RNA decapping’ proteins, which have much higher penetrance in HU than they do in MMS. While the physiological basis for this difference is unknown, we and others have noted that cytoplasmic foci referred to as P-bodies (the relevant localization for decapping proteins in stressed cells) form more rapidly and readily in HU than in MMS (Dénervaud et al., 2013; Tkach et al., 2012). In summary, we find extensive heterogeneity in the extent of phenotypic penetrance for different protein re-localizations, and there appears to be a high degree of stress-specificity associated with phenotypic penetrance when considering protein localization changes.

When we previously examined phenotypic penetrance, we reduced the calculated LOC score for the cellular phenotype (protein re-localization) of a given protein to two categories: re-localized or not. However, since several localization parameters can influence the LOC value, including signal intensity and size, proteins within a cell population that localize to the same compartment may present different LOC values. We reasoned that measuring the variation of the LOC value itself would provide insight into the heterogeneity of the localization response. Therefore, we measured the coefficient of variation (CV) of the LOC values for each protein at each timepoint. As previously noted, unperturbed cells displayed phenotypic heterogeneity. We therefore first examined the distribution of the CV for unperturbed cells (Figure 5d, Table EV7). A group of 13 proteins with very high variance (CV>40%) was apparent. Inspection of the relevant images revealed that in each case a large fraction of the cells were expressing the re-localized phenotype in the absence of perturbation. Therefore, some re-localization phenotypes are character-
Figure 5: High degree of protein re-localization heterogeneity during replication stress. (a) The maximum penetrance (calculated as % of maximum localization change) for both HU and MMS are shown in the scatterplot. The distributions for maximum penetrance in each condition is shown on the respective plot axes as violin plots. The black line represents the median, and the large white rectangle represents the IQR (25th - 75th percentile). (b) Proteins were ordered by increasing maximum penetrance and binned into pentiles. Where bin Q represents proteins with the lower penetrance, and bin U represents the highest penetrant proteins. Protein localization rates were calculated for each time point in the study, with the maximum rate of localization, and the time at which the maximum rate is exhibited, is plotted for each bin. (c) The maximum penetrance of protein re-localization was plotted for proteins in each GO biological process indicated, for both MMS (orange) and HU (blue). (d) The coefficient of variation (CV) was calculated for each cellular LOC score for each protein during unperturbed conditions. Proteins that exhibit high CV, and thus high variation in localization responses, is indicated in orange region on the right of the histogram (CV > 40%). Representative images of those proteins (Mcm2-, Yox1-, and Cdc24-GFP) are shown below. (e) Scatterplot of maximum CV for each protein compared to protein abundance levels, as calculated in Ho et al, 2018. (f) The maximum penetrance of protein re-localization is plotted versus the maximum coefficient of variation for each protein in MMS conditions. (b) Representative images of proteins that exhibit varying degrees of variance and penetrance. High penetrance (% max > 50), low penetrance (% max < 50), high variance (CV > 40%) and low variance (CV < 10%).
ized by very strong prior variation in the untreated cells, reminiscent of ‘bet-hedging’ strategies where a fraction of a cell population pre-expresses a potentially desirable state. The high-variance-in-untreated group includes proteins whose localization is cell cycle regulated (Figure 5d; Mcm2, Yox1, Cdc24). Another protein in the high-variance-in-untreated group, Msn2, is known to show pulsatile behaviour (Dalal et al., 2014). The basis for extensive re-localization in the absence of perturbation for the remaining nine proteins remains to be defined.

Heterogeneity in gene expression often underlies phenotypic heterogeneity (Levy et al., 2012; Liu et al., 2019; Newman et al., 2006) and is, in part, attributed to fluctuations in the molecular compositions of individual cells due to stochastic partitioning of molecules between daughter cells. Since heterogeneity in such a model would be favoured by low protein abundance, we asked if there was a relationship between protein localization heterogeneity and protein abundance. Correlation plots of the maximum CV for each protein versus the abundance of each protein showed a substantial range of abundances for proteins with the most heterogeneous localization patterns (Figure 5e). We infer that heterogeneity in stress-induced protein re-localization is not principally driven by low protein abundance.

Finally, we measured the CV for the LOC scores for each protein during MMS stress and compared this measurement of heterogeneity to phenotypic penetrance (fraction of cells showing localization change) (Figure 5f). There is a general correlation between variation in localization and the extent of penetrance, suggesting that the most penetrant protein re-localization responses reflect localization states that are themselves highly variable. An example of high variation/high penetrance is Rad54 (Figure 5g) where most cells display re-localization, but the intensity and number of the protein locations (in this case nuclear foci) is highly variable. The reciprocal case, where both variation and penetrance are low reflects proteins where the fraction of cells that display re-localization is small, and the fluorescence intensity of the re-localization compartment is low, for example Dpb11 (Figure 5g). Nonetheless, we find that variation can be independent of penetrance (Figure 5g). The low variation group contains proteins with highly penetrant localization changes, for example Hac1, which re-localizes very uniformly to the nucleus. The high variation group contains proteins with low re-localization penetrance, like Msn1, where localization to the nucleus is highly variable from cell to cell and occurs in only small subset of cells. Overall, cells respond to replication stress with high variability at the level of proteome re-localization. The variable responses in subsets of the population and their influence on other phenotypes (e.g., cellular fitness to stress) for many of these proteins will be critical for a complete understanding of the cellular response to stress.

Population localization dynamics reflect the average of all component single-cell localization trajectories

Thus far, our measurements of cellular heterogeneity have been based on snap shots of different single cells within a population before and after replication stress conditions. This allowed us to determine the presence and magnitude of heterogeneity in a population of cells but failed to capture heterogeneity at the individual cell level over time. To this end, we measured the localization response of the same single cells over time in MMS conditions with greater time resolution by acquiring images every 7.5 minutes, and tracking each individual cell during the course of the experiment. Specifically, we collected time-lapse images of yeast cells in stationary phase grown in a CellClamper microfluidic system (Schmidt et al., 2018) for four hours unperturbed (acclimatization period) and then an additional four hours following MMS treatment. We chose to monitor Lsm1 and Lsm7 cytoplasmic focus formation since they showed high correlation in MMS (Figure 3e) and are part of the same macromolecular complex. We calculated the percent of cells within the population displaying Lsm7 foci using the same intensity distribution scheme described above. We found that Lsm7 makes foci in stationary phase, which eventually dissolve as the cells resume logarithmic growth, and then quickly re-form once again following the addition of MMS (Figure 6a). Since our microfluidic imaging platform permits single cell tracking over time, we can deconstruct population-based localization quantifications into single-cell components (see methods), following an individual cell’s protein re-localization response throughout the entire experiment (Figure 6b). It is immediately clear that there is substantial variation in cell localization dynamics. The time when Lsm7 re-localizes to foci is drastically different between cells, with some cells displaying almost instantaneous re-localization and some being delayed for up to 175 minutes. Of the 50 cells examined, 2 do not show any re-localization following MMS treatment, and 2 cells appear to show constant Lsm7 foci independent of treatment (Figure 6b). Similar observations were made with Lsm1 localization (Figure 6c, 6d), however an important difference noted was that Lsm7 shows a greater proportion of cells with a phenotype in untreated conditions, illustrating how heterogeneity can be protein specific even for members of the same complex. Perhaps more interesting was the presence of a small population of cells, for both Lsm1 and Lsm7, that did not show any evidence of localization throughout the entire treatment. The reason for this lack of response to replication stress is unclear, but the fitness and other cellular phenotypes of these cells is certainly of interest. Overall, we find that the extensive phenotypic variation we observe within the cellular population is the result of high variation among its single cell components.
The relation between gene expression, protein abundance, and phenotype differences have been observed before (Liu et al., 2019; Uphoff et al., 2016; Vincent and Uphoff, 2021) but the relation between protein expression level and protein subcellular localization dynamics is unclear. We asked if protein abundance could drive re-localization by measuring the abundance of Lsm7 and Lsm1 (total GFP intensity) in untreated conditions for each individual cell tracked over the entire time course, and related the protein abundance to protein localization kinetics. With Lsm7-GFP, there is no clear relationship between protein abundance and a cell’s re-localization dynamics (Figure 6e). This is in stark contrast to Lsm1-GFP, where cells with lower levels of Lsm1-GFP protein form cytoplasmic foci even at later times, whereas those cells with higher abundance make foci more quickly following stress (Figure 6f). Therefore, while protein abundance can contribute to protein localization phenotypes, we provide evidence that this can be protein specific, even for functionally related proteins complex members.

Discussion

The ability to measure subcellular proteomic changes has become increasingly important for a complete understanding of the cellular response to stress. Several studies have advanced image analysis pipelines to determine where proteins reside inside yeast cells (Almagro Armenteros et al., 2017; Chen et al., 2007b; Chong et al., 2015; Gryns et al., 2017; Kraus et al., 2017; Lu et al., 2018; Ouyang et al., 2019; Xiao et al., 2019). However, these techniques rely upon additional data sets, either to train machine learning models (Chong et al., 2015) or for systematic comparisons of proteins to explore localization similarity among data sets (Lu et al., 2018). While powerful, the applicability of these methods requires additional image information that might not be readily available. Here, we have designed a method that accurately quantifies protein-GFP localization changes in populations of cells compared to a control population and have applied this quantification pipeline to cells exposed to replication stress induced by MMS or HU. Although our quantification requires prior knowledge of the involved cellular compartments, it efficiently captures changes in proteome spatial dynamics. Impressively, our pixel intensity distribution change detection is suitable for use on images acquired from a variety sources. We demonstrated that our method detects protein localization changes in images acquired from similar high-throughput confocal platforms, and from drastically different widefield microscopic images. Our quantification method is a powerful tool that we used to study the temporal changes in the yeast proteome following DNA
replication stress.

**Replication stress results in diverse protein re-localization dynamics**

Previous studies of protein localization during replication stress conditions have provided a comprehensive view of the proteins that respond to replication stress (Chong et al., 2015; Dénervaud et al., 2013; Mazumder et al., 2013; Tkach et al., 2012). With this defined set of proteins, we performed high throughput confocal imaging and applied our computational quantification to 314 proteins. One key advantage of our study is that we compared protein re-localization events in HU and MMS, which both cause replication stress by different mechanisms, providing the opportunity to examine drug-specific responses in protein localization dynamics. We followed movement of 314 proteins and identified localization changes that had not been detected before. We find that a greater proportion of proteins (68%) re-localize in both HU and MMS than was previously thought (Tkach et al., 2012). However, when the kinetic patterns of localization change are discerned, considerable stress specificity is observed even for highly related stresses like HU and MMS. Thus, we present a concrete illustration of the importance of measuring stress responses over multiple treatment times.

In summary, we provide a method to capture changes in protein subcellular location following stress conditions, quantifying protein localization dynamics, and revealing the large phenotypic heterogeneity that is displayed during replication stress. Phenotypic heterogeneity is evident throughout evolution, but has been studied mainly at the level of mRNA expression and protein abundance. We extend the phenotypic heterogeneity space to include the complex molecular process of protein location and compartmentalization. Our work provides a framework to further explore the phenomena that contribute to protein localization heterogeneity, and to define the biological role of localization heterogeneity.

**Phenotypic heterogeneity contributes to the replication stress response**

It is widely accepted fact that genetically identical cells grown in the same culture exhibit remarkable cell-to-cell phenotypic differences. Cellular heterogeneity has been well documented at the level of gene expression and protein abundance, and a few genetic determinants have been identified in budding yeast. One of the first global analyses of protein abundance variation in an un-perturbed population of yeast cells identified functional enrichment among proteins whose abundance exhibited high or low variation (Newman et al., 2006). Proteins that were generally part of stress responses or have chromatin related functions (i.e. chromatin remodelling and transcription factor binding) had large variations in abundance measurements. Phenotypic diversity can have important functional consequences, particularly during stress conditions where subpopulations of cells may be better poised to respond to stress. Our data suggest that phenotypic diversity extends beyond gene expression and protein abundance and presents itself at the level of protein subcellular localization as well.

Extensive phenotypic heterogeneity was observed for protein localization in response to HU- and MMS-induced replication stress; numerous proteins had different localization penetrance between the two drug treatments. We showed that the response of a cell population to replication stress was the summation of all its component single-cell localization trajectories and, using Lsm1 and Lsm7 as examples, we demonstrated that individual single cells can exhibit high variability in localization dynamics (Figure 6b, d). Noteworthy was the observation that protein abundance influenced localization dynamics of Lsm1, but not of Lsm7, despite these two proteins being members of the exact same protein complex (Figure 6e, f). It has been shown previously that homologous recombination repair phenotypes seem to correlate with the expression level of genes that influence homologous recombination directly (measured by Rad52) or indirectly (measured with Rad27) (Liu et al., 2019). This may be true for several proteins, but as with the case for Lsm1 and Lsm7, the factors that influence cellular heterogeneity appear to be protein specific, given that protein abundance did not influence the localization dynamics of replication stress response proteins uniformly (Figures 5e, 6e, 6f).

In summary, we provide a method to capture changes in protein subcellular location following stress conditions, quantifying protein localization dynamics, and revealing the large phenotypic heterogeneity that is displayed during replication stress. Phenotypic heterogeneity is evident throughout evolution, but has been studied mainly at the level of mRNA expression and protein abundance. We extend the phenotypic heterogeneity space to include the complex molecular process of protein location and compartmentalization. Our work provides a framework to further explore the phenomena that contribute to protein localization heterogeneity, and to define the biological role of localization heterogeneity.
in cellular responses to stress.

Methods Details

Yeast Strains and Media

The 314 yeast strains with protein-GFP fusions used for the high-throughput confocal microscopic screen were derived from the yeast GFP collection. A SML1 null mutation was introduced into each of these GFP-tagged strains by performing Synthetic Genetic Array (SGA) with BY4741 as the query strain. These resulting strains were used for all high-throughput confocal microscopic screens. Yeast strains for all other experiments in this study are derivatives of BY4741. Standard yeast media and growth conditions were used for all experiments, unless indicated otherwise. Strains were constructed through genetic crosses and standard PCR-based disruption transformations.

High-Throughput (HTP) Confocal Microscopy

The 322 GFP-tagged strains were grown to mid-logarithmic phase in liquid low fluorescence media (LFM) (1.7g/L yeast nitrogenous base without ammonium sulfate, 1g/L monosodium glutamate, 0.02g/L uracil, 0.02g/L histidine, 0.1g/L leucine, 0.15g/L methionine) and imaged on a 384-well imaging plate (PerkinElmer 384 Cell Carrier Ultra, 6057300) in a high-throughput confocal microscope (PerkinElmer Opera High-Content Screening System) as previously described (Torres & Brown, 2015). Briefly, logarithmically-growing cells were added to the imaging plate to a density of OD600 = 0.02 and incubated at 30°C for 1 hour, without agitation, to allow cells to settle to the bottom of the wells. Cells were then treated with 200mM HU or 0.03% MMS and imaged at 7 timepoints over 4 hours (0, 30, 60, 90, 120, 180, and 240 minutes). The addition of drug to each column of the plate was staggered by 1 minute to compensate for the imaging time of the Opera microscope. For each time point, 4 fields in different regions of the well were imaged. Both GFP and RFP was imaged on the microscope with 800ms exposure.

Protein Localization Quantification from HTP Confocal Microscopy

Cells expressed a constitutively cytoplasmic tdTomato fluorophore, and whole cell image segmentation was conducted using CellProfiler based on tdTomato signal. Dead cells displaying high GFP fluorescence were removed from the analysis. An automated quantification scheme was developed using custom written Python scripts to acquire measurements of GFP pixel intensities for each individual cell from all obtained images. The pixel intensity distributions for each cell were normalized by the median GFP intensity measured for each respective cell.

First, for a given protein, the 95th percentile was determined from the pixel intensity distribution for each single cell (hereafter referred to as the localization, or LOC, value) in the untreated condition. The median (x) and median absolute distribution (MAD) was calculated for the LOC values among only the untreated population of cells for a given protein. These parameters were used to determine the threshold values for changes in protein localization. If a cell LOC value was greater than 2 MAD from the median (x + 2 MAD), the cell was considered to exhibit an increase in protein re-localization from the untreated condition. Conversely, if a cellular LOC value was less than 2 MAD from the median (x - 2 MAD), it was labeled as decreased localization from the untreated condition. Next, the LOC value was calculated for all cells among all proteins and across all 7 timepoints in our study. The percent of cells with a localization change compared to the untreated population of cells for the respective protein (either an increase or decrease) was calculated. Finally, we calculated a percent of maximum value (% max) to normalize the localization dynamics between proteins, which was the percent of cells at any timepoint divided by the maximum percentage at any given time point for that protein.

Clustering Analysis

Clustering by k-means was performed for both calculations of the percent of re-localization and the % max values, with the indicated number of k clusters. To determine an appropriate number of k clusters, the total within-cluster sum of squares was measured with increasing numbers of clusters. The number of clusters were determined suitable for k-means clustering analysis since increasing the number of clusters did not provide better modelling of the data, as determined by the elbow test (measuring total within variability), gap test, and cluster tree test.

Data Literature Data Collection and Comparisons Between Studies

We gathered three large data sets from published studies cataloguing global protein localization changes in stress conditions (Chong et al, 2015; Déneuraud et al, 2013; Breker et al, 2013). For analyses and visualization of the intersection of hits between these localization studies, only proteins in the literature studies that were also in our mini array of 314 genes were considered. Raw images from two of these studies (Chong et al, 2015; Déneuraud et al, 2013) were downloaded from their respective databases.

Gene Ontology (GO) Term and GeneMANIA Interaction Enrichment Analysis

GO Term Finder version 0.86 (https://www.yeastgenome.org/goTermFinder) was used to identify enriched function terms (default settings p-value < 0.1 with false discovery rate being calculated). The background set of genes was restricted
the 314 genes in our mini-array. The final background set consisted of 314 proteins.

Nuclear Ydr132c/Mrx16 Focus Formation Microscopy
For imaging performed on the Nikon Eclipse Ti-2 Inverted Microscope: cells expressing Ydr132c/Mrx16-GFP (in the indicated genetic backgrounds) were grown in liquid YPD at 30°C to mid-logarithmic phase (OD600 = 0.3 – 0.6). A 1mL aliquot of untreated cells was taken for imaging. The remainder of the culture was treated with 0.03% MMS for 180 min, after which another 1mL aliquot was taken for imaging the MMS-treated cells. Each aliquot of cells was centrifuged at 4000 rpm for 2 minutes. Cells were resuspended in 1mL SD-All media (6.7g/L yeast nitrogenous base with ammonium sulfate, 1X amino acids, 2% w/v glucose). Cells were centrifuged again, resuspended with 500uL SD-All, and 1.5uL was spotted onto a glass slide with a coverslip and imaged on the microscope using Micro-Manager Imaging Software. Images in GFP, RFP, and DIC channels were acquired for Ydr132c/Mrx16-GFP, protein-mCherry fusions, and cell morphology, respectively. The resulting images were visually inspected and quantified by counting number of cells with at least one Ydr132c/Mrx16-GFP focus.

For imaging performed in the PerkinElmer Opera Phenix: cells were grown in liquid SD-All at 30°C to mid-logarithmic phase (OD600 = 0.3 – 0.6), and 0.05 ODs were added to a 384-well imaging plate to a final volume of 90uL and incubated at 30°C to allow cells to settle to the bottom of the plate. After 1h, 10uL of 10X MMS or HU was added to the wells, and the plate was imaged for 4 hours every 15 minutes.

Microfluidic Time-Lapse Imaging and Analysis
We used the CellClamper Microfluidic Device for time-lapse fluorescence imaging of single cells tracked over time (Schmidt et al., 2018). The cleaning and set up of the CellClamper was performed as previously described. Cells were grown in liquid YPD at 30°C overnight, diluted to 5.0 x 108 cells/mL, and 0.67uL was added to the PDMS culture pad of the device. Liquid YPD media was delivered from a reservoir to cells by gravity flow. The cells were allowed to acclimatize and grow on the device for 4 hours, after which the reservoir was replaced with YPD + 0.03% MMS. Cells were allowed to grow in MMS for an additional 4 hours. Throughout the 8 hour time course, images were collected every 7.5 minutes using GFP, RFP, and cell differential interference contrast filter sets (Thor labs). Cell segmentation and tracking was performed using CellX software as previously described (Mayer et al., 2013). The resulting image masks outputted from CellX was used to identify the single cells that were tracked throughout the entire experiment. Using the same pixel intensity quantification scheme as described above, LOC values were calculated for each cell. The parameters for the CellX segmentation are provided on the online GitHub repository.

Quantification and Statistical Analysis
All statistical analysis, data manipulation, and data visualization was performed in Python (https://www.python.org/) and R (https://www.r-project.org). All the details of data analysis can be found in the Results and Materials and Method sections.

Data and Software Availability
Datasets are provided in the supplemental tables S1 through S7. The source code supporting the conclusions and data visualization of this article is available in the GitHub repository, at https://github.com/bqho/localizationQuantification. Complete raw image data available from the authors upon request.
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Figure S1: Intensity distribution changes can underestimate protein re-localization. Representative images of Rnr4-GFP re-localization from the nucleus (in untreated, UNT) to the cytoplasm (in HU) were acquired from the CYCLOPS database and are shown. White dotted outlines represent the whole cell. These images were scored by my intensity distribution change pipeline for the percent of cells with Rnr4-GFP in the nucleus, and were compared to the values calculated by Chong et al.

<table>
<thead>
<tr>
<th></th>
<th>Intensity distribution changes</th>
<th>Machine learning (Chong et al. 2015)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNT</td>
<td>27.1%</td>
<td>65.4%</td>
</tr>
<tr>
<td>HU</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

Figure S2: Proteins that re-localize in MMS and HU conditions exhibit stress-specific kinetics. (a) The Pearson correlation coefficient of the localization changes over time for each of the 186 proteins that re-localize in both MMS and HU conditions is plotted as a histogram. The blue and red shaded regions correspond to proteins with low (r < 0.5) and high (r>0.5) correlation coefficients. (b) The log2(fold-change) between the percent of cells with re-localization in MMS vs. HU conditions was calculated for the 186 proteins at which time point, and clustered into 4 groups by k-means algorithm. (c) The average log2(fold-change) among the proteins within each of these k-groups is plotted over time. Red and blue shaded regions of the plots represent greater or less than two-fold change in the percent of cells with re-localization.
Figure S3: Correlation of protein localization kinetics among protein complex members. (a) Correlation matrices for 11 protein complexes represented in our set of proteins analyzed as identified by Complex Portal, displaying the pairwise Pearson correlation coefficients for each protein member of the complex, in 200mM HU conditions. The distribution of all pairwise Pearson correlation coefficients between any two proteins, and the distribution of the average Pearson correlation coefficient for 1000 randomly generated protein complexes with the indicated number of proteins (X) taken from the proteins analyzed in this study.