


Figure S17. Headwise transformation weights projected into a two-dimensional space summarizing the language
network colored according to each head’s dependency prediction score for each classical linguistic dependency (cf. Fig.
6G). Dependency prediction scores reflect the classification accuracy of a cross-validated logistic regression model
trained to predict the occurrence of a given linguistic dependency at each TR from the 64-dimensional transformation
vector for a given attention head. The PCs are orthogonal and capture non-redundant structure in the transformation
weight matrix across the language network. Each PC can be projected back onto the cortical language network (Fig.
S14). Each point in a scatter plot corresponds to one of the 144 attention heads.
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Figure S18. Correspondence between headwise brain prediction and dependency prediction scores for all dependencies
(x-axis) and language ROIs (y-axis; cf. Fig. 6). Each point in a given scatter plot represents the dependency prediction
(x-axis) and brain prediction (y-axis) scores for each of the 144 heads. Brain prediction scores reflect cross-validated
encoding model performance evaluated in terms of the percent of a noise ceiling estimated using intersubject correlation.
Dependency prediction scores reflect the classification accuracy of a cross-validated logistic regression model trained to
predict the occurrence of a given linguistic dependency at each time point from the 64-dimensional transformation vector
for a given attention head.
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Comparison HG PostTemp AntTem
p

AngG MFG IFG IFGorb vmPFC dmPFC PMC

BERT transformations
vs BERT embeddings

0.6620 0.0567 0.6700 0.9140 0.7887 0.7322 0.1517 1.0000 0.1867 0.0660

BERT transformations
vs BERT transformation
magnitudes

0.0114 0.0057 0.0025 0.0017 0.7000 0.0250 0.0025 0.0071 0.0017 0.0533

BERT transformations
vs linguistic features

0.0017 0.0017 0.0025 0.0017 0.7000 0.0025 0.0025 0.0020 0.0017 0.0017

BERT transformations
vs GloVe embeddings

0.0017 0.0017 0.0500 0.0017 0.7887 0.0025 1.0000 0.0020 0.0171 0.0017

BERT embeddings vs
BERT transformation
magnitudes

0.0017 0.0017 0.0025 0.0017 1.0000 0.0025 0.0025 0.0020 0.0017 0.0425

BERT embeddings vs
linguistic features

0.0017 0.0017 0.0025 0.0017 0.7887 0.0025 0.0025 0.0020 0.0017 0.0017

BERT embedding vs
GloVe embeddings

0.0017 0.0017 0.0140 0.0017 0.7887 0.0140 0.2256 0.0020 0.0017 0.0017

BERT transformation
magnitudes vs
linguistic features

0.0017 0.0017 0.6089 0.8087 0.7000 0.7322 0.1986 0.1212 0.7500 0.0017

BERT transformation
magnitudes vs GloVe
embeddings

0.0175 0.0488 0.0267 0.4814 0.8678 0.8540 0.2256 1.0000 0.1375 0.0017

Linguistic features vs
GloVe embeddings

0.2633 0.0940 0.0663 0.8144 0.7000 0.6014 0.0200 0.0033 0.0017 0.0229

Table S1. Statistical significance of comparisons between BERT features (embeddings, transformations, transformation
magnitudes), static GloVe embeddings, and classical linguistic features at each language ROI. For each comparison,
two-tailed p-values reflect the statistical significance of the difference in encoding performance across subjects for a
given ROI (permutation test; FDR controlled at p < .05).
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ROI Embedding Entropy Transformation Entropy Difference p-value

PostTemp 1.2130171 0.68240984 5.126 0.00016667

AntTemp 0.967746731 0.3861663 6.664 0.00016667

AngG 0.635415239 0.38440445 2.635 0.0122

IFG 0.849934771 0.37969937 4.214 0.00342857

MFG 0.642895319 0.39010882 3.005 0.0122

IFGorb 0.710395586 0.3873914 3.356 0.0122

vmPFC 0.819666132 0.41612847 3.975 0.00016667

dmPFC 0.767067125 0.37410996 5.21 0.00016667

PMC 1.005453546 0.6119654 3.604 0.00016667

HG 1.067141906 0.51129539 4.432 0.00016667

Table S2. Mean entropy of the distribution of encoding performance across layers for embeddings and transformations at
each language ROIs. Statistical significance for the difference between entropy for embeddings and transformations was
evaluated by bootstrap resampling the differences (FDR controlled at p < .05).
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Part-of-speech Description Examples

PRON pronoun she, somebody, mine

VERB verb run, eating

NOUN noun girl, tree, air

DET determiner a, the, this

AUX auxiliary is, will, should

ADP adposition in, to,during

ADV adverb well, tomorrow, very

CCONJ coordinating conjunction and, or, but

ADJ adjective big, green, first

PART* particle ’s, not

PROPN proper noun Mary, John, London

SCONJ subordinating conjunction if, while

NUM numeral one, two, three

INTJ interjection psst, bravo

Table S3. Descriptions and examples of the parts-of-speech. Examples are excerpted from
https://universaldependencies.org/u/pos/. Phrasal verb particles, e.g. [give] in, are not included; they are tagged as ADP
or ADV.
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Dependency Description Example

amod adjectival modifier Sam eats [large]amod hot [dogs]head.

poss possessive nominal modifier [Marie]poss ’s [book]head

aux auxiliary He [should]aux [leave]head.

det determiner [Which]det [book]head do you prefer?

prt phrasal verb particle They [shut]head [down]prt the station.

nsubj nominal subject The [car]nsubj is [red]head.

pobj* object of preposition We went [to]head the grocery [store]pobj.

prep* preposition We [went]head [to]prep the grocery store.

advmod adverbial modifier [Genetically]advmod [modified]head food

dobj direct object She [gave]head me a [raise]dobj.

mark subordinate clause marker He says [that]mark you [like]head to swim.

ccomp clausal complement He [says]head that you [like]ccomp to swim.

Table S4. Descriptions and examples of the dependency relations in Figure 5. The labels are part of ClearNLP
dependency labels (https://github.com/clir/clearnlp-guidelines/blob/master/md/specifications/dependency_labels.md).
Examples are adapted from https://universaldependencies.org/u/dep/all.html. Note that poss, prt, and dobj in the table
correspond to nmod:poss, compound:prt, and obj in the universal dependencies, respectively; pobj and prep are not part
of the universal dependencies.
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Dependency “black” (~/534) “slumlord” (~/619)

prep 121 214

pobj 109 195

det 117 206

nsubj 245 392

amod 43 66

dobj 95 153

advmod 122 177

aux 99 150

poss 35 45

ccomp 46 61

mark 19 35

prt 13 29

Table S5. Number of TRs in which linguistic dependency occurs in the two story stimuli. The column headers indicate the
total number of TRs for that stimulus.
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