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Abstract

Macrophages show high plasticity and result in heterogenic subpopulations or polarized
states identified by specific cellular markers. These immune cells are typically
characterized as pro-inflammatory, or classically activated M1, and anti-inflammatory,
or alternatively activated M2. However, a more precise definition places them along a
spectrum of activation where they may exhibit a number of pro- or anti-inflammatory
roles. To gain a greater understanding of the mechanisms of the immune response from
macrophages and the balance between M1 and M2 activation, we utilized two different
modeling techniques, ordinary differential equation (ODE) modeling and agent-based
modeling (ABM), to simulate the spectrum of macrophage activation to general pro-
and anti-inflammatory stimuli on an individual and multi-cell level. The ODE model
includes two hallmark pro- and anti-inflammatory signaling pathways and the ABM
incorporates similar M1-M2 dynamics but in a spatio-temporal platform. Both models
link molecular signaling with cellular-level dynamics. We then performed simulations
with various initial conditions to replicate different experimental setups. Similar results
were observed in both models after tuning to a common calibrating experiment.
Comparing the two models’ results sheds light on the important features of each
modeling approach. When more data is available these features can be considered when
choosing techniques to best fit the needs of the modeler and application.

Introduction 1

Macrophage polarization refers to the approximate state of activation of a macrophage 2

responding to its environment. Macrophages show high plasticity and result in 3

heterogenic subpopulations or polarized states identified by specific cellular markers [1]. 4

Macrophage phenotypes may be largely classified as either pro-inflammatory or 5

pro-injurious, also called classical macrophage polarization, or they can reflect an 6

alternative activation profile, which has been considered as anti-inflammatory or 7

pro-repair [2–4]. Classically activated (M1) macrophages promote the development of 8

acute injury, whereas alternatively-activated macrophages (M2) may be involved in 9

limiting or resolving inflammation [1]. Macrophage polarization is highly involved in 10

physiological transitions from inflammation to tissue regeneration. A major field of 11

macrophage biology seeks to understand the mechanisms and pathways leading to 12

macrophage polarization. Macrophage polarization depends heavily on the tissue 13
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microenvironment and disease or injury state in which the cells are responding. 14

Computational models provide an avenue to examine the many variables leading to 15

macrophage polarization states. 16

The plasticity of macrophages has a significant impact on the overall ability of the 17

immune system to resolve the insult [5]. Several mathematical models have been 18

published that include macrophage polarization, including ODE models of subcellular 19

signaling and simplified M1/M2 activation. Maiti et al. [6] and Moya et al. [7] focused 20

on the subcellular signaling pathways of NF-κB/TNFα and STAT3/IL-10, respectively. 21

Frank et al. [8] and Zhao et al. [9] developed two-dimensional ODE models with M1 and 22

M2 activation as the state variables. Rex et al. [10] used a Boolean model to select genes 23

related to M1/M2 dynamics and developed an ODE modeling the dynamics of those 24

genes. Additionally, some modeling efforts of macrophage plasticity incorporate spatial 25

dynamics. Agent-based models that include M1/M2 phenotypes have been developed in 26

the context of tuberculosis Kirschner et al. [11] and Nickaeen et al. [12] developed a 27

PDE model of M1/M2 macrophages in response to high levels of IL4 or LPS/IFNγ. 28

In this work, we propose two models of the immune response to general inflammation 29

that build upon previous models to examine the spectrum of macrophage activation in 30

greater detail [3,13,14]. This model is an extension of work by Maiti et al. [6]; we added 31

details of the IL-10 pathway not yet included in Maiti et al. by adapting and extending 32

equations from Moya et al. [7], including both pro- and anti-inflammatory feedback 33

loops and their interactions. The model consists of ten macrophages, each of which has 34

a set of equations modeling its subcellular pathways. These ten macrophages are linked 35

by external TNFα and IL-10, which can be both introduced into the system at various 36

times and produced by the macrophages themselves. In our ABM, we incorporated pro- 37

and anti-inflammatory mediators, allowed for M1/M2 activation to occur on a spectrum, 38

and accounted for spatial dynamics. In this model, macrophages can become more 39

activated towards an M1 or M2 phenotype based on their local patch environment, and 40

perform a variety of roles depending on their activation levels. Both models account for 41

macrophage cell cycle using randomly generated lifespans for each macrophage. 42

Based on data from Maiti et al. [6], we calibrated the models to each other by 43

simulating a single macrophage with both pro- and anti-inflammatory stimuli. Through 44

this initial scenario, we found that modeling the SOCS regulatory feedback loop is 45

important in the definitive resolution of inflammation. We then simulated additional 46

scenarios highlighting the effects of incorporating cell lifespan, recruitment, and various 47

types of external stimuli and initial conditions. Comparison of these scenarios between 48

the ODE model and ABM revealed overall similar behavior of M1 and M2 activation 49

across two very different modeling approaches, suggesting that detailed subcellular 50

pathway modeling is not necessary to achieve complex interplay between M1 and M2 51

polarization. 52

In the following sections, we describe the models in detail, the calibrating 53

experiment, and the comparison of various simulated scenarios. 54

Methods 55

ODE subcellular macrophage model 56

Biological summary 57

There are several main interactions involved in cell signaling pathways that we include 58

in our model. First, extracellular signals such as TNFα and IL-10 bind to and unbind 59

from their receptors on the cell surface. Receptors transmit signals to other proteins 60

within the cell, which may become activated or phosphorylated [15]. These complexes 61

induce activation of transcription factors, proteins that are responsible for translocating 62
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to the nucleus, where they control the transcription of specific genes in the DNA into 63

mRNA. mRNA then undergoes translation in the cytosol, where the protein 64

corresponding to the gene is assembled according to the mRNA sequence [16]. We also 65

account for degradation of various components. We model this process using the law of 66

mass action unless otherwise specified. Details for these interactions are given in the 67

following sections. 68

TNFα triggers a signaling pathway that leads to activation of the transcription 69

factor NFκB and the subsequent shift to an M1 phenotype [17]. This results in the 70

production of additional TNFα and IL-10 as well as other proteins. Alternatively, IL-10 71

activates the transcription factor STAT3 through the Jak-STAT pathway, giving rise to 72

M2-type activation [18]. To capture the interactions between these pathways, we 73

developed an ODE model, adapted from Maiti et al. [6] that includes these hallmark 74

signaling pathways. This involves subcellular interactions between receptors and 75

proteins in the cytosol and nucleus of the macrophage. 76

The model by Maiti et al. [6] initiates their signaling cascade with LPS, a molecule 77

found in Gram-negative bacteria used to experimentally induce an immune response. 78

IKK, a protein whose role is to regulate phosphorylation of IκBα, is activated by both 79

LPS and TNFα. Since we model general lung inflammation rather than a bacterial 80

infection, we do not rely on activation of the M1 pathway by LPS; rather, we focus on 81

activation via TNFα. Maiti et al. [6] include production of IL-10 and STAT3; our model 82

extends this by including additional components of the Jak-STAT pathway and the 83

negative feedback loops required to resolve the immune response. In the following 84

sections, we note specifically which equations and terms are novel to our model. 85

LPS binds to its receptor, TLR4, which activates neutral IKK. IKK then 86

phosphorylates IκBα in the IκBα-NFκB complex, freeing NFκB to translocate to the 87

nucleus. In the absence of a stimulus, IκBα sequesters NFκB to prevent it from causing 88

the production of unnecessary proteins. Transcription factor NFκB initiates 89

transcription of TNFα, IL-10, A20, and IκBα mRNA, resulting in their translation and 90

protein production. As part of a negative feedback loop that prevents excessive 91

production of these proteins, A20 inactivates active IKK and IκBα sequesters unbound 92

NFκB. TNFα and IL-10 are secreted from the cell. 93

Extracellular TNFα binds to its receptor, activating neutral IKK. IL-10 also binds to 94

its receptor, and JAK and Tyk tyrosine kinases, whose main function is to activate 95

STAT3, bind to this complex as well. Without all of these components, STAT3 cannot 96

be phosphorylated and control transcription of key genes in the nucleus. The 97

IL-10-Jak-Tyk complex activates STAT3, which translocates to the nucleus and initiates 98

the production of IL-10, SOCS1, and SOCS3. Both SOCS1 and SOCS3 are part of 99

negative feedback loops that bring about resolution of both the M1 and M2 pathways. 100

SOCS3 inhibits transcription of TNFα mRNA and both SOCS1 and SOCS3 inhibit 101

activation of STAT3. IL-10 also inhibits activation of IKK. 102

Eqs (2) through (27) are from Maiti et al. [6] unless otherwise noted, and the model 103

variables we added are shown in Eqs (28) through (38). Fig 1 summarizes these 104

interactions, described in more detail in the equations. This schematic describes 105

interactions between receptors, transcription factors, and other proteins within the cell 106

in response to detection of extracellular signals on the cell surface. Table 1 lists the 107

parameters used in the model and their descriptions. Code for these equations can be 108

found in the supplement. 109

LPS 110

Maiti et al. began the model through initiation by LPS, a major component of bacteria 111

identified by the macrophage. LPS is represented as a constant input into the system, 112

shown in Eq (1). When LPS is detected by TLR4, its receptor, they form a complex 113
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Fig 1. Model schematic. Schematic of interactions within a macrophage and with
external stimuli LPS, TNFα, and IL-10. Dashed lines represent interactions that involve
movement between the cytosol and nucleus, dotted lines represent transcription
processes in the nucelus, and solid lines represent all other interactions. Red boxes
represent components that are primarily associated with the pro-inflammatory/M1
pathway and blue boxes with the anti-inflammatory/M2 pathway.

Parameter Description Value

1. atrans Rate at which A20 is translated by NFκB 11.338

2. ctf Maximum NFκB concentration in nucleus 0.114

3. ctfstat3 Maximum STAT3 concentration in nucleus 0.0669

4. eki Rate at which IκBα is imported outside nucleus 2.172×10−4

5. eni Rate at which IκBα-NFκB is exported outside nucleus 0.157

6. iki Rate at which IκBα is imported into nucleus 0.0155

7. il10max IL10/IL10R maximum concentration 5.523×10−5

8. iln Rate at which NFκB is imported into the nucleus 0.0021

9. kbal Component balance for TNFα and IL-10 0.0018

10. kikbatrans Rate at which IκBα is translated by NFκB 0.179

11. kdega20 Rate at which A20 decays 6.227×10−4

12. kdegikba Rate at which phosphorylated IκBα decays 2.232×10−4

13. kdegtnfa Rate at which extracellular TNFα is degraded 1.209×10−4

14. kf1 Rate at which LPS binds to its receptor 0.275

15. kf3 Rate at which TNFα binds to its receptor 0.040

16. kf4 Rate at which IκBα and NFκB associate 0.0023×10−4

17. kfi Rate at which IKK is activated 0.093

18. kilc Rate at which IL10cyto moves outside the cell 1.681×10−4

19. kiljb Rate at which JAK1 and Tyk2 are recruited to the IL10 complex 0.0078

20. kilju Rate at which JAK1 and Tyk2 unbind from the IL10 complex 0.0246

21. kilm Rate at which ILmRNA move from the nucleus to the cytosol 0.335

22. kilnf Rate at which IL10mRNA is transcribed by NFκB 0.234

23. kilrb Rate at which IL10ext binds to its receptor 0.0079

24. kilru Rate at which IL10ext unbinds from its receptor 4.225×10−4

25. kilsn Rate at which IL10mRNA is transcribed by STAT3 0.939

26. kin Inhibition by IL-10: max
(
1 − IL10/R

IL10/Rmax
, 0

)
Varies

27. kk1 Rate at which IKK is inactivated by A20 0.0335

28. kk3 Rate at which IKK associates with IκBα − NFκB 0.940

29. kr1 Rate at which LPS dissociates from its receptor 1.804×10−5

30. kr3 Rate at which TNFα dissociates from its receptor 0.0032

31. ks1 Rate at which SOCS1mRNA moves into the cytosol 1.0192

32. ks1st Rate at which SOCS1mRNA is transcribed by STAT3 1.970

33. ks3 Rate at which SOCS3mRNA moves into the cytosol 0.0047

34. ks3st Rate at which SOCS3mRNA is transcribed by STAT3 2.701

35. ksa Rate at which activated STAT3 moves into nucleus 5.227×10−5

36. ksec Rate at which TNFα is secreted from the cytosol outside the cell 1.694×10−4

37. ksni Rate at which activated STAT3 in the nucleus becomes deactivated 8.902×10−5

38. ksnicyto Rate at which inactivated STAT3 in the nucleus moves into the cytosol 0.0083

39. kstat Rate at which IL-10 complex activates STAT3 0.0094

40. ktnfatrans Rate at which TNFα is translated by NFκB 0.

41. kv Nuclear:cytoplasmic ratio (volume) 1.042

42. µa20m Decay rate of A20mrna 0.0114

43. µilc Decay rate of IL10cyto 0.0067

44. µile Decay rate of IL10ext 7.105×10−5

45. µilm Decay rate of IL10mRNA 0.0234

46. µs1c Decay rate of SOCS1cyto 3.591

47. µs1m Decay rate of SOCS1mRNA 0.139

48. µs3c Decay rate of SOCS3cyto 0.110

49. µs3m Decay rate of SOCS3mRNA 0.0717

50. µtnc Decay rate of TNFαcyto 0.0080

51. µtnm Decay rate of TNFαmrna 0.0125

52. p Transcription parameter 0.0371

53. sm Rate at which NFκB transcribes mRNA 0.237

54. SOCS3∞ Relative effectiveness of SOCS3cyto at inhibiting TNFα transcription 10.609

55. SOCS∞ Relative effectiveness of SOCS1cyto and SOCS3cyto at inhibiting activation of STAT3 21.933

56. ti3 Rate at which IKK/IκBα/NF -κB is broken down 3.515×10−6

Table 1. List of parameter estimates from preliminary fit for the subcellular pathways
model.

denoted LPS/TLR4, shown in Eqs (2) and (3). Components connected by a forward 114

slash, such as LPS/TLR4, represent a complex; otherwise, variables side by side are 115

multiplied together. We will use this convention in the equations described throughout 116

this section. 117
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dLPS

dt
=

Constant input︷︸︸︷
0 (1)

dTLR4

dt
=

LPS binds to receptor︷ ︸︸ ︷
−kf1LPS TLR4 +

LPS unbinds from receptor︷ ︸︸ ︷
kr1LPS/TLR4 (2)

dLPS/TLR4

dt
=

LPS binds to receptor︷ ︸︸ ︷
kf1LPS TLR4 −

LPS unbinds from receptor︷ ︸︸ ︷
kr1LPS/TLR4 (3)

IκBα kinase 118

IκBα kinase (IKK) is represented in three distinct states: neutral, active, and inactive,
shown in Eqs (4), (5), and (6), respectively. The binding of LPS and TNFα to their
respective receptors triggers the activation of neutral IKK, represented by the first term
in Eqs (4) and (5). As part of a negative feedback loop for the pro-inflammatory
response, IL-10 inhibits neutral IKK from activating. Maiti et al. describes this
inhibition in the first term of Eqs (5) and (5) through the parameter kin, where

kin = max

(
1− IL10/R

IL10/Rmax
, 0

)
.

Active IKK phosphorylates the IKK-IκBα-NFκB complex (second term in Eq (5)). 119

Phosphorylation causes the complex to break down, releasing a neutral form of IKK, 120

shown in the second term of Eq (4). Finally as part a negative feedback loop to prevent 121

an overactive pro-inflammatory response, the protein A20 inactivates active IKK, the 122

last term of Eq (5) and Eq (6). 123

dIKKn

dt
=−

IKK activation︷ ︸︸ ︷
kfikin(LPS/TLR4 + TNFα/R)IKKn +

Complex breaks down︷ ︸︸ ︷
ti3IKK/IκBα/NFκBcyto (4)

dIKKa

dt
=

IKK activation︷ ︸︸ ︷
kfikin(LPS/TLR4 + TNFα/R)IKKn −

IKK binds to Iκ Bα/NFκB︷ ︸︸ ︷
kk3kinIKKaIκBα/NFκBcyto

−
A20 deactivates IKK︷ ︸︸ ︷
kk1IKKaA20cyto (5)

dIKKi

dt
=

A20 deactivates IKK︷ ︸︸ ︷
kk1IKKaA20cyto (6)

IκBα 124

In a resting state, IκBα sequesters free NFκB by associating into a complex, shown in 125

the first term of Eq (7). This process also occurs in the nucleus, from which the 126

complex can move to the cytosol (second term of Eq (7)). Activated IKK 127

phosphorylates the complex, represented by the third term in Eq (7). The binding of 128

active IKK to IκBα-NFκB (first term of Eq (8)) causes all three components to 129

separate, modeled by the second term of Eq (8): NFκB is released, IκBα is degraded, 130

and IKK returns to a neutral state. 131
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dIκBα/NFκBcyto

dt
=

Association︷ ︸︸ ︷
kf4NFκBcytoIκBαcyto +

Moves outside nucleus︷ ︸︸ ︷
eniIκBα/NFκBnuclearkv

−

IKK binds to IκBα/NFκB︷ ︸︸ ︷
kk3kinIKKaIκBα/NFκBcyto (7)

dIKKa/IκBα/NFκBcyto

dt
=

IKK binds to IκBα/NFκB︷ ︸︸ ︷
kk3kinIKKaIκBα/NFκBcyto −

Complex breaks down︷ ︸︸ ︷
ti3IKK/IκBα/NFκBcyto

(8)

Eqs (9) through (12) show the various states of the inhibitory protein IκBα. NFκB 132

promotes the transcription of IκBα mRNA, shown in the first term of Eq (9). 133

Subsequent translation of the protein and decay of the mRNA are described in the first 134

term of Eq (10) and the second term of Eq (9), respectively. As previously described, 135

the second term of Eq (10) represents IκBα sequestering free NFκB in the cytosol. In a 136

resting cell, excess IκBα is distributed evenly between the cytosol and nucleus; thus, the 137

last two terms of Eq (10) show import and export of IκBα between the two 138

compartments [19]. The parameter kv accounts for the nuclear-cytoplasmic ratio to 139

account for the size of the cell’s cytoplasm in relation to its nucleus. The release of 140

NF-κB from the IκBα-NF-κB complex by active IKK results in the phosphorylation of 141

IκBα and its subsequent degradation, shown in the two terms of Eq (12). 142

dIκBαmrna

dt
=

Transcription via NFκB︷ ︸︸ ︷
smpNFκBnuclear

ctf +NFκBnuclear
−

Decay︷ ︸︸ ︷
µilmIκBαmrna (9)

dIκBαcyto

dt
=

Translation︷ ︸︸ ︷
kikbatransIκBαmrna −

Association︷ ︸︸ ︷
kf4NFκBcytoIκBαcyto

−
Import to nucleus︷ ︸︸ ︷
ikiIκBαcyto +

Export from nucleus︷ ︸︸ ︷
ekiIκBαnuclearkv (10)

dIκBαnuclear

dt
= −

Association︷ ︸︸ ︷
kf4NFκBnuclearIκBαnuclear +

Import to nucleus︷ ︸︸ ︷
iki
kv

IκBαcyto −
Export from nucleus︷ ︸︸ ︷
ekiIκBαnuclear

(11)

dIκBαphospho

dt
=

IKK releases NFκB︷ ︸︸ ︷
ti3IKKa/IκBα/NFκBcyto −

Decay︷ ︸︸ ︷
kdegikbaIκBαphospho (12)

NFκB 143

The protein NFκB is released from the complex (first term of Eq (13)) and translocates 144

to the nucleus, represented by the second term of Eq (13) [19]. NFκB activates the 145

transcription of several genes, including TNFα and IL-10, A20, and IκBα. IκBα 146

sequesters nuclear NFκB (last term in Eq (14) and first term in Eq (15)) before the 147

complex moves back into the cytosol, shown in the last term of Eq (15). 148
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dNFκBcyto

dt
=

IKK releases NFκB︷ ︸︸ ︷
ti3IKKa/IκBα/NFκBcyto −

Moves to nucleus︷ ︸︸ ︷
ilnkinNFκBcyto

−
IκBα sequesters NFκB︷ ︸︸ ︷

kf4NFκBcyto IκBαcyto (13)

dNFκBnuclear

dt
=

Moves to nucleus︷ ︸︸ ︷
ilnkinNFκBcyto

kv
−

IκBα sequesters NFκB︷ ︸︸ ︷
kf4NFκBnuclearIκBαnuclear (14)

dIκBα/NFκBnuclear

dt
=

IκBα sequesters NFκB︷ ︸︸ ︷
kf4NFκBnuclearIκBαnuclear −

Moves outside nucleus︷ ︸︸ ︷
eniIκBα/NFκBnuclear (15)

TNFα 149

One of the main targets of gene expression of NFκB is the pro-inflammatory cytokine 150

TNFα. The first term of Eq (16) represents transcription of mRNA. There is evidence 151

that Suppressor of Cytokine Signaling 3 (SOCS3), discussed in further detail below, 152

plays a role in regulating the pro-inflammatory response by inhibiting TNFα mRNA 153

and protein production, although the exact mechanisms by which this occurs is still 154

unclear [20,21]. We included a multiplier, not in the original equation by Maiti et al., in 155

this first term to represent inhibition of mRNA production by SOCS3. After 156

transcription and translation, TNFα is secreted from the cell (first two terms of Eq 157

(17)). The parameter kbal represents a component balance for TNFα as it moves from 158

the cytosol to the supernatant. 159

Extracellular TNFα binds to its receptor on the cell surface, represented by the 160

second term in Eq (18). In some cases the cytokine unbinds from its receptor, accounted 161

for by the second term in Eq (18). Once inside the cell, either after binding to its 162

receptor or being translocated from the nucleus, TNFα performs several important roles. 163

Shown in the first term of Eq (4), TNFα bound to its receptor upregulates activation of 164

IKK, which then precipitates further NFκB transcription. 165

dTNFαmrna

dt
=

Transcription via NFκB︷ ︸︸ ︷
smp NFκBnuclear

ctf +NFκBnuclear

Inhibition by SOCS3︷ ︸︸ ︷(
1

1 +
(SOCS3cyto

SOCS3∞

)2
)
−

Decay︷ ︸︸ ︷
µtnmTNFαmrna (16)

dTNFαcyto

dt
=

Translation︷ ︸︸ ︷
ktnfatransTNFαmrna −

Secreted from cell︷ ︸︸ ︷
ksecTNFαcyto −

Decay︷ ︸︸ ︷
µtncTNFαcyto (17)

dTNFαext

dt
=

Secreted from cell︷ ︸︸ ︷
kseckbalTNFαcyto −

TNFα binds to receptor︷ ︸︸ ︷
kf3TNFαextTNFαR+

TNFα unbinds
from receptor︷ ︸︸ ︷
kr3TNFα/R

−
Decay︷ ︸︸ ︷

kdegtnfaTNFαext (18)

dTNFαR

dt
=−

TNFα binds to receptor︷ ︸︸ ︷
kf3TNFαextTNFαR+

TNFα unbinds
from receptor︷ ︸︸ ︷
kr3TNFα/R (19)

dTNFα/R

dt
=

TNFα binds to receptor︷ ︸︸ ︷
kf3TNFαextTNFαR−

TNFα unbinds
from receptor︷ ︸︸ ︷
kr3TNFα/R (20)
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A20 166

As mentioned previously, A20 is another NFκB-responsive gene responsible for 167

deactivating IKK, which blocks NFκB translocation to the nucleus. Eq (21) shows 168

transcription and subsequent degradation of A20 mRNA. Eq (22) shows translation of 169

the protein in the cytosol, and A20 decays at rate kdega20, second term in Eq (22). 170

dA20mrna

dt
=

Transcription via NFκB︷ ︸︸ ︷
sm p NFκBnuclear

ctf +NFκBnuclear
−

Degradation︷ ︸︸ ︷
µa20mA20mrna (21)

dA20cyto
dt

=

Translation︷ ︸︸ ︷
atransA20mrna −

Decay︷ ︸︸ ︷
kdega20A20cyto (22)

IL-10 171

A hallmark of the anti-inflammatory response is the cytokine IL-10. Its gene is a target 172

of NFκB transcription and is involved in the regulation of the pro-inflammatory 173

response. Some events related to IL-10 production and function are included in the 174

model by Maiti et al. [6], but we expand the model to include a fuller view of the role of 175

IL-10 and an important pathway it activates. 176

Extracellular IL-10 can bind to and unbind from its receptor IL-10R, as modeled by 177

the first two terms in Eq (23) [7]. For simplicity, we assume the total number of 178

receptors is conserved. The first term in Eq (25) describes upregulation of the IL-10 179

gene by transcription factors NFκB and STAT3. Maiti et al. include the constants 0.4 180

and 0.6 such that NFκB is responsible for 40% of the transcription rate and STAT3 is 181

responsible for the other 60%. The nonlinear terms represent maximum possible rates of 182

IL-10 transcription, since space in the nucleus is limited. IL-10 is translated from its 183

mRNA and secreted from the cell (first two terms of Eq (26)). The third term in Eq 184

(23) includes a component balance kbal between the cytosol and supernatant. Baseline 185

degradation rates for extra- and intracellular IL-10 and IL-10 mRNA is included in Eqs 186

(23), (26), and (25), respectively. 187

dIL10ext
dt

=−
Binds to receptor︷ ︸︸ ︷

kilrbIL10extIL10R+

Unbinds from receptor︷ ︸︸ ︷
kilruIL10/R +

Moves outside cell︷ ︸︸ ︷
kilckbalIL10cyto

−
Decay︷ ︸︸ ︷

µileIL10ext (23)

dIL10R

dt
= −

IL-10 binds to receptor︷ ︸︸ ︷
kilrbIL10extIL10R+

IL-10 unbinds
from receptor︷ ︸︸ ︷
kilruIL10/R (24)

dIL10mRNA

dt
=

Gene transcription︷ ︸︸ ︷
0.4kilnfp

NFκB

ctf +NFκB
+ 0.6kilsnp

STAT3n
ctfstat3 + STAT3n

−
Decay︷ ︸︸ ︷

µilmIL10mRNA

(25)

dIL10cyto
dt

=

Translation︷ ︸︸ ︷
kilmIL10mRNA −

Moves outside cell︷ ︸︸ ︷
kilcIL10cyto −

Decay︷ ︸︸ ︷
µilcIL10cyto (26)

JAK-STAT signaling 188

Aside from inhibitory functions, IL-10 signaling initiates the JAK-STAT signaling 189

pathway, a primary mechanism through which the immune response mediates 190
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inflammation [22]. The protein tyrosine kinases JAK1 and Tyk2 are recruited to the 191

IL-10/IL-10 receptor complex, shown in the third term of Eq (27). This creates a new 192

complex, IL10/R/JAK1/Tyk2, Eq (30) [23]. The second term accounts for the 193

possibility that the complex may break apart. JAK1 (Eq (28)) and Tyk2 (Eq (29)) 194

concentrations are conserved, assuming enzyme-type dynamics. In light of the many 195

components involved in creating this complex, we explored incorporating the various 196

combinations of the binding steps, such as the individual receptor components, each of 197

which bind to a specific tyrosine kinase. In the end, we decided to model the 198

recruitment of JAK1 and Tyk2 to the IL-10/IL-10 receptor complex as one step; this 199

still captures the appropriate dynamics without adding more parameters and equations. 200

The last two terms of Eq (27) and all of Eqs (28) through (30) are our additions to the 201

original model by Maiti et al., with terms representing activation of STAT3 through the 202

Jak-STAT pathway adapted from Moya et al. [7]. 203

dIL10/R

dt
=

IL-10 binds to receptor︷ ︸︸ ︷
kilrbIL10extIL10R−

IL-10 unbinds
from receptor︷ ︸︸ ︷
kilruIL10/R

−

Recruitment of JAK1 and Tyk2︷ ︸︸ ︷
kiljbIL10/R JAK1 Tyk2 +

Dissociation of JAK1 and Tyk2︷ ︸︸ ︷
kiljuIL10/R/JAK1/Tyk2

(27)

dJAK1

dt
=−

Recruitment of JAK1 and Tyk2︷ ︸︸ ︷
kiljbIL10/R JAK1 Tyk2 +

Dissociation of JAK1 and Tyk2︷ ︸︸ ︷
kiljuIL10/R/JAK1/Tyk2

(28)

dTyk2

dt
=−

Recruitment of JAK1 and Tyk2︷ ︸︸ ︷
kiljbIL10/R JAK1 Tyk2 +

Dissociation of JAK1 and Tyk2︷ ︸︸ ︷
kiljuIL10/R/JAK1/Tyk2

(29)

dIL10/R/JAK1/Tyk2

dt
=

Recruitment of JAK1 and Tyk2︷ ︸︸ ︷
kiljbIL10/R JAK1 Tyk2 −

Dissociation of JAK1 and Tyk2)︷ ︸︸ ︷
kiljuIL10/R/JAK1/Tyk2

(30)

The IL-10/IL-10 receptor/JAK1/Tyk2 complex serves as a temporary docking 204

station for inactive Signal Transducer and Activator of Transcription 3 (STAT3) [24]. 205

Upon recruitment to the complex, STAT3 is activated and undergoes homodimerization, 206

shown in the first term of Eq (31). Maiti et al. modeled the recruitment and activation 207

of STAT3 through binding of STAT3 to the IL-10/IL-10R complex without Jak1 and 208

Tyk2. We also included a multiplier representing inhibition by Suppressors of Cytokine 209

Signaling 1 and 3 (SOCS1 and SOCS3), two IL-10 responsive genes as well as the 210

second term of Eq (33) and Eq (34) which allow for the conservation of STAT3 in the 211

model. SOCS1 inhibits JAK1 function by binding its SH2 domain to JAK1, preventing 212

STAT3 from docking to the IL-10 complex. SOCS3 performs a similar role but docks to 213

the receptor; since we do not model at the level of detail of specific binding locations, 214

we model this inhibition as having the same result, which is preventing STAT3 from 215

activating [25–27]. 216

STAT3 translocates to the nucleus (second term of Eq (32)) and controls 217

transcription of several IL-10 responsive genes. The main inhibitor of STAT3 function is 218

PIAS3. The protein binds to activated STAT3, preventing further transcription [28]. 219

We model this by including a deactivation term with rate ksni, shown in the second 220

term of Eq (33). Assuming enyzme-type dynamics for all states of STAT3, the 221

transcription factor is conserved, and deactivated nuclear STAT3 returns to the cytosol 222
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in the last term of Eq (34). 223

dSTAT3i
dt

=−

STAT3 activation︷ ︸︸ ︷
2kstatIL10/R/JAK1/Tyk2 STAT32i

Inhibition by SOCS1/3︷ ︸︸ ︷(
1

1 +
(SOCS1cyto+SOCS3cyto

SOCS∞

)2
)

+

Moves to cytosol︷ ︸︸ ︷
ksnicytoSTAT3ni (31)

dSTAT3a
dt

=

STAT3 activation︷ ︸︸ ︷
kstatIL10/R/JAK1/Tyk2 STAT32i

Inhibition by SOCS1/3︷ ︸︸ ︷(
1

1 +
(SOCS1cyto+SOCS3cyto

SOCS∞

)2
)

−
Moves to nucleus︷ ︸︸ ︷
ksaSTAT3a (32)

dSTAT3n
dt

=

Moves to nucleus︷ ︸︸ ︷
ksaSTAT3a −

Deactivation︷ ︸︸ ︷
ksniSTAT3n (33)

dSTAT3ni
dt

=

Deactivation︷ ︸︸ ︷
ksniSTAT3n −

Moves to cytosol︷ ︸︸ ︷
ksnicytoSTAT3ni (34)

SOCS 224

The inclusion of SOCS, represented in Eqs (35) through (38), is also novel to our model 225

as compared to that by Maiti et al. Suppressors of Cytokine Signaling 1 and 3 (SOCS1, 226

SOCS3) are upregulated via STAT3 transcription and translation, first two terms of Eqs 227

(35) and (36), respectively [18,29]. The last terms of these two equations represent 228

natural degradation of the mRNA. 229

dSOCS1mRNA

dt
=

Gene transcription︷ ︸︸ ︷
ks1stSTAT3n −

Translation︷ ︸︸ ︷
ks1SOCS1mRNA −

Decay︷ ︸︸ ︷
µs1mSOCS1mRNA (35)

dSOCS3mRNA

dt
=

Gene transcription︷ ︸︸ ︷
ks3stSTAT3n −

Translation︷ ︸︸ ︷
ks3SOCS3mRNA −

Decay︷ ︸︸ ︷
µs3mSOCS3mRNA (36)

dSOCS1cyto
dt

=

Translation︷ ︸︸ ︷
ks1SOCS1mRNA −

Decay︷ ︸︸ ︷
µs1cSOCS1cyto (37)

dSOCS3cyto
dt

=

Translation︷ ︸︸ ︷
ks3SOCS3mRNA −

Decay︷ ︸︸ ︷
µs3cSOCS3cyto (38)

We used this model that includes both pro- and anti-inflammatory signaling 230

pathways to provide a fuller picture of the spectrum of activation that can occur within 231

a macrophage. In the following pages, we discuss how this model was implemented and 232

compared to the ABM. 233

Parameters & initial conditions for ODE model 234

We used data from Maiti et al. [6] to obtain initial parameter values as a starting point. 235

This was not a complete parameter estimation (calculating sensitivities, etc.), but rather 236

a first step in obtaining parameter values and initial conditions that produce dynamics 237

that are roughly expected and have the correct scales. The data provided by the authors 238
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Fig 2. Cellular and subcellular scales in the model are linked by
extracellular signals. A representation of the multiple macrophages ODE model, in
which each macrophage is a compartment with its own set of subcellular signaling
pathways, and all ten macrophages share external stimuli LPS, TNFα, and IL-10.

Fig 3. Flow chart for ABM rules. Description of steps in ABM for each iteration of
the simulation.

was processed data and did not align exactly with our model variables, so we used their 239

parameters as a starting point and adjusted to get similar fits to their dynamics. 240

Since the model simulations by Maiti et al. [6] were initialized with LPS, once the 241

final parameter set was obtained the model was run for 1,000 hours with no LPS using 242

the code provided in the supplement. The ending values of these simulations for each 243

variable were determined to be the baseline initial conditions, representing a state of no 244

macrophage activation. 245

Modeling multiple macrophages 246

The equations described in the section above represent the pathways in a single 247

macrophage. To model recruitment and cell lifespan, we extended the model to 248

represent ten identical macrophages. These macrophages share the same extracellular 249

components: LPS, IL-10, and TNFα. Figure 2 shows a visualization of this 250

compartmental model. Furthermore, each macrophage is randomly assigned a lifespan, 251

12± 3 hours. At the end of each cell’s lifespan, the variables in the signaling pathway 252

are returned to a naive state to represent the recruitment of a naive cell. 253

Our aim in constructing a model of multiple macrophages was to examine how 254

macrophages in close proximity behave in response to extracellular stimuli while still 255

utilizing the ODE structure. Resulting dynamics of variables that exist in each model 256

can be viewed separately or averaged together to obtain the average behavior across all 257

macrophages. 258

Agent-based M1/M2 model 259

Our ABM tracks pro- and anti-inflammatory mediators (PIM and AIM, respectively), 260

M0, M1, and M2 macrophages, and SOCS on a 40-by-40 grid, implemented using 261

object-oriented programming in MATLAB (code provided in the supplement). 262

Macrophages are mobile agents with M1/M2 activation and SOCS levels as associated 263

attributes. Each macrophage may take up one patch, and pro- and anti-inflammatory 264

mediators are measured by amount on each patch, diffusing across the grid over time. 265

We do not specifically model particular cytokines, but rather the general levels of pro- 266

and anti-inflammatory mediators. The model can be initialized with varying levels of 267

any of these components and simulated to obtain the resulting dynamics. The model 268

performs a series of steps to recruit macrophages, determine M1/M2 activation, and 269

produce and inhibit pro- and anti-inflammatory mediators and SOCS. Each macrophage 270

has levels of M1 and M2 activation, where 0 ≤ M1+M2 ≤ 1, and these activation levels 271

are updated based on the surrounding levels of pro- and anti-inflammatory mediators. 272

Figure 3 summarizes the steps taken during every iteration of the simulation, where 273

each iteration represents 20 minutes. These steps are based on the same interactions 274

described in the ODE model. 275
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Calibrating experiment and scenarios 276

To compare the models to each other, we implemented the same scenario, which we 277

called a “calibrating experiment,” in each model and tuned the ABM results so that 278

PIM & AIM and M1 & M2 activation results were similar to their corresponding 279

components in the ODE model, since the ODE model parameters were already set (see 280

section describing ODE model parameters for process). These ODE model components 281

were extracellular TNFα & IL-10 and TNFα mRNA & IL-10 mRNA, respectively. We 282

chose M1 and M2 activation to be represented by TNFα and IL-10 mRNA, respectively, 283

since mRNA is produced via downstream signaling initiated by the surrounding 284

environment and also results in specific proteins that are secreted from the cell. Thus, 285

mRNA associated with the cell’s phenotype both reflects and drives macrophage 286

polarization. 287

Tuning parameters so that the ABM and ODE model returned similar dynamics in 288

the calibrating experiment allowed us to obtain similar behavior at baseline and 289

compare the results of more complicated experiments. We chose this scenario to be a 290

single macrophage with a high pro-inflammatory stimulus and without cell death. In 291

the ODEs, initial conditions were established such that all variables are at baseline 292

levels, to represent an M0 macrophage. TNFα, the variable representing a 293

pro-inflammatory stimulus in the ODE model, was set to 10 pg/mL, consistent with 294

experimental methods [30]. 295

For a naive macrophage in the ABM, we used a 3-by-3 grid so that the cell could 296

move but interact only with the mediators in its immediate proximity. A naive 297

macrophage in this model is defined as having activation M1 +M2 < 0.25; M1 and M2 298

activation were randomly chosen with bounds that satisfy this condition. 299

Pro-inflammatory mediators do not have specific units but after exploratory simulations, 300

we considered a concentration of 30 in the center space of the grid to be sufficient to 301

mount an inflammatory response. ABM parameters were tuned manually to match the 302

dynamics observed in the ODE. 303

Through simulating the calibrating experiment and scenarios, described below, we 304

found that receptor-bound TNFα and IL-10 in the ODE model played an important role 305

in the resulting dynamics. Many modelers do not model changes in cytokine levels due 306

to binding to receptors, assuming this amount is negligible. However, we found that this 307

is not the case in our ODE model, and explicitly modeling receptors makes a difference 308

in dynamics. Receptors were not explicitly modeled in the ABM; macrophage activation 309

is based solely on the surrounding PIM and AIM. This can create a disparity in the 310

amount of PIM and AIM that are compared between the two models. In Figures 4 and 311

5 and in our results, we showed two cases of the ODE model: when only extracellular 312

TNFα and IL-10 are considered, and when both extracellular and receptor-bound 313

TNFα and IL-10 are considered. We also discussed differences between these two cases. 314

In the calibrating experiment, we set the ODE and ABM parameters and initial 315

conditions such that a single macrophage would exhibit similar M1 and M2 behavior 316

when initialized with PIM (process described in Methods section). Figure 4 shows the 317

results of this simulation. All transients are normalized for comparison because the units 318

in the models vary. To do this, we scaled each transient by its maximum. The results of 319

the ABM in Figure 4 is the result of 50 simulations; on the other hand, the ODE model 320

with a single macrophage is deterministic and thus only one simulation is necessary. 321

M2 activation occurs slightly earlier in the ABM than in the ODE, but we concluded 322

that the results were similar enough to proceed with comparisons. Adding 323

receptor-bound TNFα and IL-10 to their extracellular counterparts did not make a 324

significant difference in the results. We also considered the magnitudes of M1 and M2 325

activation in relation to each other, shown in Figure 5. M1 and M2 activation in the 326

ABM are, by definition, bound between 0 and 1. To compare with the ABM, we scaled 327
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Fig 4. Results for calibrating experiment show good agreement between
models. Calibrating experiment: single macrophage activated by a pro-inflammatory
stimulus. ABM and ODE results are shown on the same plots for comparison. All
transients are scaled by their maximums. Dotted lines represent extracellular TNFα or
IL-10 with receptor-bound TNFα or IL-10, respectively. (a) M1 activation, (b) M2
activation, (c) pro-inflammatory mediators, (d) anti-inflammatory mediators.

Fig 5. Results for M1 activation relative to M2 activation show good
agreement between models. Calibrating experiment: M1 and M2 activation
resulting from the calibrating experiment. ODE results are scaled by the maximum M1
activation to compare to activation in the ABM, which is bound by 0 and 1.

TNFα and IL-10 mRNA in the ODE by the maximum of TNFα. Peak M2 activation in 328

both the ABM and ODE are about half the peak M1 activation. This shows important 329

dynamics observed in both models, which illustrates the strength of the calibration. 330

Once the parameters were set and the calibrating experiment was simulated, we 331

changed the initial conditions to represent six additional scenarios, which will be 332

described in greater detail below. First, we used the same single-macrophage model as 333

described above but with an anti-inflammatory stimulus. Then, using the 40-by-40 grid 334

for the ABM and ten-macrophage model for the ODE, we incorporated 335

recruitment/turnover and cell lifespan. For these larger models, we simulated the 336

following scenarios, the results of which will be discussed in the following section: 337

1. Naive macrophages with large pro-inflammatory stimulus 338

2. Naive macrophages with large anti-inflammatory stimulus 339

3. M1 macrophages with anti-inflammatory stimulus 340

4. Half M1, half M2 macrophages 341

5. Pro-inflammatory stimulus, wash at hour 12, then anti-inflammatory stimulus 342

Sensitivity analysis 343

We performed a one-at-a-time sensitivity analysis (SA) on both the ABM and ODE 344

models to identify the key parameters that drive macrophage activation and expression 345

of pro- and anti-inflammatory mediators. Using the single-macrophage calibrating 346

experiment, we perturbed each parameter (except for those related to lifespan) for both 347

models by 10% above or below the original value and calculated the percent change for 348

key variables and multiple time points. Parameters and their original values are shown 349

in Tables 1 and 2 for the ODE model and ABM, respectively. 350

In this work, we are most interested in M1/M2 activation and pro- and 351

anti-inflammatory mediators; thus, we track results for the corresponding model 352

variables. Since lifespan is not considered, TNFα-induced dynamics persist for the four 353

variables for about 1000 hours (see Figure 4). Thus, we obtained SA results for the 354

following time points: 50, 100, 250, 500, 750, and 1000 hours. 355

Results 356

We simulated equivalent scenarios in an ODE model and an agent-based model of 357

M1/M2 activation in response to general inflammatory stimuli. In this section we 358

compare the results of the two models to shed light on the benefits of each model type 359
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Parameter Description

ImmuneProInflammatoryRate Rate at which M1s produce PIM
ImmuneAntiInflammatoryRate Rate at which M2s produce AIM
ImmuneM1AntiInflammatoryRate Rate at which M1s produce AIM
ProInflammatoryDecayRate Rate at which PIM decay
AntiInflammatoryDecayRate Rate at which AIM decay
SOCSDecayRate Rate at which SOCS decay
PIMNegativeFeedbackRate Rate at which M1 activation decays
AIMNegativeFeedbackRate Rate at which M2 activation decays
RecruitmentMMTerm Regulates effectiveness of macrophage re-

cruitment by PIM & AIM
AIMRecruitScale Rate at which AIM recruit macrophages
PIMActivationScale Regulates effectiveness of M1 activation of

newly recruited cells by PIM
AIMActivationScale Regulates effectiveness of M2 activation of

newly recruited cells by AIM
AIMInfinity Regulates effectiveness of AIM in inhibiting

M1 activation of newly recruited cells by
PIM

M1ActivationRate Rate at which M1 activation is increased
by PIM

M1ActHillParameter Regulates effectiveness of increasing M1 ac-
tivation via PIM

M2ActScalar Rate at which M2 activation is increased
by AIM

M2ActHillParameter Regulates effectiveness of increasing M2 ac-
tivation via AIM

M1AIMInfinity Regulates effectiveness of AIM in inhibiting
M1 activation of local cells by PIM

M1DecreaseViaAIM Rate at which M1 activation is decreased
by AIM

M1DecreaseViaAIMHill Regulates effectiveness of decreasing M1
activation by AIM

SOCSProductionRate Rate at which AIM produce SOCS
AIMSOCSHill Regulates effectiveness of SOCS production

by AIM
M1SOCSInfinity Regulates effectiveness of inhibiting M1 ac-

tivation by SOCS
M2SOCSInfinity Regulates effectiveness of inhibiting M2 ac-

tivation by SOCS
AIMSOCSInfinity Regulates effectiveness of inhibiting M2 pro-

duction of AIM production by SOCS

Table 2. ABM parameters and descriptions.
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and, in particular, examine whether the incorporation of a spatial component through 360

an ABM or the incorporation of hallmark signaling pathways through an ODE improve 361

the value of the models in understanding immune system dynamics. All results shown 362

are the average of 50 simulations except the single-macrophage simulations, which is 363

deterministic since age is not a factor. Code is provided in the supplement. 364

Scenario 1: Macrophage with anti-inflammatory stimulus 365

For the first scenario, we used the same structure of a single macrophage as in the 366

calibrating experiment. Instead of a pro-inflammatory stimulus, we used an 367

anti-inflammatory stimulus. Figure 6 shows the results of this simulation. AIM and M2 368

activation behave roughly the same; in the ABM, M2 activation decreases slightly 369

slower than in the ODE. For the ABM, in both the calibrating experiment and this 370

scenario, there is a slight increase in AIM later in time. This may be due to the small 371

amount of SOCS left at this time, allowing AIM to increase slightly before decaying 372

completely due to decreasing M2 activation. Including receptor-bound mediators in the 373

ODE reveals a slower decrease in AIM over time but overall similar behavior to the 374

ABM. A small increase in M1 activation and PIM also occurs later in time in the ODE 375

model; this is due to trace amounts of NFκB in the baseline levels of the cell that result 376

in a small amount of TNFα production downstream. Additionally, we noted that 377

simulating a single macrophage in the ABM shows consistent results for each of the 50 378

simulations, since the shaded regions around the curves, representing standard 379

deviation, are very small or nearly zero. 380

Fig 6. Scenario 1: Simulation of single response to an anti-inflammatory
stimulus. All transients are scaled individually by their maximums. (a) M1 activation,
(b) M2 activation, (c) PIM, (d) AIM.

Figure 6(c) shows that some PIM is produced in the ABM due to a small percentage 381

of M1 activation existing in the naive macrophages (see Figure 3 to see how naive 382

macrophages are defined), but both models show a decrease to zero in the presence of a 383

large concentration of AIM. Similarly to the calibrating experiment in Figure 5, we 384

show M1 activation in relation to M2 activation in Figure 7 to better visualize the 385

magnitude of the pro-inflammatory response, which is very small in relation to the 386

much larger anti-inflammatory stimulus. 387

Scenario 2: Multiple macrophages with pro-inflammatory 388

stimulus 389

We then introduced recruitment/turnover and cell lifespan. In the ABM, the grid was 390

expanded to 40-by-40 with ten M0 macrophages initially, and the recruitment feature 391

was turned on. Naive and activated macrophages were randomly assigned lifespans of 392

24± 6 and 12± 3 hours, respectively. In the ODE, all ten macrophage compartments 393

were utilized and had lifespans of 12± 3 hours. In this scenario, we introduced a large 394

pro-inflammatory stimulus into the model. Results are shown in Figure 8. 395

In this scenario, M1 and M2 activation in the ODE occur before the ABM, despite 396

similar dynamics for the anti-inflammatory mediators between the two models (panel 397

Fig 7. For anti-inflammatory stimulus, M1 and M2 activation are
comparable. Scenario 1: M1 and M2 activation response to an anti-inflammatory
stimulus. ODE and ABM results are scaled by the maximum M2 activation to compare
to maximum M1 activation, which is nearly nonexistent in comparison to M2.
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Fig 8. Multi-cell response to a pro-inflammatory stimulus. Scenario 2: M1/M2
response to model of multiple macrophages, activated by an initial amount of
pro-inflammatory mediators. All transients are scaled individually by their maximums.
(a) M1 activation, (b) M2 activation, (c) PIM, (d) AIM.

(d)). Including receptor-bound TNFα (Figure 8(c)) makes a significant difference in the 398

dynamics. Our ODE model shows that when naive macrophages are introduced into an 399

environment with a high concentration of TNFα, receptors quickly bind to free TNFα. 400

Therefore, extracellular TNFα in the ODE did not compare well to PIM in the ABM, 401

since receptors are not modeled in the ABM. When receptor-bound TNFα was added to 402

the PIM total shown in Figure 8, the dynamics matched up almost perfectly to the 403

ABM. Figure 8(d) shows almost no difference between extracellular IL-10 only and 404

extracellular IL-10 with receptor-bound IL-10, suggesting that accounting for both 405

populations matters more when a large amount of extracellular mediators is introduced 406

rather than the resulting dynamics are observed over time. Standard deviations, shown 407

as the shaded regions in the figures, are also higher than the single-macrophage 408

simulations, since cell lifespan and recruitment provide additional randomness. 409

Scenario 3: Multiple macrophages with anti-inflammatory 410

stimulus 411

The same initial conditions were used for this scenario as in the previous one, except 412

instead of a pro-inflammatory stimulus, an anti-inflammatory stimulus was introduced 413

into the system. Results are shown in Figure 9. PIM and M1 activation were very small 414

compared to AIM and M2 activation, so we do not show their dynamics.

Fig 9. Multi-cell response to anti-inflammatory mediators. Scenario 3: M1/M2
response to M1 macrophages activated by an initial amount of anti-inflammatory
mediators. All transients are scaled individually by their maximums. (a) M2 activation,
(b) AIM.

415

M2 activation in the two models are very similar, with the ODE showing a slightly 416

longer tail after the peak of activation. This is paired with a slower decrease of IL-10 417

(AIM) when receptor-bound IL-10 is taken into account, similarly to PIM in the 418

previous scenario. For a large anti-inflammatory stimulus, similar dynamics are 419

observed between both models when the ODE transient includes receptor-bound IL-10. 420

Scenario 4: M1 macrophages with anti-inflammatory stimulus 421

Next we examined what would happen to an M1 environment when an 422

anti-inflammatory stimulus is introduced into the system. We first needed to determine 423

what this M1 environment would look like as initial conditions that could be used to 424

begin the simulation. 425

For the ODE, we set all ten macrophages to an M1 phenotype based on the 426

maximum activation that occurs in the calibrating experiment. This maximum occurs 427

around hour 13, so we used the variable values at this time as the initial conditions for 428

all macrophages. We then added a high concentration of IL-10 (the same amount as in 429

Scenario 3) and ran the simulation. 430

For the ABM, M1 macrophages are defined as having M1act > 0.5 and produce pro- 431

and anti-inflammatory mediators proportional to their activation. To account for 432

recruitment, the equivalent of which in the ODE model is turnover to naive initial 433

conditions, we introduced into the system the number of M1 macrophages at the time 434
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when M1 activation was at its highest in Scenario 2. We find that this occurred roughly 435

at hour 12, when there were 205 macrophages. We used this number of M1 436

macrophages as the initial conditions, along with the same amount of anti-inflammatory 437

mediators as in Scenario 3. We performed two simulations to account for 438

receptor-bound TNFα - in the first simulation, we started without any extracellular 439

TNFα. Second, we considered no TNFα to also include no receptor-bound TNFα. 440

Figure 10 shows the results for average activation and extracellular mediators. 441

Fig 10. Multi-cell response to AIM in M1 environment. Scenario 4: M1/M2
response to anti-inflammatory stimulus introduced into an M1-polarized system.
Transients are scaled individually by their maximums. (a) M1 activation, (b) M2
activation, (c) PIM, (d) AIM.

M2 activation is similar, with the tail of M2 activation and AIM slightly longer in 442

the ODE than the ABM. AIM have a similar response as in the previous scenario, such 443

that with a large anti-inflammatory stimulus, including receptor-bound IL-10 in the 444

AIM improve the ODE model’s similarity to the ABM dynamics. Similarly, including 445

receptor-bound TNFα in the total PIM matches ABM dynamics better, though in this 446

case PIM production increases at a slightly higher rate in the ABM. Also, M1 activation 447

shows a small rebound before it decreases to zero. Since AIM do not stimulate the 448

pro-inflammatory signaling pathway but rather inhibit it, this rebound may be due to 449

residual NFκB and TNFα in the cytosol and nucleus of the M1 macrophages, taking 450

some time to make its way downstream before being used to produce a small amount of 451

extracellular TNFα. 452

Scenario 5: Half M1 and half M2 453

We then observed the results of initializing the models to a state of high activation such 454

that half of the macrophages present were activated to an M1 phenotype and half were 455

M2. 456

For the ODEs, we used the same initial conditions for M1 macrophages as in 457

Scenario 4, and used a similar method to obtain initial conditions for M2. Hour 16 in 458

Scenario 1 was the time around which peak M2 activation occurs. Five macrophages 459

had M1 initial conditions and the other five had M2 initial conditions. 460

For the ABM, we used a total of 200 macrophages to represent a state of high 461

activation, similar to the maximum amount of macrophages in Scenario 4. Half were 462

defined as M1 and half as M2. Figure 11 shows the results for M1 and M2 activation 463

and for pro- and anti-inflammatory mediators. When receptor-bound mediators were 464

not taken into account, only extracellular TNFα and IL-10 were set to zero at the 465

beginning of the simulation. When receptor-bound mediators were considered part of 466

the overall TNFα and IL-10 concentrations, they were also set to zero. 467

Fig 11. Multi-cell response to mixed M1/M2 environment. Scenario 5: M1/M2
response to a state of activation in which half of the macrophages present are M1
macrophages and half are M2. Transients are scaled individually by their maximums.
(a) M1 activation, (b) M2 activation, (c) PIM, (d) AIM.

The ODE model results that included receptor-bound mediators in the total were 468

more similar to ABM results, reflected in all four panels of Figure 11. M1 and M2 469

activation decay at similar rates due to low production of mediators, and the maximum 470

PIM and AIM show similar behavior as well. The ODE model has consistently shown a 471

longer tail in the overall anti-inflammatory response, both in AIM and M2 activation. 472
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Scenario 6: PIM activation with wash and anti-inflammatory 473

stimulus 474

It is common in experimental setups to perform a wash, where cells are treated with a 475

stimulus, then ”washed” with a solution to remove external mediators [31]. We 476

replicated this experiment by beginning with the same initial conditions as in Scenario 2: 477

10 naive macrophages and a pro-inflammatory stimulus. Then at hour 12, the cells, at 478

whatever state they were in at that time, were ”washed” such that PIM and AIM were 479

set to zero and a high amount of AIM was added (same as initial amount in Scenario 3). 480

In the case of considering receptor-bound mediators, receptor-bound TNFα was also set 481

to zero at hour 12. Results are shown in Figure 12. Since the times at which M1 and 482

M2 activation is affected most by the wash is different for the ABM versus the ODE 483

model, we compare experiments to examine how they differ from a control, where there 484

is no wash and no AIM added at 12 hours. Therefore, we show four cases, all of which 485

are initialized with PIM: 1) PIM with no later intervention, 2) no wash, AIM added at 486

12 hours, 3) wash with AIM added, 4) wash with no AIM added. In the future, 487

experiments could be performed with data collected when the models’ dynamics differ 488

significantly in order to select which model best replicates the experimental results. 489

Fig 12. In silico simulation of a wash experiment. Scenario 6: M1/M2 response
to an initial pro-inflammatory stimulus and either wash or no wash, with AIM added or
not added at hour 12. Transients are scaled individually by their maximums. Column 1:
ABM results. Column 2: ODE results. (a, b) M1 activation, (c, d) M2 activation, (e, f)
PIM, (g, h) AIM.

Figure 12 shows that M1 and M2 activation in the ABM responds similarly 490

regardless of the experiment, whereas they have more distinct results in the ODE 491

simulations. The ODE model has a more immediate response to the AIM than the 492

wash, shown in the sharp changes at hour 12 for the blue and yellow curves in panels (b) 493

and (d). On the other hand, activation in the ABM does not show these sharp changes; 494

rather, they are more gradual even though large jumps are reflected in the PIM and 495

AIM dynamics. Incorporating the receptor-bound mediators into the extracellular AIM 496

and PIM in the ODE simulations shows nearly an exact match with the ABM results in 497

panels (e) through (h). Furthermore, in both model types, M1 activation generally 498

peaks before M2 activation. One noticeable difference is that with the wash, no AIM 499

experiment, more time is needed in the ABM to return to its original levels whereas the 500

ODE model shows a faster rebound. Examining these four scenarios allowed us to 501

observe how the models respond to different variations of stimuli and pinpoint the 502

sensitivity of both models to these stimuli. It could also aid in selecting the best way to 503

create an in silico representation of an experiment such as a wash. 504

Sensitivity analysis results 505

Through performing a sensitivity analysis, we were able to determine model parameters 506

to which M1/M2 activation and concentrations of PIM and AIM are most sensitive. We 507

also compared the results between the two models and distinguish whether these key 508

parameters are model-specific or common to both. Results for the single-macrophage 509

ABM are shown in Figure 13. Although we obtained results for 50 and 100 hours, 510

percent change from the original parameter values was very low; therefore, they are not 511

included in Figure 13. Furthermore, we only show results for parameters with a percent 512

change greater than 50% for at least one variable and time point. 513

Of the 56 parameters in the ODE model, 21 show changes by more than 50% for at 514

least one time point and variable tested. M2 activation and AIM changed the most 515

June 17, 2022 18/24

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted June 21, 2022. ; https://doi.org/10.1101/2022.06.20.496801doi: bioRxiv preprint 

https://doi.org/10.1101/2022.06.20.496801
http://creativecommons.org/licenses/by/4.0/


Fig 13. Sensitivity analysis results for single-macrophage ABM. Parameters
were perturbed by increasing or decreasing the original value by 10%, shown as ”+” and
”-”, respectively, next to each parameter name. Parameters with 50% change or more
for at least one variable and time point are shown.

Fig 14. Sensitivity analysis results for single-macrophage ODE model.
Parameters were perturbed by increasing or decreasing the original value by 10%, shown
as ”+” and ”-”, respectively, next to each parameter name. Parameters with 50%
change or more for at least one variable and time point are shown.

when parameters were perturbed, particularly at 500, 750, and 1000 hours. The 516

majority of these sensitive parameters are related to extracellular or intracellular IL-10, 517

relating to extracellular IL-10 binding and unbinding to and from its receptor and the 518

step-by-step creation of the IL-10-STAT3 complex with JAK1 and Tyk2. A number of 519

other highly sensitive parameters are found in TNFα-related equations, relating to its 520

activation and transcription, such as µtnc, µtnm, ksec, and ktnfatrans. Not many 521

parameter relating to the signaling pathways involving IκBα and NFκB were sensitive, 522

pointing to the possibility that these steps do not need to be modeled explicitly. 523

In the ABM, 20 parameters result in changes by more than 50% for at least one 524

variable and one time point. M1 activation is very sensitive at the first time point 525

tested, 250 hours, and not sensitive at all for the later time points. This is due to the 526

shorter time course of M1 activation in the ABM, where M1 activation returns to 0 527

within about 250 hours and does not increase again, in contrast to the ODE model 528

where M1 activation decreases more gradually after the peak. Furthermore, the 0% 529

sensitivity after 250 hours in the ABM highlights the discrete nature of species in this 530

type of model; once M1 macrophages disappear from the grid, they do not return. In 531

contrast, PIM, a continuous variable that diffuses throughout the grid, shows high 532

sensitivity at all time points measured, even though PIM appears to be nearly zero in 533

Figure 4(c). This highlights how the type of model can affect sensitivity results. 534

Furthermore, in contrast to the ODE model, the highly sensitive parameters found from 535

the ABM do not focus on any particular mechanisms; rather, they reflect a variety of 536

steps in the immune response, from M1 and M2 activation (M1ActivationRate, 537

M2ActHillParameter, M2ActScalar) to SOCS activation and regulation SOCS 538

(AIMSOCSInfinity, M2SOCSInfinity, SOCSProductionRate). 539

Discussion 540

With still much unknown about M1-M2 polarization and the important role it plays in 541

the pathogenesis of many diseases [5], our modeling approaches and scenarios contribute 542

to the body of knowledge surrounding macrophage polarization by providing a 543

comparison of in silico platforms to test hypotheses and highlight mechanisms that may 544

be necessary or unnecessary to include in future models. 545

By using the same basic principles of M1/M2 activation, interaction with mediators, 546

and cell lifespan, our two distinctly different models provided surprisingly similar results 547

after tuning to a common calibrating experiment. In particular, peak times and overall 548

shapes of the transients were similar in most cases. Whereas our ODE model accounted 549

for relatively detailed subcellular signaling, where each term represented a different 550

interaction within the cell as well as with extracellular mediators, our ABM simplified 551

the interactions to reflect similar roles of M1/M2 activation without the detail of 552

individual mechanisms and interactions. Rather, only M1/M2 activation and mediators 553

were measured in the model. 554
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A common difference between models was a longer tail of M2 activation and AIM 555

activity across several scenarios. This was also seen in the calibrating scenario, where 556

M2 activation decreases more quickly in the ABM. Future work could include finer 557

tuning of the parameters to better align the model results. 558

Another thread throughout this work is the consideration of receptor-bound TNFα 559

and IL-10 in the ODE model. In most scenarios, especially those with high amounts of 560

one mediator (Scenarios 2-4) or both (Scenarios 5-6), incorporating receptor-bound 561

mediators into the overall concentration of mediators improved similarity to the ABM 562

results. Though this disparity was initially unexpected, it was not surprising since the 563

ABM does not explicitly model receptors such that extracellular mediators are not 564

removed from the population when they interact with a macrophage. Due to the 565

significant difference when taking into account receptors versus not taking them into 566

account, future changes to the ABM may involve accounting for receptor-bound 567

mediators by explicitly including receptors or PIM and AIM in the extracellular 568

population could be decreased when they come into contact with a macrophage, 569

representing binding to receptors. 570

We also wanted to examine the differences that incorporating space (ABM) or 571

detailed subcellular signaling (ODEs) would make in the resulting dynamics. A notable 572

difference between the two models is seen in Figure 10(a), where residual amounts of 573

M1-related variables such as intracellular forms of NFκB and TNFα resulted in a small 574

downstream bump in M1 activation in the ODE, whereas the ABM, which does not 575

account for these variables, showed a more gradual, constant decrease of M1 activation 576

to zero. Another significant difference was observed in the ”wash” experience in 577

Scenario 6, where the ODE model had a greater sensitivity to immediate changes in 578

PIM and AIM than the ABM. In the ABM, rules of macrophage activation are defined 579

such that activation decreases gradually when a stimulus is not present, whereas in the 580

ODE model the explicit transcription of mRNA responds directly and more immediately 581

to a lack of extracellular mediators. Interestingly, this discrepancy did not significantly 582

affect the other scenarios. This is an area of future investigation, especially if these 583

models could be validated with experimental data. Overall, the incorporation of 584

multi-step subcellular signaling was not very important since the ABM did not include 585

subcellular signaling and we obtained very similar dynamics from both models. 586

We did not observe significant differences regarding the spatial dynamics of the 587

ABM versus the well-mixed assumption of the ODE model, although this was not a 588

focus of our analysis. It has been shown in previous ABMs involving macrophages, such 589

as modeling granuloma formation in tuberculosis [32], that incorporating the ability of 590

macrophages to interact on a spatial level and gather together is important to the 591

immune response. Future simulations and scenarios could involve putting initial 592

amounts of PIM and AIM on different areas within the grid or in different patterns to 593

observe more carefully how space plays a role in M1/M2 activation. 594

Our sensitivity analysis showed that in the ODE model, M1 & M2 activation, PIM, 595

and AIM were not highly sensitivity to parameters relating to the NF-κB pathway. This 596

suggests that these mechanisms may not need to be modeled explicitly. In the ABM, 597

the mechanisms reflected in the highly sensitive parameters were more evenly 598

distributed among each step of the series of rules, suggesting that the mechanisms 599

included were each necessary to capture the dynamics of the variables of interest. 600

Additional understanding of uncertainty in the two models could be ascertained by 601

examining how sensitivity differs between scenarios, and how the discrete aspects of the 602

ABM contribute to the sensitivity profiles of the variables of interest. 603

Based on our findings from comparing the two models, we recommend a focus on the 604

main interactions of extracellular mediators and macrophages, where M1/M2 605

polarization can occur on a continuous spectrum, reflecting the current knowledge and 606
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modeling practices of macrophage activation [9, 33, 34]. Important feedback loops in the 607

pro- and anti-inflammatory phases of the immune response are: the positive feedback 608

loop of M1 activation, upregulation of M2 via M1, and the negative feedback loop in 609

which M2 decreases both M1 and itself. Initially, our ABM did not include SOCS, a 610

family of intracellular proteins produced by the IL-10 pathway to regulate itself. 611

Without this regulatory feedback loop, M2 activation and AIM did not decrease back to 612

its initial state, but when we added SOCS to the ABM, we obtained the expected 613

dynamics such that the calibrating experiment results of the ABM were similar to the 614

ODE model, which did include SOCS. Whether these interactions and feedback loops 615

are modeled explicitly through signaling pathways or through general rules was less 616

important for our purposes, as our results from the two approaches were similar, as long 617

as they were included in some manner. 618

Future work necessary to confirm our hypotheses via the scenarios described above is 619

to fit both models, especially the calibrating experiment, to additional data. Thus far, 620

the ODE model based on LPS-induced dynamics utilized data to fit the parameters. 621

More sophisticated parameter estimation methods, such as obtaining correlations 622

between parameters and a sensitivity analysis, would be useful due to the large number 623

of parameters in the model. Furthermore, currently both models are meant to represent 624

the immune response to a general insult. These models can be adapted to incorporate 625

the key players and mechanisms involved in specific injuries such as bacterial or viral 626

infections, wound healing, sepsis, or COPD. 627
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