Cell size regulation and proliferation fluctuations in single-cell derived colonies
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Abstract—Exponentially growing cells regulate their size by controlling their timing of division. Since two daughter cells are born as a result of this cell splitting, cell size regulation has a direct connection with cell proliferation dynamics. Recent models found more clues about this connection by suggesting that division occurs at a size-dependent rate. In this article, we propose a framework that couples the stochastic transient dynamics of both the cell size and the number of cells in the initial expansion of a single-cell-derived colony. We describe the population from the two most common perspectives. The first is known as Single Lineage: where only one cell is followed in each colony, and the second is Population Snapshots: where all cells in different colonies are followed. At a low number of cells, we propose a third perspective; Single Colony, where one tracks only cells with a common ancestor. We observe how the statistics of these three approaches are different at low numbers and how the Single Colony perspective tends to Population Snapshots at high numbers. Analyzing colony-to-colony fluctuations in the number of cells, we report an intriguing find: the extent of fluctuations first increases with time and then decreases to approach zero at large numbers of cells. In contrast, in classical size-independent proliferation models, where cell division occurs based on a pure timing mechanism, fluctuations in cell number increase monotonically over time to approach a nonzero value. We systematically study these differences and the convergence speed using different size control strategies.

I. INTRODUCTION

Most cellular properties are subject to random variability (noise)\(^{[1]}\)\(^{–}\)\(^{[3]}\). Although these fluctuations are traditionally studied in single-cell variables, such as protein levels, stochasticity also affects collective variables involving cell populations such as gene drift\(^{[4]}\),\(^{[5]}\), host invasion by pathogen cells\(^{[6]}\), the survival of small groups to antimicrobial treatment\(^{[7]}\), ecology of cell populations\(^{[8]}\), size-based interactions\(^{[9]}\) and metabolite production\(^{[10]}\).

One of the causes of randomness at the population level is the variability in the timing of division\(^{[11]}\). Recent debates have concluded that the rate of division depends on cell size\(^{[12]}\)\(^{–}\)\(^{[23]}\). Some studies used this size-dependent division rate to partially solve cell size statistics in the cell population\(^{[24]}\)\(^{–}\)\(^{[27]}\) but specifically how this size control affects population dynamics depends on how the population is described.
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Fig. 1. Different approaches to quantify cell size and population count statistics across proliferating colonies. Depending on the perspective, different cells (cyan) are selected to estimate the population statistics.

Two main paradigms are common at modeling population statistics (Fig. 1): the first one is known as the Single lineage approach, where the observer tracks only an individual cell of each colony over a large number of colonies (Fig. 1a). Some experiments\(^{[22]}\) use the former approach, while others such as cell cytometry\(^{[28]}\) and microdroplets\(^{[29]}\), use the second perspective: population snapshots, which represents the population considering all descendants in a large number of colonies\(^{[30]}\),\(^{[31]}\) (Fig. 1b).

These perspectives consider that the population has a large number of cells. At this limit, the cell number is taken as a deterministic continuous variable. However, in the initial phase of colony expansion, the number of individuals is low, and its stochastic fluctuations are relatively high. We will discuss how, in this case, it is necessary to propose a third approach: Single Colony, where the statistical properties are estimated not over the entire population but across the small number of cells descending from a common ancestor (Fig. 1c).

This article shows methods to calculate the transient dynamics of the cell size distribution for exponentially growing and proliferating cells. We consider these cells to be descendants of a common ancestor with a division rate proportional to size. In Section II, we describe the dynamics of the size distribution using the known Population Balance Equation (PBE), proposing a modification of the finite difference method. We observe how the cell size distribution,
despite showing similar moment dynamics, takes different shapes depending on whether we consider random or perfect symmetric partitioning.

In Section III, we model cell proliferation by taking the number of cells as a discrete random variable. We present how, considering cell size dynamics, the single colony perspective differs from the other approaches at the beginning of cell proliferation. When the number of individuals is large enough, single colony is equivalent to population snapshots. Finally, in Section IV, we study the variability of the population between colonies. We compare the size-dependent timer-dependent control. The size dependence reduces the fluctuation in numbers to zero as the population grows. On the other hand, the time-dependent model predicts that these fluctuations do not decrease but instead reach a constant value. [32].

II. POPULATION BALANCE EQUATION

In this section, we will study a numerical solution to the population balance equation (PBE) with some modifications to make it more computationally feasible. The main advantage of this framework is that it estimates not only the moments but also the entire size distribution quickly and efficiently, starting from an arbitrary initial distribution. Recent articles have partially overcome this problem: Some of them found expressions for steady distribution that neglect transient dynamics [26], [30]. Others study the transient dynamics of the distribution moments with limited precision [24]. Finally, further studies can obtain the distribution in exceptional cases and the transient moment dynamics with arbitrary accuracy, but limited to the case of a single lineage [14], [33].

A. The PBE for growing cells

To introduce the theoretical approach, let us consider the case of an exponentially growing cell without divisions. Let the cell size $s$ follow:

$$\frac{ds}{dt} = \mu s, \quad (1)$$

with $\mu$ being the elongation rate and $t$ the time from the beginning of the experiment.

If division is not considered, the associated PBE describing the probability density function (PDF) $\rho(s,t)$ of the size at any time is given by:

$$\frac{\partial \rho}{\partial t} + \frac{\partial (\mu s \rho)}{\partial s} = 0. \quad (2)$$

The function $\rho(s,t)$ can be associated with a probability density function that meets the normalization condition:

$$\int_0^{\infty} \rho(s,t)ds = 1. \quad (3)$$

Let the initial condition $\rho(s,t=0) = \delta(s-s_0)$, that is, the cell starts at an initial size $s(t=0) = s_0$. The PBE has the following solution:

$$\rho(s,t) = \delta(s-s_0 e^{\mu t}). \quad (4)$$

The numerical approach we propose to solve (2) consists of defining an infinitesimal time step $\Delta t$ that satisfies $\Delta t \ll \mu^{-1}$. Given this $\Delta t$ and the growth rate $\mu$, we can divide the size interval into a variable width lattice that depends on the point $s$ as Fig. II-A shows.

After discretization of (1), the size $s_{i+1}$ with $i \in \{0,1,\cdots ,I\}$ can be defined from the size $s_i$ using:

$$s_{i+1} = s_i (1+\mu \Delta t)$$

$$\Delta s_i = s_{i+1} - s_i = \mu s_i \Delta t. \quad (5a)$$

If division is not considered and using (5a), the expression (2) can be written as:

$$\frac{\rho(s_{i+1},t+\Delta t) - \rho(s_{i+1},t)}{\Delta t} + \frac{\mu s_i \rho(s_i,t) - \mu s_{i-1} \rho(s_{i-1},t)}{\Delta s_{i-1}} = 0, \quad (6)$$

which, after multiplying on both sides by $\Delta t \Delta s_i$, it becomes:

$$\frac{(\rho(s_{i+1},t+\Delta t) - \rho(s_i,t)) \Delta s_i}{\Delta s_{i-1}} + \frac{\mu s_i \rho(s_i,t) - \mu s_{i-1} \rho(s_{i-1},t)}{\Delta s_{i-1}} \Delta t \Delta s_i = 0. \quad (7)$$

After using the properties $\Delta t = \Delta s_i = \frac{\Delta s_{i-1}}{\mu s_{i-1}}$ and $\Delta s_i = \Delta s_{i-1}(1+\mu \Delta t)$ derived from (5b) and (5a), respectively, we define the probability of finding cells of size in the interval $(s_i, s_{i+1})$.

$$P(s_i,t) = \rho(s_i,t)\Delta s_i, \quad (8)$$

(7) can now be expressed as:

$$P(s_{i+1},t+\Delta t) - P(s_i,t) + (P(s_i,t) - P(s_{i-1},t))(1+\mu \Delta t) = 0,$$

which, after the condition $\mu \Delta t \ll 1$ simplifies into:

$$P(s_{i+1},t+\Delta t) = P(s_{i-1},t). \quad (9)$$

This expression, together with the initial condition $P(s_{i+1},t=0) = \delta_{s_i,s_{i-1}}$, with $\delta_{i,j}$ being the Kronecker delta, is equivalent to (4).
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Fig. 3. Differences between the distribution dynamics depending on the perspective used for doing the size statistics. Top: (a) Mean size dynamics, (b) size variability measured as $CV^2(s)$, and (c) the size distribution observed for time equal to a multiple $n$ of the doubling time $\tau_d$. Bottom: Stochastic dynamics of the size distribution, including noise in partitioning ($CV_{div}^2 = 0.04$). (d) Mean size dynamics, (e) size variability measured as $CV^2(s)$, and (f) the size distribution observed for time equal to a multiple of the doubling time $\tau_d$. The single lineage perspective is shown in blue, whereas the population snapshots case is shown in brown. (Parameters: $k = 400$, $s_0 = 2^{-6}$, $T = 8000$, $\langle s \rangle |_{t=0} = 0.5$, $CV^2(s) |_{t=0} = 0.01$, $t^* = 400$)

### TABLE I

<table>
<thead>
<tr>
<th>Variable</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s$</td>
<td>Cell size.</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Growth rate.</td>
</tr>
<tr>
<td>$\tau_d = \frac{\ln(2)}{\mu}$</td>
<td>Doubling time.</td>
</tr>
<tr>
<td>$s_b$</td>
<td>Cell size at the beginning of the process.</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>Time increment between successive algorithm iterations</td>
</tr>
<tr>
<td>$s_i$</td>
<td>Cell size in the interval $i$ for the grid in the numerical integrator</td>
</tr>
<tr>
<td>$\Delta s_i$</td>
<td>Width of the $i$-th interval</td>
</tr>
<tr>
<td>$l$</td>
<td>Total number of $s_i$ intervals</td>
</tr>
<tr>
<td>$n(s,t)$</td>
<td>Number density function</td>
</tr>
<tr>
<td>$N(s,t) = n(s,t)ds$</td>
<td>Individual cells in the interval $(s, s + ds)$.</td>
</tr>
<tr>
<td>$N(t) = \int_0^\infty n(s,t)ds$</td>
<td>Cell population at time $t$.</td>
</tr>
<tr>
<td>$\rho(s,t) = \frac{n(s,t)}{N(t)}$</td>
<td>Size PDF in the interval $(s, s + ds)$.</td>
</tr>
<tr>
<td>$x_l(t)$</td>
<td>Number of cells divided $l$ times at time $t$.</td>
</tr>
<tr>
<td>$\mathbf{X} = (x_0, x_1, \cdots)$</td>
<td>Array describing the colony containing all $x_l$.</td>
</tr>
<tr>
<td>$P(\mathbf{X})$</td>
<td>Probability that the colony be in the state $\mathbf{X}$.</td>
</tr>
<tr>
<td>$s_l = \frac{s_02^l}{\mu}$</td>
<td>Cell size after $l$ divisions at a time $t$.</td>
</tr>
</tbody>
</table>

**B. The PBE for growing and dividing cells**

Here, we will present how to modify the solution for PBE, including division. First, consider exponential growth as (1) and the division rate $h(s)$ as proportional to the size as $ks$. Under these assumptions, the associated PBE that describes the number density function $n(s,t)$ follows:

$$\frac{dn(s,t)}{dt} + \frac{d(\mu sn(s,t))}{ds} = -k sn(s,t) + 2\nu(2s)n(2s,t),$$

(11)

where, as explained in [24], the parameter $\nu$ defines the perspective used to approach population statistics. $\nu = 1$, for instance, corresponds to the perspective of a single lineage, while $\nu = 2$ is used to describe population snapshots.

In this case, the PBE describes the evolution of the function $n(s,t)$ instead of a PDF $\rho(s,t)$. This is because $n(s,t)$ satisfies a different normalization condition:

$$N(t) = \int_0^\infty n(s,t)ds,$$

(12)

with $N(t)$ usually interpreted as the total of cells in the population that defines the PDF as [24]:

$$\rho(s,t) = \frac{1}{N(t)}n(s,t).$$

(13)

The term to the right of (11) after performing similar procedures to obtain (7) can be discretized as:

$$[-kn(s_i,t) + 2\nu(ks_{i*})n(s_{i*},t)]\Delta t \Delta s_i,$$

(14)

where we define the subindex $i*$ as $s_{i*} \approx 2s_i$. To estimate $i*$, we can use the result (5a) to obtain

$$s_{i*} = 2s_i = s_i(1 + \mu \Delta t)^{i* - i}$$

(15)
that can be used to solve \( i^* \) as:

\[
i^* = i + \left\lfloor \frac{\ln(2)}{\ln(1 + \mu \Delta t)} \right\rfloor,
\]

with \( \lfloor x \rfloor \) being the highest integer less than or equal to \( x \).

With formula \( N(s_i) = n(s_i) \Delta s_i \), the definition of \( s_i^* \) in (15), and noting that \( \Delta s_i = \frac{\Delta s_i^*}{2} \cdot \mu \), the expression (11) can be written as:

\[
N(s_i, t + \Delta t) = N(s_{i-1}, t) - k \Delta t (s_i N(s_i, t) + \nu s_i^* N(s_i^*, t)),
\]

where the function \( N(s_i, t) \) defines the number of individuals expected in the size interval \((s_i, s_{i+1})\) at a time \( t \).

After considering an arbitrary starting distribution \( N(s, t = 0) \), applying the time evolution given by (17), as Fig. 3 shows, one can obtain the size distribution \( N(s_i, t) \) at any time later in the future.

The mean population \( N(t) \) over time, the mean size \( \langle s \rangle \), and the variance \( \text{var}(s) \) are given by the following:

\[
N(t) = \int_0^\infty n(s, t)ds \approx \sum_i N(s_i, t)
\]

\[
\langle s \rangle = \frac{1}{N(t)} \int_0^\infty sn(s, t)ds. \approx \frac{1}{N(t)} \sum_i s_i N(s_i, t)
\]

\[
\text{var}(s) = \frac{1}{N(t)} \int_0^\infty (s - \langle s \rangle)^2 n(s, t)ds.
\approx \frac{1}{N(t)} \sum_i (s_i - \langle s \rangle)^2 N(s_i, t)
\]

\[
CV^2(s) = \frac{\text{var}(s)}{\langle s \rangle^2}.
\]

As we explained in previous studies [14], we normalize the time by the doubling time such as \( \tau_d = 1 \), that is, \( \mu = \ln(2) \) and the size by the mean added size before division \( \frac{s}{s} = 1 \) so, we chose \( k = \mu = \ln(2) \). Thus, all sizes are measured in units of \( \mu/k \).

In Fig. 3, we present the moment dynamics of the size distribution from an initial size \( s_0 := s(t = 0) \) following a gamma distribution with parameters \( \langle s_0 \rangle = 0.5 \) and \( CV^2(s_0) = 0.01 \). As previously found, the steady mean size for population snapshots is lower than this value for the single lineage (see Fig. 3a) [24], [34]. This effect is expected since, from the snapshots perspective, the fastest proliferating cells are smaller and more abundant. The size variability \( CV^2(s) \) reaches similar values for both perspectives with higher fluctuations for the population snapshots perspective (Fig. 3b). Unlike other articles [24], in this approach, we also present the limit distribution (Fig. 3c). Although it has a steady mean \( \langle s \rangle \) and steady \( CV^2(s) \), the distribution presents a limit cycle, as observed in previous studies [14], [25].

The complete time dynamics can be found in Supplementary videos 1 and 2 for the single lineage and population snapshots, respectively.

C. Time evolution considering noise in splitting

Cells do not split perfectly in half, but with some random fluctuations. As we suggested before [14], this noise in the splitting position may break the limit cycle leading to a stationary distribution. To observe how this stochasticity affects the transient dynamics of the cell size distribution, we propose the associated PBE equation, including partition noise [26]:

\[
\frac{dn(s, t)}{dt} + \frac{d(\mu s n(s, t))}{ds} = -k s n(s, t) + 2\nu k \int s' K(s', s) n(s', t)ds',
\]

where \( K(s', s) \) is a kernel function. We assume that after division, the size is not divided by one-half but multiplied by a constant \( b \) following:

\[
s \rightarrow bs
\]

where \( \langle b \rangle = 0.5 \). We can assume, for example, that \( b \) follows a Beta distribution with a given CV. To solve (19) we calculate the value of the beta distribution over the interval \((0.25, 1)\) to obtain the following:

\[
N(s_i, t + \Delta t) = N(s_{i-1}, t) - k \Delta t (s_i N(s_i, t) + \nu s_i^* N(s_i^*, t)),
\]

with \( B(0) = 0.25\mu \Delta t \beta(0.25) \) and \( B(2i^*) = \mu \Delta t \beta(1) \) with \( \beta(x) \) the beta distribution value at point \( x \).

The resulting moment dynamics using the algorithm (21) is presented in Fig. 3d and 3e. Although we have relatively high noise in the splitting position (20%), we can observe that the dynamics does not change appreciably. However, the size distribution reaches a stationary shape (Fig. 3f), which looks completely different from the case of noise-less splitting. Supplementary videos 3 and 4 present these cell distribution dynamics for single lineage and population snapshots, respectively.

D. Comparison with data sets

In previous sections, we explain how to obtain the size distribution for different perspectives of population description. A direct comparison between these trends and the data is not straightforward. In this article, we contrast the moments in the system (18) with those derived from data (simulations) by estimating the moment \( \langle s^\alpha \rangle \) from \( C \) colonies, each with \( Z_c \) cells, with cell size \( s_{x,c} \):

\[
\langle s^\alpha \rangle_{SL} = \frac{1}{C} \sum_{c=1}^{C} (s_{0,c})^\alpha \tag{22a}
\]

\[
\langle s^\alpha \rangle_{PS} = \frac{\sum_{c=1}^{C} \left( \sum_{z=1}^{Z_c} (s_{z,c})^\alpha \right)}{\sum_{c=1}^{C} Z_c} \tag{22b}
\]

with \( SL \), referring to single lineage perspective, and \( PS \) referring to Population Snapshots. These formulae were also used to compare the solutions of numerical methods and stochastic simulation algorithms [14], [35].

This section presented an algorithm for efficient computation of the size distribution dynamics for exponentially
growing and dividing cells. This framework considers any arbitrary starting distribution and includes noise in the splitting position. Calculating the entire size distribution over time allows us to better understand the transient dynamics of cell proliferation. However, this approach does not allow for distinguishing between cells that descend from a common ancestor, since PBE includes all cells in many colonies. We propose a new framework to overcome this issue, as seen in the next section.

III. SINGLE COLONY STATISTICS

To model a growing population of cells that divide exactly in half, consider the state $\vec{X}(t) = (x_0, x_1, \cdots, x_l, \cdots)$ defined by the number of cells with $l$ divisions after a time $t$ as presented in Fig. 4. For example, the vector $\vec{X}(t) = (0, 2, 4, 0, \cdots)$ defines the state of six cells since $\sum x_i = 6$. Two of these cells have divided once ($x_1 := 2$), while the other four cells have divided twice ($x_2 := 4$). There are no cells without divisions ($x_0 := 0$) and there are no cells with more than two divisions ($x_1 := 0, l > 2$).

$\vec{X} = (x_0, x_1, x_2, x_3, x_4, \cdots)$

Fig. 4. Definition of a state $\vec{X}$ describing the population of cell. In this diagram, we show how $\vec{X}$ changes in a proliferating population. Blue: Number of cells without division $x_0$. Purple: Cells with one division $x_1$. Red: Cells with two divisions $x_2$. Yellow: Cells with three divisions $x_3$. Green: Cells with four divisions. At the end of the proliferation process, the colony is described by the state $\vec{X} = (0, 0, 3, 2, 0, \cdots)$ and the total number of cells is $\sum x_i = 5$.

As explained in previous articles [14], [25], consider cells descending from a single ancestor that had a cell size $s_b$ at time $t = 0$. If they are growing exponentially at rate $\mu$, the size of a cell after perfectly symmetric divisions $l$ is:

$$s_l(t) = \frac{s_b e^{\mu t}}{2^l}.$$  (23)

Now, consider the division event for cells of size $s_l$. If there are $x_l$ cells of this size, each of them dividing at rate $ks_l$, the event consisting of one of these $x_l$ cells divides, indistinguishably, at rate $x_l(ks_l)$. After division, the number $x_l$ decreases by one and $x_{l+1}$ increases by two since two new cells are born. This division is described by the following transition:

$$(\cdots, x_l, x_{l+1}, \cdots) \xrightarrow{x_l(ks_l)e^{\mu t}} (\cdots, x_l - 1, x_{l+1} + 2, \cdots),$$  (24)

and other transitions to vectors different from (24) are forbidden.

Defining the state $\vec{X}^m$ as a population state prior to division of one of the cells that has divisions $m$, we have the following.

$$\vec{X}^m = (\cdots, x_m, x_{m+1}, \cdots)$$

$$\vec{X} = (\cdots, x_l, x_{l+1}, \cdots)$$

The master equation describing the dynamics is given by:

$$\frac{dP(\vec{X})}{dt} = -\sum_{\vec{X} \in \vec{X}} P(\vec{X}) + \sum_{m} (x_m + 1)ks_m P(\vec{X}^m),$$  (26)

where $s_l$ follows (23).

As an example of (26), we can show the master equation for the first three states:
\[
\frac{dP(1,0,0,\ldots)}{dt} = -k_8 e^{\mu t} P(1,0,0,\ldots)
\]
\[
\frac{dP(0,2,0,\ldots)}{dt} = -2k \frac{s_8 e^{\mu t}}{2} P(0,2,0,\ldots) + k_8 e^{\mu t} P(1,0,0,\ldots)
\]
\[
\frac{dP(0,1,2,\ldots)}{dt} = -\left(\frac{s_8 e^{\mu t}}{2} + 2k \frac{s_8 e^{\mu t}}{4}\right) P(0,1,2,\ldots) + 2k \frac{s_8 e^{\mu t}}{2} P(0,2,0,\ldots) \tag{27}
\]

Numerical methods based on the finite state projection algorithm [36] were used to obtain a computation of \(P(\bar{X})\) over time. This algorithm truncates the number of states, in principle infinite, to a given number of finite numbers and integrates the master equation (26). In Fig. 5, we show the dynamics of cell size moments with projection over the first seven generations. Given that the number of possible states that truncate the number of divisions up to \(L\) increases as \(2^{\frac{L(L+1)}{2}}\), it was not possible to increase the accuracy of the algorithm for times greater than \(5\tau_d\).

### A. Size distribution moment dynamics

Once \(P(\bar{X})\) is estimated, the moments of the size distribution \(\langle s^\alpha \rangle_{SC}\), where the subscript SC stands for single colony, can be calculated as follows:

\[
\langle s^\alpha \rangle_{SC} = \sum_{\bar{X}} \left(\frac{\sum_{x_1 \in \bar{X}} x_1 s_{\bar{X}}^\alpha}{\sum_{x_1 \in \bar{X}} x_1} \right) P(\bar{X})
\]
\[
\text{var}(s) = \langle s^2 \rangle - \langle s \rangle \tag{28}
\]

These moments can be compared with the empirical value estimated to have \(C\) colonies, each with \(Z_c\) cells of size \(s_{z,c}\):

\[
\langle s^\alpha \rangle_{SC} = \frac{1}{C} \sum_{c=1}^{C} \left(\frac{1}{Z_c} \sum_{z=1}^{Z_c} (s_{z,c})^\alpha \right). \tag{29}
\]

Fig. 5 shows how the dynamics of the moments of the size distribution differ depending on which of the three perspectives we choose. In addition to the moment dynamics already observed using the PBE and equation (18), in Fig. 5a, we observe how the mean size \(\langle s \rangle\) from the perspective of a single colony follows a dynamics similar to the single lineage, and after four division times, it is equivalent to population snapshots. Size variability, measured as the variance of the size distribution (Fig. 5b), shows how, from the perspective of a single colony using (28), this \(\text{var}(s)\) remains null-valued during the first doubling time. This effect occurs because the cells are perfectly split in half and both daughter cells have the same size after the first division.

In this section, we theoretically observe a model to approach the size distributions across single-colony descriptions. This model is a generalization of previous approaches [25], where the number of cells with a given number of divisions defines the state of the system. The numerical solution of the associated master equation allowed us to estimate the moment dynamics of the size in the three perspectives of population description. In the next section, we will study the stochastic dynamics of the number of individuals in the colony. We will also compare the results of this size-dependent division with classical models, where the division occurs at a size-independent rate.

### IV. Dynamics of the Variability on Population Number

The variability of the population number can be estimated from the moments of the population number \(N\):

\[
\langle N^\alpha \rangle = \sum_{\bar{X}} \left(\sum_{x_1 \in \bar{X}} x_1 \right)^\alpha P(\bar{X})
\]
\[
\text{var}(N) = \sum_{\bar{X}} \left(\sum_{x_1 \in \bar{X}} x_1 \right)^2 P(\bar{X}) - \langle N \rangle^2 \tag{30}
\]

These moments can be compared with the estimates from data sets with considerations similar to those used in (22):

\[
\langle N^\alpha \rangle_{\text{exp}} = \frac{1}{C} \sum_{c=1}^{C} (Z_c)^\alpha. \tag{31}
\]

In Fig. 5c, we show some trajectories of population numbers for two systems. One of them (purple) consists of cells that divide at a constant rate, which is a widely known model in proliferation dynamics [37], [38]. As a main result, Fig. 5d shows how the size-controlled division model presents an asymptotic decay to zero in \(CV^2(N)\). On the other hand, in the model with a constant rate of division, this variability increases to 1.

#### A. Population fluctuations in cell size-controlled vs timer-controlled proliferation

To better understand the models of division timing, let us compare two simple mechanisms of cell division. If the division is size-controlled, the splitting event is decided based on the cell size. On the other hand, the division is timer-controlled if the cells consider the timer \(\tau\). This timer is defined as the time spent since the most recent division.

The division rate is modeled by the function \(h(s,\tau)\) as recently proposed [26], [39]. Therefore, the probability of dividing during the interval \((0, \tau)\) is given by:

\[
P(\tau) = 1 - \exp \left( -\int_0^\tau h(s(\tau'),\tau')d\tau' \right). \tag{32}
\]

In the particular case where the size \(s\) is used as a reference to divide, the division rate can be expressed as follows.

\[
h(s,\tau) = k[s(\tau)]^\alpha = k s_8 e^{\alpha \mu \tau}, \tag{33}
\]

with \(0 < \alpha < \infty\), an exponent defining the strength of the control [18], [26]. In this case, the distribution of division
times depends on the size at the beginning of the cycle $s_b$ [14]:

$$
\rho(t|s_b) = s_b^0 k \exp \left[ \frac{\alpha \mu \tau - s_b^0 \alpha k}{\mu} \left( e^{\alpha \mu \tau} - 1 \right) \right] \quad (34)
$$

In our simulations, we generate random times $\tau$ from the PDF (34). During the time interval $(0, \tau)$, cells grow exponentially following (1) and split in half with partition noise $\langle CV^2(N) \rangle = 0.005$. Fig. 6b shows how, as $\alpha$ increases, $CV^2(N)$ converges faster to zero. The special case $\alpha \to 0$ corresponds to the division at a constant rate.

Next, consider the division timer $\tau$ as a reference for division, that is, independent of size. In that case, a general model considers the division rate as proportional to the power of the cell age $\tau^\beta$ with $0 < \beta < \infty$:

$$
h(s, \tau) = \gamma \tau^\beta, \quad (35)
$$

with $\gamma$ being a constant. From this rate, the interdivision times $\tau$ are distributed following a Weibull distribution [40]:

$$
\rho(\tau) = \gamma \tau^\beta \exp \left( -\frac{\tau^{\beta+1}}{\beta+1} \right). \quad (36)
$$

As can be seen in Fig. 6c, $\beta = 0$ is the constant rate division, and increasing $\beta$ the noise in $N$ is more controlled but approaches either a non-null constant or an oscillatory behavior if the control strength ($\beta$) is high enough. This finite limit shows a fundamental discrepancy with the size-dependent division rate, which goes to zero.

V. DISCUSSION

Current methods generally model population heterogeneity from two scenarios. In the first, they solve the steady distribution where all moments do not change along time [26], [35]. In the second, the time dynamics can be estimated, but considering a large number of cells. In this way, fluctuations in the cell population are negligible [30]. This article works on the case where these assumptions do not hold: single-cell derived colonies at low population numbers. This limit is essential in applications such as studying how a pathogen invades a host [6], genetic drift in small populations [5], or the survival of small groups to antimicrobial treatment [41].

Here, we analyze the effects of the division strategy on proliferation variability. Studying the transient dynamics of this variability can help us in the discrimination between a size-based division and a timer-based one. Understanding these mechanisms can help to approach phenomenological proliferation models [37] and associate them with molecular mechanisms as in [21], [26]. Furthermore, simply being aware of the differences in the resulting distributions depending on the way the population is followed can prevent error when analyzing population data.

In this work, we present a few details on the additional mechanisms involved in cell division, focusing on the most external variables, such as division rate and splitting noise. However, there are other additional variables, such as the occurrence of multiple events instead of just one to trigger division [17], noise in the growth rate [14], or fluctuations in the initial population [29]. We plan to consider these variables in future publications.

VI. CONCLUSIONS

This article shows methods for computing the statistical dynamics of both the size and population number in exponentially elongating and proliferating cells. First, we present a fast and efficient way to estimate the size distribution at any time from any starting condition. We observe how different the size distribution is depending on whether we track only one cell after cell division or all the offspring. The distribution considering the first perspective has a higher mean and less variability relative to the second. We modified the algorithm to include stochastic variability in the partitioning position, revealing that the steady distribution has a different shape, although the moment dynamics are essentially the same as the case without stochasticity in partitioning.

This method is valid for a high number of individuals, and therefore it cannot estimate the fluctuations within a colony of a low number of cells. To overcome this, we propose a formalism in which the population is described by an array whose $l$-th component is the number of cells that have $l$ divisions. We offer a master equation associated with this system, using numerical methods based on the finite-state projection algorithm to obtain a solution. This article shows
how, at low numbers, the size statistics over the colony can differ from those calculated using the PBE.

Finally, we study fluctuations in the population number for colonies of individuals coming from a single ancestor. We observe how if the division is controlled on the basis of the size, the fluctuations in population number go to zero as time passes. Meanwhile, if the division happens with the cell inter-division timer as a reference, these fluctuations tend to be a nonnull constant.
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