Towards a mesoscale physical modeling framework for stereotactic-EEG recordings
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Abstract. Objective. Stereotactic-EEG (SEEG) and scalp EEG recordings can be modeled using mesoscale neural mass population models (NMM). However, the relationship between those mathematical models and the physics of the measurements is unclear. In addition, it is challenging to represent SEEG data by combining NMMs and volume conductor models due to the intermediate spatial scale represented by these measurements. Approach. We provide a framework combining the multi-compartmental modeling formalism and a detailed geometrical model to simulate the transmembrane currents that appear in a layer 3, 5 and 6 pyramidal cells due to a synaptic input. With this approach, it is possible to realistically simulate the current source density (CSD) depth profile inside a cortical patch due to inputs localized into a single cortical layer and the consequent voltage measured by two SEEG contacts using a volume conductor model. Based on this approach, we built a framework to connect the activity of a NMM with a volume conductor model and we simulated an example as a proof of concept. Main results. CSD depends strongly on the distribution of the synaptic inputs onto the different cortical layers and the equivalent current dipole strengths display considerable differences (of up to a factor of four in magnitude in our example). Thus, the inputs coming from different neural populations do not contribute equally to the electrophysiological recordings. A direct consequence of this is that the raw output of neural mass models is not a good proxy for electrical recordings. We also show that the simplest CSD model that can accurately reproduce SEEG measurements can be constructed from discrete monopolar sources (one per cortical layer). Significance. Our results highlight the importance of including a physical model in NMMs to represent measurements. We provide a framework connecting microscale neuron models with the neural mass formalism and with physical models of the measurement process that can improve the accuracy of predicted electrophysiological recordings.
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1. Introduction

Stereotactic-electroencephalography (SEEG) is a technique in which intracerebral implanted electrodes are used to record brain electrical activity in the form of electric potentials. This technique is routinely used in patients with drug-resistant epilepsy in order to determine the spatiotemporal organization of the epileptic network within the brain and identify potential targets for surgical resection [1].

There is a wide agreement that the origin of the extracellular potentials that can be measured by electroencephalographic (EEG) methods or other techniques such as local field potentials (LFPs), in the low frequency range (0 to a few kHz), are to a large extent created by the transmembrane currents induced by synaptic inputs (postsynaptic currents) into pyramidal cells. This is due to the coherence in space (alignment "in palisades" of pyramidal cells) and time [2] of these currents, which allows them to contribute in an additive manner into the extracellular voltage, as well as to the elongated form factor of pyramidal cells, which can lead to large current dipoles.

When neurotransmitters bind to synaptic receptors, ion channels on the membrane open and membrane currents flow in or out of the cell to hyperpolarize or depolarize the postsynaptic neuron. An excitatory synapse produces an inward current that is seen as a negative current source (i.e., a sink) from the extracellular medium. Conversely, an inhibitory synapse causes an outward current that is seen as a positive current source (i.e., a source) from the outside. Within the timescale of SEEG recordings, these current sinks or sources are always balanced by a passive return current to achieve electroneutrality. The synaptic currents and their associated return currents can give rise to sizable dipoles (or higher order n-poles) and, if many such currents synchronize with a coherent direction, a measurable voltage perturbation is produced.

In the past decades, the activity measured by SEEG electrodes has been studied using mesoscale brain models such as neural mass models (NMMs) [3, 4]. These models are mathematical simplified representations of the dynamics of interconnected neuronal populations [5, 6, 7]. They describe the average neural population dynamics (firing rates, membrane potential perturbations) by capturing relevant physiological features at the mesoscale. To connect with electrophysiology measurements, the average membrane potential is often used as a surrogate of LFPs [8], SEEG [4] or EEG measurements (see, e.g., [9]). More recently, a laminar NMM framework using a simple physical model has been used to represent electrophysiological measurements such as LFPs [10, 11] or SEEG [12]. Here we start from this work to provide a rigorous framework combining computational brain models with the microscale physics of current generation in realistic neuron compartment models and the meso/macroscale physics of volume conduction.

To connect the neural mass and physical frameworks, the first challenge lies in understanding the nature of the current distributions generated by neural activity. A simple approach is to assume that synaptic activity in pyramidal cells generates current dipoles on the cortical surface—a good and useful approximation in the context of EEG measurements given that the electrodes are far from the sources [13]. On the other
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extreme, local voltage measurements such as LFPs have been modeled using highly realistic models of neurons [14, 15, 16]. The same method has been used to model measurements in different scales [17, 18, 19] with integrate and fire network models. However, this requires a physical model for each cell in the network, making it very demanding computationally. Thus, this approach is difficult to implement at the EEG and SEEG scales and is also not applicable in population based models such as NMMs.

Unlike scalp EEG or LFPs, SEEG measurements fall within an intermediate scale, making it even more challenging to model. On the one hand, SEEG contacts are very close to the current sources, most of the times even surrounded by them, making unsuitable the modeling approaches typically used in the context of EEG (dipole models). On the other hand, the length of a single SEEG contact is similar to the thickness of the cortex meaning that it is not possible to have more than one contact implanted inside the same cortical patch. Therefore, the use of highly detailed neuronal models as the current sources in volume conductor models (as is sometimes done in the context of LFP) is technically challenging since they would require the generation of extremely large meshes.

Our first objective is to analyze the current sources in the neocortex at a millimetric scale, adequate for modeling SEEG. For that, we begin at the micro-scale, single-cell level by using highly detailed geometrical models of pyramidal cells together with the multi-compartment cable model formalism [20] to simulate the post synaptic transmembrane currents. We then move to a larger scale and combine a population of single cells to obtain the current distributions that can be expected inside a cortical patch in different situations. These results are then used to simulate SEEG measurements and explore potential simplifications of the current distributions to overcome the challenges associated with the scale of SEEG measurements.

Our second objective is to use the aforementioned modeling framework to create the link between NMMs, which represent the mean activity of neuronal populations, and the cortical CSD associated to this neural activity. The raw outputs of NMMs are the mean synaptic activity, membrane potential alteration and firing rates of each of the populations involved. The mesoscale CSD analysis based on single cell microscale models described above provides the connection between the average NMM post-synaptic potentials and the physical model in a straightforward manner and without many assumptions. As a proof of concept of this framework, we used a very simple NMM to generate its associated cortical currents over time and simulate SEEG recordings. We use this example to discuss the limitations of these models in reproducing electrophysiological recordings.
2. Methods

Figure 1 summarizes the modeling approach followed in this study in order to bridge the gap between different scales. First, several (n=1000) highly detailed microscale single cell models are used to generate a cortical patch. The transmembrane currents of these cells are used to calculate the total current inside the cortical patch and obtain an average representation of the CSD depth profile for various scenarios. These CSD profiles can then be used to set the boundary conditions in a volume conductor model for the simulation of electrical recordings. In the present study we did this for an SEEG bipolar measurement (difference between two adjacent contacts), however, the same approach could be used to simulate any recording technique by adapting the volume conductor model. Finally, we propose a link between the neural mass modeling framework and volume conduction physics by taking advantage of the single cell to macroscale recordings scheme implemented.

2.1. Single neuron compartmental model

The compartmental cable model formalism [20] was used to simulate the transmembrane currents generated in response of a synaptic input. This was done using LFPY [14, 17], which is an open source Python package for biophysical microscale neural modeling that runs on top of the widely used NEURON simulation environment [21].

The reconstructed cell morphologies of a layer 3 [22], a layer 5 [23] and a layer 6 [24] pyramidal cell from the cat visual cortex were used (see Figure 2a). Since they do not play an important role in the generation of the extracellular signals (we only consider post-synaptic currents in pyramidal cells), the axons were removed from the morphology reconstructions. Layer 3 and layer 6 pyramidal cell geometries were downloaded from...
A mesoscale physical model of SEEG

Figure 2. a) Geometries of the pyramidal cells used to generate compartmental models [23, 22, 24]. The figure also shows the different depths at which the cortical layer divisions were set corresponding to the layer size of the cat visual cortex. b) Generation of a cortical patch. Neurons were spatially spread within a 1 mm diameter column with their somas always inside their corresponding layers. c) Schematic of the axisymmetric geometry used to simulate a pair of SEEG contacts using FEM. Note that the GM thickness in c) is larger than the length of the cortical patch in a) and b). While the latter is meant to represent the average size for humans, the cell morphologies were taken from cat visual cortex.

neuromorpho.org and the geometry of the layer 5 pyramidal cell was downloaded from the LFPY github repository (https://github.com/LFPy). In all cases, the simulations were performed with a passive cell model with the following properties: a membrane capacitance of 1 \( \mu \text{F/cm}^2 \), an axial resistance of 150 \( \Omega \text{cm} \), and a membrane resistance of 30 k\( \Omega \text{cm}^2 \). The synaptic input was modeled as an exponential decaying current pulse injected through a single compartment with a peak value of \( I_0 = 0.65 \text{nA} \) and a time constant of \( \tau = 2 \text{ms} \),

\[
I_s(t) = I_0 e^{-(t-t_0)/\tau} \theta(t-t_0)
\]  

where \( \theta(t) \) is the Heaviside step function and \( t_0 \) is the peak current time. In all cases, the simulations were run for at least 100 ms before any stimulus with a time step of 1/16 ms.

The synaptic input generates the displacement of charges inside and outside the cell. The injected currents are completed by capacitive return currents in other cell locations.

2.2. Cortical patch model

The extracellular voltage that can be measured is the result of the contribution of the voltage generated by the membrane currents of a large number of cells. Thus, in order to create realistic current distributions following a synaptic input we generated a model of a cortical patch (i.e., a cortical column) for each of the three cells described in the previous sections. Our cortical column models model consisted of 1000 neurons (with the same geometries and properties as described in the previous section) placed inside a cylinder with 1 mm diameter. The cylinder was divided along its vertical axis as
shown in Figure 2b to replicate the cortical layers. The depths of these divisions can be seen in Figure 2a. These were set to generate a layer size in accordance with the cell morphological models which were all extracted from the cat visual cortex [15].

All cells were perfectly aligned along the vertical axis, but a certain degree of heterogeneity was added by spreading them spatially and rotating them about their vertical axis. For each neuron, a random rotation of \([0, 2\pi]\) was applied to the coordinates of its compartments. After this rotation, the center of the soma was placed at a random location inside the cylinder, allowing a vertical spread of \(\pm 50\ \mu m\) around the center of the cell’s corresponding layer. To do so, a random radius \([0, 0.5]\ mm\) and angle \([0, 2\pi]\) were set to define the horizontal position of the soma and a random vertical displacement \([-50,50]\ \mu m\) over the center of the layer was set to define the vertical position. Then, a translation was applied to the coordinates of the compartments to place the soma at the desired location.

The overall CSD due to synaptic activity is the result of many neurons receiving many synaptic inputs asynchronously. To replicate that, in our simulations, each neuron received ten pulse inputs at random times each of them injected into a random compartment. The peak current times of these inputs were randomly set within a time span of 50 ms. Each of these inputs was injected in a compartment that was randomly selected with the function \texttt{get\_rand\_idx\_area\_norm} from LFPY. This function returns the index of a compartment with a random probability normalized to the membrane area of each segment on the interval \([z_{\text{min}},z_{\text{max}}]\). This same function allowed creating a selection of compartments located exclusively inside a single cortical layer by defining \(z_{\text{min}}\) and \(z_{\text{max}}\) accordingly. We used this feature in order to simulate the current distribution generated when all cells receive synaptic inputs localized in a single cortical layer.

Once the geometrical and temporal aspects of a simulation were defined as explained above, each cell was simulated individually following the procedure described in section 2.1. Namely, the same passive electrical properties were set, the synaptic inputs were modeled as in (1), and the simulations were run using LFPY.

### 2.3. Calculation of current density and dipole moments

To calculate the current dipole moment over time generated by the transmembrane currents, the center of mass of the current distribution is first calculated at each time point as

\[
\mathbf{r}_{\text{cm}}(t) = \frac{\sum_i \mathbf{r}_i |I_i(t)|}{\sum_i |I_i(t)|}
\]

with \(\mathbf{r}_i\) being the position of the center of compartment \(i\) and \(I_i(t)\) the membrane current (ohmic and capacitive) in compartment \(i\) at a time \(t\). Note that the sum is over all compartments of all cells involved in a simulation. Then, the dipole moment is calculated as

\[
\mathbf{p}(t) = \sum_i I_i(t) (\mathbf{r}_i - \mathbf{r}_{\text{cm}}(t))
\]
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Similarly, the CSD time course was calculated based on the current at each compartment and their positions. To do so, we discretized the cortical patch in 50 \( \mu \text{m} \) vertical divisions and summed the membrane currents in the neuronal compartments that were located inside each division. The resulting values were divided by the volume corresponding to these divisions to generate a current density profile over time \( \text{CSD}(z, t) \). This volume was calculated as the volume of the disk that is generated after dividing the column vertically (1 mm diameter, 50 \( \mu \text{m} \) thick). Note that with this approach we are implicitly averaging the current density over the horizontal directions.

### 2.4. Simulation of SEEG measurements

Next, we used the generated CSD profiles to simulate the voltage that would be measured by what is usually called a bipolar SEEG montage. To achieve this, we built a simple model to simulate the voltage recorded by a pair of two adjacent SEEG contacts belonging to the same lead embedded in a cortical patch. The geometry of the model consisted of three tissue layers to represent white matter (WM), gray matter (GM), and cerebrospinal fluid (CSF). The dimensions of the model and the conductivity assigned to each of these tissues can be found in Figure 2c. We assumed an SEEG lead completely perpendicular to the cortical surface, which allowed us to use an axisymmetric model. SEEG contacts were modeled as 0.8 mm diameter and 2 mm length cylinders separated by an insulating part with 1.5 mm of length [25]. A conductivity of 1000 S/m was set to the contacts and of \( 10^{-5} \) S/m to the insulating part between them.

To simulate the voltage difference between the pair of SEEG contacts generated by a certain CSD profile, we took advantage of the reciprocity principle following a similar approach in Moffitt et al. [26]. According to the reciprocity principle, if a unit current is injected through the SEEG contacts and a voltage difference \( V \) is measured between two points in space, the same voltage \( V \) would be measured between the contacts if a unit current was injected through those two points. In other words, we can calculate the voltage distribution generated when a current is injected by the SEEG contacts and use those results to simulate the voltage measured by those contacts for any given CSD.

The aforementioned approach was implemented using the finite elements method (FEM). The electric potential distribution was calculated by solving the Laplace equation with the geometry described above,

\[
\nabla \cdot (\sigma \nabla \Phi) = 0
\]

with boundary conditions of a floating potential and a unit \( \pm 1 \) A current (positive on the top electrode and negative on the bottom one) at the contact surfaces. The problem described was solved using COMSOL Multiphysics 5.3a (Stockholm, Sweden) for different depths of the SEEG electrode, \( z_{el} \). The solutions obtained with this FEM model were used to interpolate the voltage at a grid of points \((\rho, z)\) inside the GM. In the radial direction these points were generated every 10 \( \mu \text{m} \) beginning at a distance of 100 \( \mu \text{m} \) from the surface of the contacts (to account for the fact that scar tissue, and, therefore, no neuronal activity, is expected near the contacts [27]) and extended up to
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1 cm away from them. Denser grids of points in the radial direction were tested to ensure that the voltage depth profile did not change. Note that, since an axisymmetric model was used, each of these points is in fact a discrete ring with radius $\rho$ around the symmetry axis. Thus, when applying the reciprocity principle the current sources are implicitly modeled as lines (rings) with homogeneous current density.

In the vertical direction, equally spaced points were created to discretize the GM with the same amount of divisions as the CSD profiles in section 2.3. With this approach we re-scaled the CSD profiles to fit the GM dimensions used in the FEM model. Note that the thickness of GM in the FEM model was 2.5 mm to be consistent with realistic human dimensions while the cortical column model from previous sections was 1.6 mm to be consistent with the cat visual cortex, where the neuronal model came from.

The FEM model described above allowed us generating a series of data $V(z_{el}, r, z)$. Then for a given CSD profile, the voltage difference between the SEEG contacts, $V_{SEEG}$ was calculated using superposition,

$$V_{SEEG}(z_{el}) = \sum_{i,j} V(z_{el}, r_i, z_j) \cdot CSD(z_j) \cdot \text{Vol}(r_i)$$

(5)

where $V(z_{el}, r_i, z_j)$ has units of V/A (voltage when a unit current is injected) and Vol is the volume associated to each point in the grid, which given that we use an axisymmetric model corresponds to the volume associated to a 3D annulus.

2.5. Generation of SEEG recordings from Neural mass models

We have used the Jansen-Rit NMM [28] to simulate the average activity of a cortical patch. The Jansen-Rit model includes a population of pyramidal cells (P) that sends and receives inputs from a population of excitatory neurons (Exc) and a population of inhibitory neurons (Inh). The pyramidal population also receives an external excitatory input (Ext). The equations and parameters defining the Jansen-Rit model used for the simulation of cortical activity are described in Appendix A. The parameters of the model were chosen so that the membrane potential of the main pyramidal population displays spikes.

In NMMs, the locations of the synaptic contacts are not relevant—the models are not naturally embedded in space. However, in our framework (as in [10, 11, 12]) they are specified in order to calculate the current distribution that arises from synaptic inputs. For simplicity, we considered the pyramidal cell population in the NMM to be a layer 5 pyramidal cell. Table 1 shows the layer by layer connectivity probability distribution function that was used to locate the synaptic connections to a layer 5 pyramidal cell coming from the other populations in the Jansen-Rit model. These values provide a coarse representation of a realistic scenario based on the available literature. What follows is a description of the reasoning behind the values selected.

The external input is associated to signals from the thalamus as well as from other cortical regions. In layer 5 pyramidal cells, the thalamic and higher-order cortex inputs mainly contact at the top layers and in a lower proportion at layer 5 [29]. The excitatory
popolation represents the inputs coming from spiny stellate cells and mostly from other pyramidal cells. For simplicity, only the latter were considered. According to Hill et al. [30], in layer 5, pyramidal cells seem to make contacts with other pyramidal mostly at the basal dendrites (around 2/3 of the time) and, to a lesser extent, at the apical dendrites (around 1/3 of the time), but not at the tuft. Finally, the inhibitory population represents the inputs coming from several types of Somatostatin expressing cells but, for simplicity, we only considered Martinotti cells. These cells contact approximately half of the time at the apical dendrites and the rest of the time with approximately equal probability at the basal dendrites and the tuft [30]. To use the results from Hill et al., we made the following equivalence: inputs at the tuft are equally distributed between layers 1 and 2, inputs at the apical dendrites are distributed between layers 3 and 4, and basal inputs are distributed between layers 5 and 6.

We used the output of the NMM to calculate what could be regarded as the average post-synaptic current, $I_s(t)$, associated to each of the synapses from other populations into pyramidal cells. In fact, we assumed that each of these currents is proportional to the average membrane potential perturbation at each neuron, $u_s$, induced by the associated pre-synaptic population, $I = \eta u$, with $\eta$ a gain proportionality factor of units A/V. The gain factor $\eta$ would correspond to the average current that is required to induce a membrane perturbation of 1 V at the cell soma which depends on many factors (current injection site, cell shape...). For simplicity, we set $\eta = 10^{-11}$ A/mV to obtain equivalent current dipole surface density values in the same order as those measured experimentally which are in the range of 0.16–0.77 nA·m/mm$^2$ [31].

In NMMs, $u_s(t)$ represents the aggregated or the average effect of a large number of synaptic events at the single cell level. Among other factors, this is proportional to the number of inputs taking place synchronized in time, as well as the average current flowing into the cells at the single cell level for each of these inputs. Thus, $I_s(t)$ is a variable that can be linked to the cortical patch model described in the previous section, effectively bridging the gap between microscopic and mesoscopic scales as well as between NMM and the extracellular electrical measurements. To do so, the CSD over time associated to the NMM was calculated as

$$CSD(z,t) = \sum_s \sum_i \omega_{s,i} I_s(t) CSD_i(z)$$

Where $\omega_{s,i}$ is the probability of population $s$ to have a synaptic contact in layer $i$.
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(Table 1). $CSD_i(z)$ is the CSD profile generated by a unit current input injected at compartments inside layer $i$ to each cell in the patch. The values of $CSD_i(z)$ were calculated as described in section 2.3 and were then normalized to a unit current and scaled to the desired cell density as described in the Appendix B. Here we chose a cell density of 100 000 cells/mm$^2$ consistent with that usually measured in the cortex [32, 33].

The current source density $CSD(z, t)$ was then used to calculate the voltage measured by a pair of SEEG contacts as described in section 2.4, as well as the equivalent current dipole moment over time as discussed in Section 2.3 (e.g., for the projection of the NMM activity into a scalp EEG measurement).
Figure 3. a) Transmembrane current at each compartment in two different time points after the injection of an exponential current into a single compartment of the layer 5 pyramidal cell (marked with a red dot). b) CSD as a function of depth over time for the scenario depicted in a). c) The same plot when one thousands neurons receive synchronously a single input in a compartment located in layer 1. d) The same plot when these neurons receive the input asynchronously into compartments located in layer 1. It is important to note that all color scales in b-d were adjusted so as their limits were 1/3 of the maximum value for a fair comparison.

3. Results

3.1. From single neuron to cortical patch

Figure 3a displays the transmembrane current at each compartment at two different time points when an exponential current is injected into a single compartment of the layer 5 pyramidal cell model. Near the peak in the injected current, the return currents are highly localized near the injection site. Later, these return currents spread over the entire cell but the overall current has decreased significantly. Thus, a synaptic input into a single compartment initially generates a very short dipole-like distribution that slowly turns into a longer dipole (but with weaker current) as shown by the CSD profile over time (Figure 3b). These results are in line with earlier modeling [34, 35] and experimental work [36].

Figure 3c provides depth-time plots of the CSD obtained when an input is injected synchronously at the same location into one thousand cells located inside a cortical
patch (see section 2.2), with the input injected into a random compartment located in layer 1. The CSD over time shows a similar pattern than the single cell case, but the magnitude of the CSD during the initial short dipole and the later long dipole are more similar. In fact, a few milliseconds after the injection, the return currents around the location of the soma generate a CSD that is comparable to the CSD generated near the injection site at the peak in current. This is due to the spatial summation of the currents from various cells spread in space. Right after the peak in injected current, the current is highly localized near the injection site, and the currents from different cells largely cancel each other out. However, later, when the return currents spread over the entire cell, the currents from individual cells add in a much more efficient way.

The effect described above is further reinforced in a more realistic scenario, with each cell receiving the input at a random time within a 50 ms time window (Figure 3d). Because of the spatiotemporal smoothing induced by the cable equation, both the spatial input spread and the input time randomization contribute to a longer lasting dipole-like temporal distribution.

3.2. Synaptic inputs at different layers

We simulated a cortical patch (see section 2.2) in which each neuron receives ten synaptic inputs at a random time within a 50 ms time window. These inputs were injected at a random compartment of the cell belonging to a specific layer in order to analyze the CSD depth profiles that are generated depending on the location of the synapses. These results, displayed in Figure 4, were generated for each cell model individually. Figure 4a provides the results obtained for layer 3 pyramidal cells receiving inputs at different layers. The same results for layer 5 and layer 6 pyramidal cells are shown in Figure 4b and Figure 4c respectively. Note that for layer 3 pyramidal cells inputs were simulated only in layers 1–3 because there are no compartments present in deeper layers.

As expected, the negative current in these CSD distributions is exclusively located in the compartment where the inputs are injected. Interestingly, a very similar pattern is observed for all three cell models. In all cases, a large portion of the return current is localized at the layer where the cell soma is located, except when the input targets the soma directly. This is is due to the contribution of all the basal dendrites that are mostly located there and constitute a large portion of the cell surface. A similar but milder effect can be seen in some of the cases at the top layers due to the presence of a large number of branches of the apical dendrites. When the input is localized in the layer where the soma is placed, a large portion of the return currents is confined into the same layer. This results in a large cancellation of the currents as evidenced by the fact that those cases display the smallest current values.

It is important to note that, although none of the obtained CSD profiles have a perfect dipole-like distribution, they all resemble a dipole to a certain extent. However, the strength of these dipoles changes depending on the layer at which the synapses are located. Depending on their location (Figure 4d–f), synaptic inputs can generate
Figure 4. a) CSD as a function of depth (vertical axis) due to synaptic inputs limited to only one of the layers in a cortical patch containing layer 3 pyramidal cells. The three rows provide results for different input layers (see embedded legend). b) The same results for a patch of layer 5 pyramidal cells and c) layer 6 pyramidal cells. The dashed lines represent the limits of the cortical layers. Current dipole moments over time generated by the previous current distributions for layer 3 (d), layer 5 (e) and layer 6 (f) pyramidal cells.

dipoles differing by a large magnitude (up to four times). Specifically, inputs at the top layers, above the soma, generate dipoles that are at least two times stronger that those generated by inputs at (or close to) the soma layer. This is due to 1) the larger distance between sources and sinks and 2) the large cancellation that takes place for inputs at the soma layer discussed above. The difference between the top layers (1-2) and the soma layers is particularly relevant since they contain a large portion of the dendritic arbor making synaptic contacts there more likely.
3.3. Simulation of SEEG measurements

The CSD profiles obtained for the inputs at different layers were used to simulate an SEEG measurement (see Section 2.4). The results in Figures 4a–c were averaged over the time window in which the dipole moment is larger (70–100 ms) and rescaled to fit human cortical dimensions. The resulting CSD profiles as a function of depth are presented in Figure 5a. These, together with a FEM model, allowed us to obtain the voltage difference that a pair of SEEG contacts would measure. Figure 5b displays the voltage difference measured between two consecutive contacts of an SEEG lead for different depths and for the different locations of synaptic inputs and the three cell models.

From the diversity of CSD profiles in Figure 5a it is clear that the voltage difference depends on the location of the synaptic inputs (as will the equivalent dipole current strengths of these distributions). Associated with this, there is a large variation in the potential difference depending on the electrode depth since the relative positions of the sinks/sources and the electrodes drastically change as the electrode is moved (Figure 5b). However, a remarkable observation is that the relative magnitude of the voltage difference for inputs at different layers changes with electrode depth. This implies that the relative contribution of each synaptic input over the measured voltage depends on the electrode depth, making SEEG recordings highly sensitive to electrode depth.

3.4. Simplified CSD model for SEEG

We then compared these voltage measurements with those obtained with the same FEM model but using a much simpler current source model consisting of arrays of discrete sources placed at the center of each layer. For each cell and synapse position (synapse connecting to each of the layers) we generated a simplified model that was heuristically adjusted to fit the results presented in Figure 5b. In order to simplify as much as possible the CSD representation, for each case, only a source and a sink location were allowed. Figure 6 shows the distribution of the currents on these simplified models. Note that the magnitude of the discrete sources was normalized to their maximum value. The same figure provides the voltage difference measured by a pair of SEEG contacts (obtained from the same FEM model) in comparison with that obtained with the sources modeled from the compartmental models (Figure 5a). The voltage profiles generated with the simplified models replicate quite well those obtained with the original CSD.

3.5. Voltage recordings from NMM

Figure 7a provides a schematic of the distribution of the synaptic inputs into the pyramidal cell of the Jansen-Rit model. These distributions, together with the results in Figure 4b, were used to calculate the CSD over time produced by the neural activity in the Jansen-Rit model (Figure 7b). Sinks and sources can originate from a synaptic input
Figure 5. a) CSD profiles generated by synaptic inputs at different layers in the three cell models. The results were re-scaled to fit the human cortical size. b) Bipolar voltage difference between two consecutive SEEG contacts at different depths when they are surrounded by the different CSD profiles in a). Electrode depth origin is set at the location in which the deepest contact has its center aligned with the GM/CSF boundary. At a depth of -6 mm, the outermost contact has its center aligned with the GM/WM boundary. The results are shown for layer 3, layer 5 and layer 6 pyramidal cells (from top to bottom).

or by the return currents associated with the input. This makes their interpretation ambiguous even in a simple scenario such as the one depicted here (only three synapses and one type of pyramidal populations). In layers 1–2, sinks can be either due to the external noise input or the return currents associated to the inhibitory inputs while the sources in this model can only be associated to the return currents in the excitatory population. In layers 3–4, practically no return current is expected. Therefore, sources in those layers can only be due to the inhibitory inputs. Sinks associated with the excitatory inputs are also generated in these layers, but they do not appear in the CSD plot because they are masked by the inhibitory inputs. Layer 5 constitutes the most ambiguous region since all populations target in some proportion the dendrites there,
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Figure 6. On the left, simplified current sources created to replicate the voltage profiles in Figure 5b. The graphs display the locations and values of the discrete current sinks (blue circles) and sources (red circles). The size of the circles and the numbers next to them correspond to the current strength relative to the strongest one. On the right, comparison of the voltage profiles obtained with the CSD profiles in Figure 5a and those obtained with the simplified model. The results are shown for layer 3, layer 5 and layer 6 pyramidal cells (from top to bottom).

and, at the same time, a large portion of the return currents are expected to take place in this layer. In particular, sources can be due to inhibitory inputs or the return currents of the other input types, while sinks can be due to external and excitatory inputs or the return currents from inhibitory inputs. Finally, in layer 6 the sinks related to the excitatory input dominate the CSD. Sources due to the inhibitory inputs are also present in this layer but they are hidden by the sinks.

The simulated CSD can be used to generate SEEG signals and compare them with different proxies sometimes used in the field. Figure 7c displays the membrane potential of the simulated pyramidal cell population. This is the sum of all the post-synaptic membrane perturbations and is commonly used directly as a proxy for both scalp and intracranial EEG measurements. The figure also shows the equivalent current dipole moment of the CSD over time, which is essentially the waveform that would be recorded by a scalp EEG electrode from this cortical patch. Finally, the SEEG simulated recordings for two different depths are also displayed.

Even though the same patterns or event types can be recognized in the four traces,
Figure 7. a) Schematic of the probability distribution of the synaptic contacts on the pyramidal cell for the different inputs. The thickness of the lines is proportional to the probability of contact (see Section 2.5). Note that the positions of the circles that represent the inhibitory and excitatory populations are not meant to represent the locations of the cells belonging to them. b) CSD as a function of depth over time obtained with the Jansen-Rit model and the synapse distribution in a). c) Electrical recordings generated with the Jansen-Rit model using different signal proxies: the pyramidal cell membrane potential from the NMM, the equivalent current dipole of the CSD (i.e. what would be projected to a scalp EEG measurement) and the properly simulated bipolar SEEG at different depths (last two graphs).

They all look slightly different. Namely, in all four traces we can observe spikes happening with the same frequency, but the shape of these spikes can change. While in the NMM membrane potential most spikes display a positive peak followed by a negative smaller peak, in the other traces a first peak is usually followed by a return to baseline. Another noticeable difference between waveforms is that the contribution from the external input (higher frequency ripple) is more visible in some of them than the others. It is also important to note that with a small displacement of the electrode (hundreds of µm), the SEEG recorded waveform can substantially change. Here we selected as example two positions with 500 µm distance between them displaying a change in polarity and a difference in the shape of the waveforms recorded. From Figure 5, it can be deduced that the same degree of variation can be expected for many other positions.
4. Discussion

4.1. Validity of the results

The flow of ionic charges that generate the electrical fields measured by SEEG or EEG is the result of the temporal and spatial summation of a large number of synaptic inputs over a large number of cells. This is nicely illustrated in Figure 3, which highlights the importance of considering both the temporal and the spatial aspect of this summation when generating the current distribution.

In order to compute the different CSD profiles, in this paper we modeled a scenario with one thousand cells each receiving ten inputs within the same time window (corresponding to an average input frequency of 200 Hz). While these numbers are rather arbitrary, they are large enough to ensure that the results would not change qualitatively by increasing them. That is, given that the superposition principle would apply, our simulations are in a limit in which increasing the number of inputs or the number of cells changes the magnitude of the CSD but the overall depth profile pattern remains the same. The density of pyramidal cells in the cortex is usually in the order of 100 000 cells/mm² [32, 33], which is two orders of magnitude higher than in our simulations. Thus, it is very likely that in a realistic setting every cortical patch operates in this regime, i.e., where the CSD magnitude depends on the number of synaptic inputs synchronized in time but its overall profile does not.

Measurements in humans indicate that current dipole surface densities in the neocortex are in the range of 0.16–0.77 nA·m/mm² [31]. This is two orders of magnitude higher than our results (see Figure 4d-f), which is in fact consistent with the two orders of magnitude difference in cell density between our simulations and what is measured experimentally. In contrast, despite of the cell density, we obtained voltage differences only one order of magnitude lower than those measured experimentally, which is in the hundreds of µV (see [37]). This could be due to 1) the synaptic input current we used being too high (which is unlikely given that dipole strength is consistent with experimental data), or 2) the axisymmetric geometry of our model excessively favoring the spatial summation of the current sources—our model assumes that the SEEG contacts are surrounded by a 1 cm patch of perfectly aligned sources with a homogeneous activity, or 3) the cell density in our model being too concentrated in specific layers, which will impact local electric field but not overall dipole.

It may be argued that since throughout the entire study only one cell morphology was used to represent each pyramidal population, our results may be biased due to the model choices. However, while there may be a certain bias in quantitative terms, we do not expect our results to be different qualitatively if more geometrical representations of the same cell populations were used. In fact, the CSD profiles in Figures 4a–c display very similar patterns (return currents mostly confined to the regions near the soma), reinforcing the idea that our results in qualitative terms are not biased due to the choice of the cell morphologies.
4.2. Brain current sources and SEEG volume conduction models

The CSD profiles that were obtained for the different synaptic input locations (Figure 4b) can all be regarded as dipole-like current distributions to some extent. However, the center and strength of their equivalent dipoles are very different among them. Thus, unlike it is commonly done in EEG, all these synaptic input types cannot be modeled with a single dipole to reproduce SEEG voltage measurements. However, using a set of dipole-like distributions we were able to reproduce the voltage profiles for single input types measured by a pair of SEEG contacts quite accurately (Figure 6). Therefore, the simplest model that could be used to represent the brain sources in the context of SEEG would need to include six current-conserving monopolar sources (one per layer). This could be a useful approach if SEEG measurements were to be modeled in more complex volume conductor geometry than the axisymmetric model used in this study. In that case, the use of such simplified model would help reducing the mesh resolution required to set the boundary conditions required to reproduce the CSD.

Our results also show that the location of the synaptic contacts play a critical role in shaping the current distributions generated by different types of brain activity. This has implications in the context of SEEG (Figure 5b) but also in the context of EEG since the dipole strength can vary significantly (Figures 4d–f). As already discussed in other studies [18], this implies that the different pre-synaptic populations do not contribute equally to the equivalent cortical dipole that they generate. Thus, although scalp measurements are taken far enough that the CSD profile can be regarded as a current dipole, the strength of this dipole is the result of a weighted sum of the different types of post-synaptic currents. These weights will depend on the locations of the synaptic contacts. In this study we proposed a modeling framework that takes this fact into account and can be implemented to simulate both SEEG and scalp EEG recordings. We created an example of this approach as a proof of concept (Figure 7). In the next section we discuss the validity of this approach and the implications of our results.

4.3. Link between NMM formalism and physical measurements

The discussion in Section 4.1 is also relevant to the link between the NMM formalism and the volume conduction physics proposed in this study. If we assume that a cortical patch always operates in a regime in which the CSD profile generated by a certain type of neural activity is independent of the amount of synaptic events (CSD magnitude is scaled by the amount of inputs, but its shape does not change), then the link between NMM activity and the corresponding CSD over time is straightforward. NMMs are meant to represent the average activity of interconnected neural populations over a large number of cells. This is a mathematical abstraction, but the variables that describe the dynamics in these models can be used as a starting point for a physical model. The firing rates and membrane potential perturbations can be interpreted as a measure of the degree of synchronization of the neurons within a population inside a cortical patch. Thus, the post-synaptic potentials in the pyramidal cells can be regarded a measure
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of the average amount and strength of the synaptic inputs (i.e., average post synaptic currents) that these cells receive over time. With this interpretation, the magnitude of the CSD profiles are proportional to the population and activity of post-synaptic currents but the location of the sources is always the same. This approach nicely links the microscopic (single neuron and single input) and mesoscopic (large number of cells and inputs) scales without any unreasonable assumptions.

In the present study, we based all the analysis of the CSD profiles on the classification of synaptic inputs with respect to the cortical layers they target. With this approach, we obtained CSD profiles that resemble those measured experimentally (sinks and sources bounds seem to match the cortical layer divisions) [38, 39]. But more importantly, by doing so, we provided a framework to connect NMMs with a physical model that can be used to simulate any type of electrical recordings. Although we discussed it in the context of a Jansen-Rit model, our approach can be generalized to a wide range of NMM simply by adjusting the locations of the synapses within the pyramidal cell populations. That is, each population in a NMM represents a certain set of cell types, and for each cell type it is possible to define a distribution of the synaptic contacts into the pyramidal cells based on experimental studies (some examples can be found elsewhere [40, 41, 29, 30]). This allows modeling the contribution to the CSD profile of each population in the NMM, which can be used to calculate the CSD profile over time generated by the NMM activity. Once the CSD is calculated, it can be used to set the boundary conditions of a volume conductor model and simulate any type of electrical measurements following the same approach as we did here for an SEEG measurement.

The membrane potential of the pyramidal cell population taken directly from NMMs is sometimes used in the literature as a proxy for scalp EEG or SEEG recordings. This implies assuming that the membrane potential is equivalent to the cortical current dipole strength (in scalp EEG) or completely ignoring the volume conduction side of the problem (in the case of SEEG). We have shown that even in a simple NMM, the membrane potential and the equivalent current dipole display different waveforms. This is especially relevant when simulating SEEG recordings since, as we showed, the recorded waveform is highly sensitive to the electrode contact locations with respect to the current sources. However, it is important to note that, in essence, the four waveforms in Figure 7c are a weighted sum of the same signals. The membrane potential from the NMM implicitly assigns the same weight to all post-synaptic currents, while in the other cases the contribution of each of them is different (it depends on the locations of the synaptic contacts of each population, the volume conduction model and the electrode locations). Earlier work has already pointed out that a weighted sum of post-synaptic currents is a good proxy for EEG signals generated with a leaky integrate and fire neural network model coupled with highly realistic volume conduction models [18]. Because of the principle of superposition (linearity), from this modeling framework some elementary conclusions can be drawn about the general spectral content of the electrophysiological recordings simulated with NMMs. First of all, if a frequency (or
oscillatory pattern) is not present in any of the post-synaptic currents (i.e., none of the activities of the neural populations oscillates at that frequency), it will not appear in electrophysiological measurements regardless of the recording technique or electrode positions. Second, although in SEEG the recorded signal depends on the position of the contacts, the frequency content is always the same, only the power spectral density shape can change. Related to that, if two frequencies are only present in one of the post-synaptic currents, then the energy ratio between them is maintained regardless of the recording position.

All these ideas may help to set the limits of what features of the electrical recordings can be aimed to be reproduced using NMMs without a proper physical model. While the oscillatory patterns or chains of events (e.g. the stages of an epileptic seizure) will appear in the simulated waveforms regardless of the volume conductor model, the shape of the waveforms can only be simulated by a volume conductor model. Similarly, great care is required when interpreting experimental waveform shapes (e.g., energy ratio between frequency bands or complex spike morphologies), since, in addition to physiology, they will strongly depend on the location of synapses and the physical environment of the measurements.
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5. Conclusions

Starting from the model of synaptic and return currents associated with the realistic representation of a single neuron and some basic assumptions on the distribution of neurons (vertical distribution of synapses, horizontal isotropy), we simulated the activity of a cortical patch to bridge the gap between the microscale and mesoscale levels. The model generates CSD profiles that can be combined to represent different brain activity patterns at the mesoscale level. These profiles can be used together with a volume conductor model to simulate SEEG, scalp EEG or other types of electrical recordings. However, since they were generated with a computationally-demanding resolution, we also investigated simplified versions that produce essentially the same results after parameter fitting. We showed that with adapted discrete monopolar sources it is possible to reproduce the voltage measured by a pair of SEEG contacts essentially in the same way as with the more detailed model.

Our cortical patch model provides a connection between the NMM formalism and the physics of electrical measurements. We showed that when the geometry (locations of the synaptic contacts) and the physics (volume conduction model, electrode geometry) are taken into account, the post-synaptic currents in pyramidal cells contribute differently to the recorded electrophysiological signals. This is especially relevant when modeling SEEG, as the contributions vary significantly depending on the position of the electrode. Finally, we also showed that, for these reasons, proxies such as the membrane potential of the pyramidal population in a NMM can be misleading, resulting in distorted EEG spectral and waveform shapes. Our modeling framework overcomes these limitations and can be generalized to arbitrary laminar NMMs implemented into appropriate volume conductor models and measuring electrode configurations.
Appendix A. Description of the Jansen-Rit neural mass model

The NMM is characterized by state variables describing the firing rate of each neuronal population and the average membrane perturbations induced by each synapse.

The average membrane potential $v_n$ of the cells in the population is the summation of all the average pre-synaptic membrane perturbations $u_s$, and its average firing rate $\varphi_n$ is computed using a non-linear function of the membrane potential,

$$v_n(t) = \sum_{s \rightarrow p_n} u_s(t)$$  \hspace{1cm} (A.1)

$$\varphi_n(t) = \sigma_n(v_n(t)) = \frac{2\varphi_0}{1 + e^{r(v_0 - v_n(t))}}$$  \hspace{1cm} (A.2)

where the sum in the first equation is over synapses reaching the population, $\varphi_0$ is half of the maximum firing rate of each neuronal population, $v_0$ is the value of the potential when the firing rate is $\varphi_0$ and $r$ determines the slope of the sigmoid at the central symmetry point $(v_0, \varphi_0)$ [28].

Each synapse $s$ is described by an equation representing the conversion from an input firing rate $\varphi_n$ from the pre-synaptic population $n$ into an alteration of the membrane potential $u_s$ of the post-synaptic neuron. This relation is represented by the integral operator $L_s^{-1}$ (a linear temporal filter), the inverse of which is a differential operator $L_s$,

$$u_s(t) = L_s^{-1}[C_s \varphi_n(t)]$$  \hspace{1cm} (A.3)

$$L_s[u_s(t)] = C_s \varphi_n(t)$$  \hspace{1cm} (A.4)

where $C_s$ is the connectivity constant between the populations. The differential operator $L_s$ is defined as

$$L_s[u_s(t)] = \frac{1}{W_s} \left[ \tau_s \frac{d^2}{dt^2} + 2 \frac{d}{dt} + \frac{1}{\tau_s} \right] u_s(t)$$  \hspace{1cm} (A.5)

where $W_s$ is the average excitatory/inhibitory synaptic gain and $\tau_s$ the synaptic time constant. This time constant is a lumped parameter representing the population averaged effective delay and filtering time associated with the time from reception of input in the cell to soma potential perturbation.

We simulated 5 seconds of neural activity using the model described here and the parameters listed in Table A1. The model equations were integrated using a 4th order Runge-Kutta scheme and a time step of 1 ms.

Appendix B. CSD re-scaling

In the NMM formalism, the output magnitudes are in terms of average per cell in each population. In section 2.5 we explained how do we obtain the average post-synaptic current per cell in the pyramidal cell population, $I_s$. In order to connect these values
**Table A1.** Parameters of the Jansen-Rit NMM used for the simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_{exc}$ [mV]</td>
<td>Synaptic gain of excitatory synapses</td>
<td>3.25</td>
</tr>
<tr>
<td>$W_{inh}$ [mV]</td>
<td>Synaptic gain of inhibitory synapses</td>
<td>-22</td>
</tr>
<tr>
<td>$1/\tau_{exc}$ [s$^{-1}$]</td>
<td>PSP rate of excitatory synapses</td>
<td>100</td>
</tr>
<tr>
<td>$1/\tau_{inh}$ [s$^{-1}$]</td>
<td>PSP rate of inhibitory synapses</td>
<td>50</td>
</tr>
<tr>
<td>$C_{P\rightarrow E}$</td>
<td>Connectivity between populations</td>
<td>135</td>
</tr>
<tr>
<td>$C_{E\rightarrow P}$</td>
<td></td>
<td>108</td>
</tr>
<tr>
<td>$C_{P\rightarrow I}$</td>
<td></td>
<td>33.75</td>
</tr>
<tr>
<td>$C_{I\rightarrow P}$</td>
<td></td>
<td>33.75</td>
</tr>
<tr>
<td>$C_{ext\rightarrow P}$</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>$\varphi_0$ [s$^{-1}$]</td>
<td>Half of the maximum firing rate</td>
<td>2.5</td>
</tr>
<tr>
<td>$v_0$ [mV]</td>
<td>Potential when the firing rate is $\varphi_0$</td>
<td>6</td>
</tr>
<tr>
<td>$r$ [mV$^{-1}$]</td>
<td>Slope of the potential-to-firing-rate sigmoid</td>
<td>0.56</td>
</tr>
<tr>
<td>$p_m$ [s$^{-1}$]</td>
<td>Mean of the external input</td>
<td>90</td>
</tr>
<tr>
<td>$p_{std}$ [s$^{-1}$]</td>
<td>Standard deviation of the external input*</td>
<td>30</td>
</tr>
</tbody>
</table>

* We have used Gaussian white noise as external input.

with the CSD profiles generated we need to first normalize them to an average unit input current (1 A) and a unit cell density (1 cell/mm$^2$).

The current inputs injected are exponential decays of the form $I_0 e^{-t/\tau}$. Thus, the charge injected per input is:

$$\int_0^\infty I_0 e^{-t/\tau} dt = \tau I_0 \tag{B.1}$$

Considering that 10 inputs are injected per cell within a 50 ms time window, the average current injected per cell is:

$$I = \frac{10 \tau I_0}{50 ms} = 0.26 \text{ nA} \tag{B.2}$$

We can then use $I$ to re-scale our CSD profiles to a unit synaptic input current. Similarly, we can re-scale the CSD profiles for any cell density. Our simulations contained 1000 cells in a 0.5 mm diameter cylinder which amounts to a density of around 1273 cells/mm$^2$. With these values, we can calculate the CSD that would correspond to a single cell inside a 1 mm$^2$ patch receiving a 1 A average current input. Once these normalized CSD values have been obtained, we can re-scale them to the desired cell density and average input currents.
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