Interrogating the effect of enzyme kinetics on metabolism using differentiable constraint-based models
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1 Abstract

Metabolic models are typically characterized by a large number of parameters. Traditionally, metabolic control analysis is applied to differential equation-based models to investigate the sensitivity of predictions to parameters. A corresponding theory for constraint-based models is lacking, due to their formulation as optimization problems. Here, we show that optimal solutions of optimization problems can be efficiently differentiated using constrained optimization duality and implicit differentiation. We use this to calculate the sensitivities of predicted reaction fluxes and enzyme concentrations to turnover numbers in an enzyme-constrained metabolic model of \textit{Escherichia coli}. The sensitivities quantitatively identify rate limiting enzymes and are mathematically precise, unlike current finite difference based approaches used for sensitivity analysis. Further, efficient differentiation of constraint-based models unlocks the ability to use gradient information for parameter estimation. We demonstrate this by improving, genome-wide, the state-of-the-art turnover number estimates for \textit{E. coli}. Finally, we show that this technique can be generalized to arbitrarily complex models. By differentiating the optimal solution of a model incorporating both thermodynamic and kinetic rate equations, the effect of metabolite concentrations on biomass growth can be elucidated. We benchmark these metabolite sensitivities against a large experimental gene knockdown study, and find good alignment between the predicted sensitivities and \textit{in vivo} metabolome changes. In sum, we demonstrate several applications of differentiating optimal solutions of constraint-based metabolic models, and show how it connects to classic metabolic control analysis.

2 Introduction

Biological processes are typically characterized by a large number of parameters. In the context of constraint-based models, these can include enzyme kinetics and thermodynamic constants. Databases of \textit{in vitro} measurements\textsuperscript{[1,2]} organize and expose decades of research, allowing these parameters to be included in modern models\textsuperscript{[3,4,5]}. Incorporating parameters into constraint-based models has been shown to increase their predictive capabilities\textsuperscript{[6,7,8,9]}. For example, classic flux balance analysis is incapable of modeling overflow metabolism without ad hoc assumptions\textsuperscript{[10]}, but if enzyme turnover numbers and capacity limitations are incorporated, this phenomenon can be mechanistically modeled\textsuperscript{[11]}. 
Recently, *in vivo* estimates of enzyme turnover numbers have become available through integrating omics measurements with models [12]. These estimates substantially increase the quantitative accuracy of predictions afforded by enzyme-constrained metabolic models [13]. Machine learning techniques have also made use of these omics-driven measurements to extend kinetic parameter estimates, including turnover numbers and Michaelis constants, to the genome-scale [14, 15]. With these advancements it is becoming feasible to construct increasingly detailed metabolic models [16, 17]. However, an unaddressed question is the sensitivity of model predictions to parameters.

Metabolic control analysis (MCA) encompasses a rich theory for estimating parameter sensitivities in ordinary differential equation (ODE) based models [18]. However, a corresponding theory for constraint-based models is lacking. In the latter case, a finite difference based procedure is typically used to estimate the effect of a perturbed parameter on an optimal solution relative to a reference solution [19, 20, 21]. Consequently, for each parameter, a new optimization problem needs to be solved. This suggests that the time required to map the complete sensitivity grows with the product of the optimizer solve time and the number of parameters. In contrast, MCA implicitly differentiates the ODE-based model, yielding all the sensitivities directly after solving a single system of linear algebraic equations.

Here, we show that an optimal solution of a constraint-based model can be likewise implicitly differentiated, and demonstrate several applications. Calculating the so-called flux control coefficients [19] simplifies to finding the derivatives of the optimization variables to parameters, analogously to classic MCA. Moreover, the ability to differentiate a constraint-based metabolic model allows it to be efficiently embedded in more complex optimization schemes. We use this to solve a bilevel optimization problem, which seeks to fit apparent turnover numbers to an enzyme-constrained model by minimizing the difference between model predictions and observations. Finally, we show that the method is easily extendable to problems of arbitrary complexity by comparing the predicted sensitivity of intracellular metabolite concentrations to biomass growth in a model that incorporates both thermodynamic constraints, as well as Michaelis-Menten reaction kinetics.

### 3 Results

A brief note on nomenclature: one dimensional variables are denoted like \(x\), vectors like \(x\), and matrices like \(X\). Further, qualitative models are shown in Section 3 but the full models are shown in Section 5.

#### 3.1 Extending metabolic control analysis to constraint-based models

Metabolic control analysis (MCA) is a quantitative technique widely used to gauge the sensitivity of variables to parameters in dynamical systems [22, 18]. Briefly, suppose a biochemical process is governed by a system of differential equations,

\[
\frac{ds}{dt} = S \cdot v(s(p), p),
\]

which relate reaction fluxes (\(v\)) to metabolite concentrations (\(s\)) through parameters (\(p\)), using the stoichiometric matrix (\(S\)). We can define the function \(f_{SS}\):

\[
f_{SS}(s(p), p) := S \cdot v(s(p), p),
\]

and at steady state,

\[
f_{SS}(s(p), p) = 0,
\]

which implies an implicit relationship between \(p\) and \(s\). Consequently, implicit differentiation of Equation 3 yields,

\[
\frac{df_{SS}}{ds} \frac{ds}{dp} + \frac{df_{SS}}{dp} = 0
\]

\[
S \frac{\partial v}{\partial s} \frac{ds}{dp} + S \frac{\partial v}{\partial p} = 0
\]

\[
\frac{ds}{dp} = - (S \frac{\partial v}{\partial s})^{-1} S \frac{\partial v}{\partial p}.
\]
Thus, \( \frac{dz^*}{dp} \) represents the sensitivity of the variables to parameters at steady state, and from here the classic flux and concentration control coefficients, as well as elasticities, can be calculated [23]. Taken together, these sensitivities are calculated by applying the implicit function theorem to a steady state solution of some governing differential equation. Moreover, if the derivatives of the constituent functions are known, then finding the sensitivities only require the solution of a single system of linear algebraic equations.

**Constraint-based metabolic control analysis**

Typically, constraint-based models without integer variables can be expressed as either convex linear or convex quadratic programs [24], which have the general form,

\[
\begin{align*}
z^* &= \arg\min_z \frac{1}{2}z^T Q(p) z + q(p)^T z \\
\text{s. t.} \quad S(p) z &= d(p) \\
M(p) z &\leq h(p).
\end{align*}
\]

(P1)

where \( Q \) is a positive semidefinite matrix. Here, \( z^* \) represents an optimum of the variables (often fluxes) given parameters \( (p) \), which can include enzyme turnover numbers, Michaelis constants, etc. The dependence of the optimization program on parameters is usually not shown, but here it has been made explicit. Normally, \( S \) represents the stoichiometric matrix, \( d = 0 \), and \( M, h \) are bounds placed on the variables to enforce physiological constraints (like reaction directions, flux bounds, etc.). For convenience, define,

\[
\begin{align*}
f(z, p) :&= \frac{1}{2}z^T Q(p) z + q(p)^T z \\
g(z, p) :&= S(p) z - d(p) \\
k(z, p) :&= M(p) z - h(p).
\end{align*}
\]

Optimization theory holds that for a convex problem, like Problem (P1) the stationarity, primal feasibility and complementary slackness conditions (first-order Karush–Kuhn–Tucker conditions), shown in Equation (6), are both necessary and sufficient for optimality [25],

\[
\begin{align*}
\partial_z f(z^*, p)^T + \partial_z g(z^*, p)^T v + \partial_\lambda k(z^*, p)^T \lambda &= 0 \\
g(z^*, p) &= 0 \\
diag(\lambda) k(z^*, p) &= 0.
\end{align*}
\]

Here, \( v \) and \( \lambda \) are the equality and inequality dual variables (generalizations of Lagrange multipliers), and \( \text{diag}(\cdot) \) denotes the diagonal matrix formed from a vector. To highlight the implicit dependence of the optimality variables on the parameters, one may rewrite the optimality conditions by substituting the definitions of \( Q, S, M, h \), and \( d \) into Equation (5), and define a new function, \( f \), which resembles \( f_{SS} \),

\[
f(z(p)^*, p) := \begin{cases} 
Q(p)z^* + q + S(p)^Tv + M(p)^T\lambda \\
S(p)z^* - d(p) \\
diag(\lambda) (M(p)z^* - h(p))
\end{cases}
\]

Thus, at the optimum,

\[
f(z(p)^*, p) = 0.
\]

This suggests that implicitly differentiating \( f \) will yield the derivatives of the optimization variables to their parameters [26 27 28 29]. Specifically, the similarity between \( f_{SS} \) in Equation (3) and \( f \) in Equation (5), reveals the connection point between classic MCA and its constraint-based model counterpart. By implicit differentiation of the optimality condition function,
the sensitivity of the variables at the optimum to model parameters, \( \frac{dx^*}{dp} \), can be found. Moreover, similar to
the classic MCA approach, if the derivatives of the constituent functions are known, then the constraint-based
metabolic control analysis (CB-MCA) procedure is computationally efficient, because only a single linear system
of equations needs to be solved (subsequent to the optimization) to calculate all the derivatives. Encouragingly,
recent developments in automatic and symbolic differentiation allows these constituent function derivatives to
be calculated efficiently for arbitrary problems automatically [30, 31, 32].

3.2 Metabolic control analysis of an enzyme-constrained metabolic model

Constraint-based models represent a scalable framework to interrogate microbial metabolism. Incorporating
enzyme capacity and rate limitations into these models unlocks the ability to mechanistically explain resource
allocation phenomena, including overflow metabolism [11]. Various frameworks have been proposed to model
enzyme limitations [4, 6, 33]. Qualitatively, Problem (P2) summarizes their main features,

\[
\begin{align*}
\max_{\nu, e} & \quad \mu (\nu, e) \\
\text{s. t.} & \quad S \nu = 0 \\
& \quad \nu_i = k_{\text{cat}, i} \cdot e_i \quad \forall \ n \ \text{metabolic reactions} \\
& \quad \sum_{n} e_n \leq E_{\text{total}}.
\end{align*}
\]

(P2)

Importantly, these models hold that the flux, \( \nu \), through each reaction is proportional to the enzyme concentra-
tion, \( e \), that catalyzes the reaction, and its associated turnover number, \( k_{\text{cat}} \). Additionally, the total proteome
capacity is limited by \( E_{\text{total}} \), and \( \mu \) represents the biomass objective function. Typically, the turnover numbers
are taken as constants, often inferred from databases [21] or estimated [12, 14]. With the CB-MCA framework
introduced earlier, it is possible to efficiently estimate the sensitivity of the predicted intracellular fluxes and
enzyme concentrations to the turnover numbers.

Figure 1 shows the predicted reaction fluxes and enzyme concentrations of Escherichia coli growing aerobically
on glucose in minimal media using the GECKO formulation [6] of Problem (P2), together with turnover
numbers for all the metabolic enzymes, generated using a machine learning based approach [34].

The sensitivities of both the reaction fluxes (Figure 2A), as well as the enzyme concentrations (Figure 2B), to
the turnover numbers can be found by differentiating the optimal solution, shown in Figure 1. To prevent
differentiability issues caused by the potential non-invertibility of \( \frac{df}{dE} \), only active reactions (those that are not
dashed in Figure 1 and expressed enzymes are differentiated (see Section 4 for more details).

In Figure 2A, the flux sensitivities indicate that cytochrome oxidase (CYTB3_4pp), glutamate dehydrogenase
(GLUDy), and ATP synthase (ATPS4rpp) exert the most control over the optimal solution. Quantitatively,
increasing their associated turnover numbers will increase flux across all active reactions, except the mainte-
nance reaction (ATPM). Figure 2B, which shows the sensitivities of the predicted gene product concentrations
to the turnover numbers, illustrates why this is expected. Taking cytochrome oxidase as an example, the
sensitivities of its subunits to its turnover number are negative, while all other gene products have a positive
sensitivity to the turnover number of cytochrome oxidase. If the turnover number for cytochrome oxidase
increases, less enzyme is required to catalyze the same amount of flux, consequently, more enzyme can be
distributed to other reactions while satisfying the enzyme capacity bound. Consequently, the flux through
metabolism increases. In contrast, the maintenance reaction is an ATP sink, and increasing flux through it can
only decrease the objective function. Hence, when biomass is maximized it is forced to its lower bound, and
thus its sensitivity is zero to all turnover numbers. Interestingly, comparing the model-based flux sensitivity of
an enzyme to its turnover number against the measured absolute protein abundance of the respective enzyme
under the same conditions, we find a positive linear relationship (\( R^2 = 0.49 \), see Figure S1). This suggests that
the control coefficients accurately identify reactions that exert control over fluxes in metabolism.

Beyond identifying flux controlling enzymes, the sensitivities shown in Figure 2 also indicate the relative
flux increase a reaction would experience if the associated turnover number were to be increased. However,
unlike classic MCA, the summation theorem does not have a clear analog in the constraint-based case. Despite
Figure 1: Enzyme-constrained metabolic models can predict intracellular fluxes and protein concentrations. The core carbon metabolism of E. coli growing aerobically on glucose in minimal media is shown here. Enzyme limitations were incorporated into its latest metabolic model [35] using the GECKO formulation [6], and turnover numbers were taken from a genome-wide dataset [34]. Reaction fluxes are colored according to their relative absolute magnitude, and reaction edge width is scaled relative to the predicted enzyme concentration. Metabolically inactive reactions are dashed. This metabolic realization (fluxes and enzyme concentrations) is differentiated in Figure 2.
this difference, the sensitivities shown here are exactly the same as the finite difference based sensitivities, called flux control coefficients, introduced in other work \(^{19, 21}\) (see Figure S2). Finally, inspecting all the sensitivities (see Figure S3) shows that most parameters have a small scaled flux sensitivity (\(\leq 10^{-2}\)), suggesting that precise turnover numbers for all metabolic enzymes are likely not critically important.

### 3.3 Differentiating an enzyme-constrained metabolic model to fit turnover numbers to measured data

Incorporating enzyme turnover numbers and capacity limitations into flux constraints has been shown to dramatically increase the predictive capabilities of constraint-based models \(^{13}\). Unfortunately, it is experimentally infeasible to clone and express each enzyme a cell possesses for individual characterization, in part due to the large number of protein coding genes contained in even minimal-sized microbes. Recent approaches to tackle this characterization problem for enzyme turnover numbers include machine learning \(^{14, 34}\), and constraint-based metabolic modeling \(^{12}\) techniques. The former method makes use of a variety of enzyme specific training data (crucially, including measured kinetic data), and is capable of predicting enzyme turnover numbers at the genome-scale for a specific organism, albeit through a black-box technique. The latter method couples omics measurements to a mechanistic model, and can directly estimate the apparent turnover numbers of expressed enzymes. Despite the usefulness of these in vivo estimated turnover numbers, only *Saccharomyces cerevisiae* \(^{13}\) and *Escherichia coli* \(^{14}\) have been subject to such genome-scale based approaches.

In the constraint-based model approach to estimate apparent turnover numbers, flux balance analysis (FBA) without enzyme constraints is used to estimate the internal reaction fluxes. Measured fluxes are used to constrain the model to increase the accuracy of the predicted fluxes. Apparent turnover numbers are then estimated by,

\[
k_{\text{cat, app}} = \frac{v}{\hat{e}}
\]

where \(\hat{e}\) is the intracellular measured protein concentration of the enzyme catalyzing the relevant reaction. By sampling many metabolic conditions, the true turnover number can be estimated by taking the maximum of all the apparent turnover numbers. The primary drawback of this approach is that quantitative proteomic measurements do not span the entire metabolism, limiting which reaction turnover numbers (typically homomeric enzymes) can be estimated in this way.
Fundamentally, conventional FBA is used instead of an enzyme-constrained variant, because once enzyme kinetics, intracellular fluxes, and enzyme concentrations are incorporated into a model as variables, it becomes a nonlinear optimization problem, which is challenging to solve at the genome-scale. A practical workaround for this issue is to set the kinetic constants, which need to be estimated, as parameters, and only optimize over the fluxes and enzyme concentrations. For a given set of turnover numbers, $k_{\text{cat}}$, the mean squared relative error between the model predicted intracellular fluxes and enzyme concentrations, and their measured counterparts, can be minimized, as shown qualitatively in Problem \( (P3) \)

\[
L(k_{\text{cat}}) = \min_v \frac{1}{|I|} \sum_{i \in I} \left( 1 - \frac{v_i}{\hat{v}_i} \right)^2 + \frac{1}{|J|} \sum_{j \in J} \left( 1 - \frac{e_j}{\hat{e}_j} \right)^2
\]

\[\text{s. t. } Sv = 0 \]

\[v_i = k_{\text{cat}}n \cdot e_n \forall n \text{ metabolic reactions} \]

\[\sum_{n} e_n \leq E_{\text{total}}.\]

\( (P3) \)

The benefit of this approach is that both missing fluxes and missing enzyme concentrations can be imputed by solving the model. This broadens the scope of apparent turnover numbers that can be estimated by using the model-based approach. Additionally, this optimization problem is a convex quadratic program with only diagonal Hessian terms, for which highly efficient methods and corresponding solvers exist \[36\]. All that remains is to change $k_{\text{cat}}$ to minimize the error function, $L$, in Problem \( (P3) \) to find the turnover numbers that best fit the measured data.

A computationally tractable approach to reduce the error induced by inaccurate turnover number estimates is to perform gradient descent on $L$, which requires that its derivatives can be efficiently calculated. Thus, by using the differentiation techniques introduced earlier, the bilevel optimization problem of finding the set of turnover numbers minimizing $L$ subject to Problem \( (P3) \) can be solved. The optimum corresponds to the turnover numbers that minimize the discrepancy between model predictions and measured data.

Using measured intracellular fluxes and protein concentrations of \textit{E. coli} under various culture conditions \[34\], this technique can be tested. In Panel A of Figure 3, the mean squared relative error, $L$, is shown over multiple gradient descent iterations. Starting from the turnover numbers estimated by the machine learning approach, the algorithm successfully changes them to reduce the error. Panel B shows the resultant turnover numbers for enzymes in glycolysis, and Panel C their derivatives. We observe that both derivatives and errors become smaller over iterations, indicating that the turnover numbers converge.

In keeping with previous work \[12\], the maximum turnover number estimate from all the culture conditions descended over in Figure 3 was taken as the best estimate of the true enzyme turnover number. Panel A in Figure 4 shows that using these improved turnover number estimates, compared to the state-of-the-art machine learning generated estimates, increases the accuracy of model predictions against experimental measurements by 30 ± 3%. Comparing the improved turnover number estimates to a subset of those found in BRENDA \[12\], the coefficient of determination ($R^2$) is 0.39, suggesting that they are in line with the \textit{in vitro} data. The final set of improved turnover number estimates is listed in Supplementary Dataset 1.

### 3.4 Differentiable metabolic models can account for enzyme saturation and thermodynamic effects

While the aforementioned enzyme constraints represent physiologically realistic simplifications, enzyme kinetics are typically much more complex \textit{in vivo}. Regulatory, thermodynamic, and saturation effects can dramatically alter the maximum rate at which an enzyme can metabolize its substrate \[37\]. In particular, metabolite concentrations directly affect the thermodynamic driving force, and enzyme active site occupancy \[39\]. Recently, CRISPRi was used to knockdown gene expression to reduce the concentration of various enzymes in \textit{E. coli} with the goal of understanding how the metabolome responds to enzyme limitations. The experimental data showed that the substrate metabolites of the enzyme that was throttled tended to increase in concentration, unless another form of regulation (e.g. allosteric, etc.) was available \[39\]. Thus, by altering its metabolome, \textit{E. coli} compensated for the knockdowns, and the deleterious effect on growth rate was reduced.
Figure 3: Turnover number estimates can be improved by minimizing the difference between observations and model predictions. Panel A highlights the mean squared relative error of a specific culture condition in a published dataset (WT1#B2: wild type cell, condition replicate 1, technical replicate 2), the other conditions are shown in grey. Panel B shows how the turnover number estimates in glycolysis changes over gradient descent iterations, subject to the derivatives in Panel C.

Figure 4: Improving the machine learning generated turnover number estimates with the differentiable modeling approach causes the accuracy of enzyme-constrained model predictions to increase. Panel A shows the fractional increase in accuracy achieved when using the improved turnover number estimates compared to their state-of-the-art machine learning generated counterparts to predict intracellular fluxes and enzyme concentrations using the latest E. coli metabolic model under various genetic knockout conditions (WT: wild type, pgi: glucose-6-phosphate isomerase, pts: glucose phosphotransferase system, sdh: succinate dehydrogenase, tpi: triose-phosphate isomerase). To make the comparison fair, for each test condition its data is left out of the dataset used by the gradient descent technique (hold-out method). However, the published machine learning data is used as is, which incorporates all the available data, making the test more conservative against the gradient descent technique. Error bars reflect the standard deviation of the error function, \( L \), for all the experimental replicates in each condition. Panel B shows a comparison of the improved turnover numbers to those found in BRENDA for a curated list of enzymes [12], grouped by the metabolic module they occur in.
Incorporating metabolite concentrations as variables into constraint-based models is challenging, because thermodynamic and saturation effects are inherently nonlinear \[^{40}\]. Typically, either fluxes (e.g., in max-min driving force analysis \[^{3}\]) or metabolite concentrations (e.g., in flux balance analysis \[^{24}\]) are abstracted away into the model. This approach precludes the ability to investigate the sensitivity of metabolite concentration on flux and enzyme concentration predictions. To address this, we extend the simple enzyme-constrained model given in Problem \[^{P2}\] to include metabolite concentrations as parameters, as shown in Problem \[^{P4}\].

\[
\begin{align*}
\min \ & \mu(v, e) \\
\text{s. t.} \ & Sv = 0 \\
\ & v_n = k_{\text{cat},n} \cdot e_n \cdot \frac{\prod_i \left(\frac{s_{ij}}{K_{M,i,j}}\right)^{v_{nj}}}{1 + \prod_i \left(\frac{s_{ij}}{K_{M,i,j}}\right)^{v_{nj}} + \prod_i \left(\frac{s_{pj}}{K_{M,i,j}}\right)^{v_{nj}} \cdot \left(1 - \exp\left(\frac{\Delta G_n}{RT}\right)\right)} \\
\ & \Delta G_n = \Delta G_n^0 + RT \left(\sum_i \log s_{nj} - \sum_i \log s_{nj}^{0}\right) \\
\ & \sum_n e_n \leq E_{\text{total}}.
\end{align*}
\]

Here, \(K_{M,i,j}\) and \(v_{nj}\) denote the Michaelis constant and the stoichiometric coefficient of reaction \(n\) and metabolite \(i\), respectively. Further, \(s_{ij}\) or \(s_{pj}\) indicate the substrate or product concentration of metabolite \(i\) relative to the associated reaction, and \(\Delta G_n^0\) is the standard Gibbs free energy change of reaction \(n\) \[^{37}\]. This model accounts for both saturation and thermodynamic effects, but ignores regulation. Since the metabolite concentrations are taken as parameters (estimated as described in Section \[^{5}\]), the problem remains convex, and is computationally tractable.

Through the addition of Michaelis-Menten like kinetics in Problem \[^{P4}\] we hypothesize that the experimentally observed metabolome changes can be understood by investigating the sensitivity of the biomass function to intracellular metabolite concentrations under knockdown conditions. Specifically, metabolites with high sensitivity are likely to exert larger control on the biomass function, suggesting that they could be used to counteract the effect of the knockdowns. Thus, we test if the model can recapitulate the observed trend that substrates to the throttled enzyme increase in concentration, by evaluating if the substrate metabolites have high sensitivity.

Figure \[^{5}\] shows these sensitivities for a representative selection of knockdown conditions (all other conditions are shown in Figure \[^{S4}\] but are broadly similar to the ones shown here). Each simulated knockdown condition constrains the corresponding gene concentration to be five-fold less than it would be under wild-type conditions. Subsequently, the model in Problem \[^{P4}\] is simulated, and differentiated. The resulting sensitivities of the biomass function to intracellular metabolites are compared to experimentally measured metabolite concentration fold changes subject to the same knockdowns \[^{39}\].

The simulated sensitivity results, shown in Figure \[^{5}\] indicate that the substrate and product metabolites of the throttled enzyme have the largest sensitivities. The sensitivity of most other intracellular metabolites is small (\(\leq 10^{-6}\)). This suggests that by increasing the substrate concentration (positive sensitivity), or decreasing the product concentration (negative sensitivity), of the throttled enzyme, the flux through the biomass reaction can be increased. Thus, the model recapitulates the experimental observations, although it is agnostic between product or substrate metabolites. Specifically, for enzymes where reagent metabolites compensate for enzyme limitations (e.g., \(\text{pyrF, araA, purC}\)), the sign of the sensitivities aligns with the observed metabolome changes.

However, since Problem \[^{P4}\] does not include regulatory mechanisms, it is incapable of accounting for allosteric control, as observed in \(\text{glmS}\) and \(\text{ppc}\) (allosterically regulated through glucosamine-phosphate, and aspartate and malate, respectively) \[^{39}\]. Instead, the model predicts that the substrate and product metabolites would compensate for the knockdown. Similarly, for \(\text{gapA}\), where the compensation mechanism is unclear \[^{39}\], the model predicts saturation compensation, because this is the only explanatory mechanism built into the mathematical structure of the model.
Figure 5: Predicted biomass sensitivity to metabolites aligns with experimentally measured metabolome changes under genetic perturbations. Each gene knockdown has two datasets associated with it, separated by a vertical dotted line. On the left y-axis, the simulated sensitivities of the biomass function to metabolite concentrations is shown after the associated gene is constrained to be five-fold less abundant than the wild type system. Substrate and product metabolite sensitivities are highlighted. On the right y-axis, experimental data of intracellular metabolite concentration fold changes observed after CRISPRi knockdowns of the associated genes are shown [39]. Substrate and product metabolites are also highlighted if measured. The gene abundance constraints experimentally observed match those simulated in silico. The groupings denoted by the horizontal blocks near the bottom of the figure separate the primary compensating mechanism observed in vivo. Briefly, “Substrate regulation” denotes enzymes where the measured substrate metabolites played a large role in controlling the kinetics. “Other regulation” denotes cases where substrate concentration played a smaller role, e.g. allosteric regulation compensated for the knockdown, etc. Each gene catalyzes the following reactions: Orotidine-5’-phosphate decarboxylase (pyrF), 3-phosphoshikimate 1-carboxyvinyltransferase (aroA), Phosphoribosylaminoimidazolesuccinocarboxamide synthase (purC), Glutamine-fructose-6-phosphate transaminase (glmS), Phosphoenolpyruvate carboxylase (ppc), Glyceraldehyde-3-phosphate dehydrogenase (gapA).
4 Discussion

Constraint-based metabolic control analysis

Classic metabolic control analysis provides a precise description of the sensitivities of variables to parameters in ODE-based models. However, these models are exceedingly challenging to parameterize at the genome-scale, limiting their applicability to smaller systems [41]. Constraint-based models make use of substantially less parameters, which widens their scope. However, they are cast as optimization problems, superficially occluding the direct application of MCA to them. Here, we show that precisely the same mathematical technique, as is used in ODE-based models, can be used to calculate the sensitivities of variables in constraint-based models to their parameters. This dramatically improves upon the finite difference based approach currently used (a single parameter is perturbed and the difference between a reference and response solution is used to estimate sensitivities). Moreover, by making the definition of the derivatives precise, metabolic degeneracy must be dealt with explicitly, clarifying the meaning of the resultant sensitivities.

In particular, models making use of flux balance analysis, including their enzyme-constrained variants, invariably need to sample different solutions to form a complete picture of the metabolic potential of an organism [42]. Fundamentally, this is because they are typically solved through linear programming, which only guarantees a unique objective is attained. This presents problems for finding meaningful derivatives, as the variables used in the derivative calculations are not guaranteed to be unique. In the finite difference based approach, this effect is ignored. However, the implicit differentiation technique introduced here reveals that the Jacobian, \( \frac{\partial f}{\partial z} \), is singular in these cases, because there are linearly dependent (degenerate) metabolic states. Unless special steps are taken to ensure a unique basis forms the optimum objective, the Jacobian will not be invertible, and thus the sensitivities are not well defined. In general, a small quadratic regularizing term can be added to the linear program, turning it into a quadratic program, with uniqueness guarantees on both the objective and variables. While this transforms it into a strongly convex program that can be differentiated [43], the cost is solving a more complicated problem. Alternatively, by solving the model and removing metabolically inactive variables (i.e. removing the metabolic degeneracy), a unique optimum basis can be found [44]. Subsequently, the Jacobian is full rank, and the solution may be differentiated. In sum, either procedure results in well defined derivatives, making their subsequent interpretation simpler (see Section S1 for more details).

In light of the foregoing, different metabolic realizations (satisfying the same optimality condition) can yield different sensitivities (demonstrated in Figure S5). While most reactions display small variations in sensitivity, some metabolic modules, including the tricarboxylic acid cycle and nucleotide metabolism, can be substantially different. This highlights the importance of preferring the implicit differentiation approach: it ensures that the resulting sensitivities are well-defined by forcing the reference solution to be defined prior to differentiation. Finally, the clear connection to classic MCA and the associated derivatives suggests deeper connections between theoretical advances and specific models are possible. For example, marginal fitness cost, the derivative of protein cost to metabolite concentration as introduced in growth balance analysis [45], can be simply extended to arbitrary metabolic models within this framework, as the necessary derivatives can now be calculated automatically.

Estimating enzyme turnover numbers

Enzyme kinetic databases collect data gathered over decades and can be used for model parameterization [2, 46]. However, these in vitro estimates are typically noisy [47] and in vivo generated data tends to generate better predictions when used in models [14, 13]. Despite the clear benefits of using in vivo data to estimate enzyme kinetics, challenges remain in generating accurate parameter estimates across all metabolically active enzymes.

Conceptually, it is possible to only use measured intracellular fluxes and protein abundances to estimate turnover numbers. However, the primary drawback of this approach is that proteomic and intracellular flux measurements do not span the entire metabolism. Thus, measurement gaps need to be filled, motivating the use of a model. In previous work, FBA was used to find missing fluxes, with the shortcoming that missing enzyme concentrations could not be imputed [12]. Subsequently, machine learning was used to estimate the remaining turnover numbers. In this work, the differentiability of an enzyme-constrained model was
leveraged to refine the machine learning estimates (which were used as the initial conditions for the gradient descent algorithm). Measurement gaps were imputed by the model for all metabolically active enzymes. A caveat to this approach is that the bilevel optimization problem being solved is nonconvex, suggesting multiple solutions may exist. Different initial conditions may give rise to different sets of improved turnover number estimates. While randomly sampled starting points also converged to low errors (see Figure S6), using the machine learning estimated turnover numbers as starting points tended to yield the lowest error over the gradient descent iterations. This suggests that the machine learning approach generated good initial estimates. Comparing the final improved turnover number estimates to their machine learning counterparts reveals that the former are higher on average (see Figure S7). Since the improved turnover numbers increased the predictive accuracy of the model, it indicates that the machine learning approach underestimated the true turnover numbers.

The bilevel algorithm introduced here imputes missing enzyme concentrations while descending on the associated turnover numbers. Consequently, there is no clear upper bound for the associated turnover numbers of the missing enzymes. Thus, it is possible for the algorithm to increase the turnover numbers of these enzymes to physiologically unrealistic values to minimize the amount of enzyme required to catalyze the predicted fluxes. Practically, this is not too concerning because the objective function of the inner problem merely seeks to fit data, and not e.g., maximize growth (the latter objective could more easily lead to unrealistically large turnover number estimates). Moreover, the gradient descent algorithm changes the turnover numbers of all the enzymes simultaneously, thus the imputed enzyme concentrations effectively get changed relative to the initial estimates, attenuating dramatic changes in turnover number estimates of single reactions. Thus, given the increasing number of machine learning generated turnover number estimates [14, 48], this algorithm is well suited as a refinement step to increase their accuracy.

While data-intensive, this approach promises to unlock the ability to rapidly estimate enzyme kinetics at the genome-scale for any organism in a relatively short time. This addresses the pressing need for kinetic parameters spanning a wider selection of organisms [49]. The model based technique has the advantage of being a transparent process, making the fitting procedure conceptually easier to understand, although it cannot estimate turnover numbers of enzymes that are not expressed, unlike the machine learning-based approach. Consequently, only 1199 of the metabolic reactions were assigned turnover number estimates using the gradient descent-based approach (see Supplementary Dataset 1).

Sensitivity analysis of a complex model

Given the broad applicability of differentiable constraint-based models, we demonstrate that calculating their sensitivities is straightforward, even when incorporating thermodynamic and kinetic constraints. Such a model was used to determine the sensitivities of intracellular metabolite concentrations to biomass growth. This model was partially able to recapitulate measured trends in metabolite changes after genetic perturbations, likely hampered by regulatory details that were not modeled. Indeed, the model was incapable of predicting allosteric regulation, because the kinetic rate equations did not incorporate this phenomenon. However, saturation effects were captured by this model, suggesting that the approach taken here revealed physiologically realistic control levers cells use to modulate intracellular fluxes.

In light of the procedure used to estimate enzyme turnover numbers in vivo, the foregoing results raise the question: can a similar gradient descent based technique be used to find Michaelis constants or standard Gibbs free energy of reactions at the genome-scale? Recent strides in metabolomics allow broad intracellular metabolite concentrations to be measured in addition to fluxes and protein abundances [50, 51]. This suggests that a similar model-based fitting procedure could be used to estimate kinetic parameters beyond just turnover numbers. A potential stumbling block for this would be the nonlinearity introduced by setting metabolite concentrations as variables (opposed to parameters as used in this work), which could make optimization challenging. Nevertheless, the ability to efficiently differentiate the resultant solution could be leveraged to estimate elusive kinetic parameters.

In sum, differentiable constraint-based models provide a systematic basis to explore the effect parameters have on metabolic phenotypes in constraint-based models. We have shown the link between classic MCA, and its constraint-based counterpart, CB-MCA. Further, we demonstrate several applications where the differentiability
of optimization problems can help refine parameter estimates, or elucidate the response of their perturbation on models. Increasingly complex metabolic models are being developed, which usually depend on a wide variety of parameters. Sensitivity analysis could help justify the inclusion of theoretical mechanisms in these models, accelerating the pace of systematically understanding cellular phenomena.

5 Materials and Methods

All software and workflows used to generate the results in this work can be accessed here [https://gitlab.com/qtb-hhu/differentiablemetabolismcode](https://gitlab.com/qtb-hhu/differentiablemetabolismcode). In this section a high level summary is presented; see the readme in the software repository for more detailed information.

5.1 Model construction, parameter sources, and software used

The latest *E. coli* metabolic model, iML1515 [35], was used in all simulations. The core biomass function was optimized, unless otherwise noted (e.g. for the gradient descent in Section 3.3). The total enzyme mass capacity limitation was determined by counting the number of metabolically active reactions in a simulation (under the relevant conditions), and extrapolating a linear fit of the cumulative enzyme mass from measured data vs. the number of enzymes measured. This yielded capacity bounds in the range $0.31 \pm 0.03$ $g$ $g^{-1}$ DW depending on the number of active reactions in the system. To estimate the robustness of this approach, we also used a coarser capacity bound of $0.32$ $g$ $g^{-1}$ DW independent of the number of active reactions [52], but the results did not meaningfully change. Enzyme subunit stoichiometry was determined through Uniprot [53] and Complex Portal [54] annotations. Molar masses of proteins were taken from Uniprot. Turnover numbers were taken from [34], Michaelis constants from [15], and thermodynamic data from [1]. All simulations were performed using COBREXA.jl [55], a modern Julia Language [56] constraint-based analysis package. CPLEX [36] was used as the optimization solver. The models of Problems (P2), (P3), and (P4) were differentiated as described in the text. The specific model format is described below. Gradient descent was performed on Problem (P3) using an approximate, backtracking line search algorithm to find an appropriate step size. For Problem (P4) metabolite concentrations were estimated by minimizing the effect thermodynamics and saturation has on each enzyme, as described later. Visualizations were done using Makie [57].

5.2 Enzyme-constrained metabolic model formulation

Enzyme capacity and rate limitations represent a physiological constraint that shapes the resource allocation in a cell. Briefly, assuming that saturation and thermodynamic factors are negligible, the flux ($v$) through an enzyme catalyzed reaction may be modeled by,

$$v = k_{cat} \cdot e,$$

where $k_{cat}$ is the turnover number of the associated enzyme, with concentration $e$. Multiple (related) algorithms incorporate this idea into constraint-based models [4, 6, 33]. Here, we focus on the GECKO formulation [6], but the results are generalizable to the other model variants.

For GECKO, the reactions of a constraint-based model are split into their forward and reverse components, so that all fluxes are positive. Additionally, each isozyme is modeled as a distinct reaction. These unidirectional reactions are coupled in the optimization problem, so that the original reaction fluxes can be reconstructed from the newly created variables. By largely following the existing formulation, the resultant model is,

$$\max_{v, e} \mu(v, e)$$

s. t. $$\begin{bmatrix} S \\ E(p) \end{bmatrix} \begin{bmatrix} v \\ -e \end{bmatrix} = 0$$

$$c_{LB} \leq \begin{bmatrix} v \\ e \end{bmatrix} \leq c_{UB}$$

$$\begin{bmatrix} v \\ e \end{bmatrix}_{LB} \leq \begin{bmatrix} v \\ e \end{bmatrix} \leq \begin{bmatrix} v \\ e \end{bmatrix}_{UB},$$
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where the enzyme turnover numbers enter $E$ as parameters ($p$), and the coupling matrix $C$ allows the original bounds of the model to constrain the split reactions through $c_{LB}$ and $c_{UB}$. Additionally, enzyme capacity bounds can also be incorporated through $C$. Typically, the objective is some linear combination of fluxes ($v$) and enzyme concentrations ($e$), expressed through the function $\mu$. Although each term in Equation (P5) could be a function of the parameters, for simplicity we assume that only $E$ takes parameters.

For models that are purely enzyme-constrained, $E$ is a sparse matrix, composed of terms,

$$E_{ij} = \frac{a_i}{k_{cat,j}},$$  \hspace{1cm} (12)

where the columns ($j$) correspond to enzyme-constrained reactions, and rows ($i$) are pseudo-protein mass balances (exactly like the GECKO formulation). Here $a_i$ is the stoichiometric coefficient of the protein subunit catalyzing the associated reaction.

For models that incorporate thermodynamic and enzyme constraints, $E$ is again a sparse matrix, but now composed of terms,

$$E_{ij} = \frac{a_i}{k_{cat,j}} \cdot \frac{\prod_i \left( \frac{s_{s,i}}{K_{M,s,i}} \right)^{\nu_{s,i}}}{1 + \prod_i \left( \frac{s_{s,i}}{K_{M,s,i}} \right)^{\nu_{s,i}} + \prod_i \left( \frac{s_{p,i}}{K_{M,p,i}} \right)^{\nu_{p,i}}} \cdot \left( 1 - \exp \left( \frac{\Delta_G^0}{RT} \right) \right)$$  \hspace{1cm} (13)

where the meaning of all the terms are the same as used throughout this work.

These problems can be converted into the standard form of Problem (P1) and then differentiated with respect to the associated parameters (most simply using symbolic or automatic differentiation).

5.3 Estimating intracellular concentrations

In Problem (P4) intracellular metabolite concentrations need to be supplied as parameters. In this work, we assumed that intracellular metabolite concentrations would be adjusted by the cell to ensure that enzymes work at maximum efficiency relative to saturation limitations. Briefly, the metabolite concentrations were estimated by minimizing the maximum impact of the saturation terms on enzyme velocity for all enzymes with Michaelis constant data, as shown in Problem (P6),

$$\max \alpha$$

s. t. $\alpha \leq \prod_i \left( \frac{s_{s,i}}{K_{M,s,i}} \right)^{\nu_{s,i}} \prod_i \left( \frac{s_{p,i}}{K_{M,p,i}} \right)^{\nu_{p,i}} \forall \text{n reactions}$

$$\beta \geq \sum_i \log s_{s,i}^{\nu_{s,i}} - \sum_i \log s_{p,i}^{\nu_{p,i}}$$

$$s_{LB} \leq (s_s, s_p) \leq s_{UB}$$

where $\beta$ was set to $-2 \frac{kJ}{mol}$ and represents a lower bound on the driving force of each reaction. Additionally, $s_s, s_p$ are the substrate and product concentrations relative to each reaction. All metabolite concentrations were bounded by $s_{LB} = 10^{-9}$ M and $s_{UB} = 0.1$ M. This problem is nonlinear and nonconvex, a local solution was computed using KNITRO [53], using the metabolite concentrations from max-min driving force analysis [3] as starting points.
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