A macroecological law links abundance correlations with phylogenetic similarity in microbiomes
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Multiple ecological forces act together in shaping the composition of microbial communities. Phyloecology approaches—which combine phylogenetic relationships with community ecology—have the potential to disentangle such forces, but are often hard to connect with quantitative predictions from theoretical models. On the other hand, macroecology, which focuses on statistical patterns of abundance and diversity, provides natural connections with theoretical models but often neglects inter-specific correlations and interactions. Here, we propose a unified framework combining both such approaches to microbial communities. In particular, by using both cross-sectional and longitudinal abundance metagenomic data, we reveal the existence of a novel empirical macroecological law establishing that correlations in species-abundance fluctuations across communities decay from positive to null values as a function of phylogenetic similarity in a consistent manner across ecologically distinct microbiomes. We formulate three mechanistic models—relying on alternative ecological forces—that produce distinct predictions. We conclude that the empirically observed macroecological pattern can be quantitatively explained as a result of fluctuating shared resources, i.e. environmental filtering and not e.g. as a result of species competition. Finally, we also show that the macroecological law is also valid for temporal data of a single community, and that the properties of delayed temporal correlations are reproduced by our model.

Microbial communities are ubiquitous on earth, from human microbiota, to ocean, soil, and glacial environments [1]. Their widespread presence is paralleled by their complex and highly variable composition, both across time and space [2]. Understanding what are the main drivers, or "ecological forces", shaping the coexistence and stability of microbial communities under changing environmental conditions and perturbations is a fundamental challenge of utmost relevance for e.g. environmental and health sciences.

Ecological forces can emerge from the interaction between species or between species and the environment, including both biotic and abiotic factors. Experiments in simple and controlled environments have made it possible to trace the effects of various ecological forces on community composition, often reshaping classical ideas on ecological interactions [3–7]. For instance, "cross-feeding" has emerged as a central player in determining community assembly and species coexistence [8, 9]. However, the role of different ecological forces in determining composition and variation in more complex natural communities remains mostly unknown. While detailed information about environmental [10–12] and genetic [13–15] factors shaping interaction and response to environmental conditions is sometimes available, we still
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lack frameworks to infer their quantitative strength and to disentangle the relative relevance of each of the acting ecological forces from available data [16–18].

Macroecology —i.e. the study of ecological communities through the analysis of global patterns of abundance, diversity, and distribution [19]— stands as a prominent approach to link quantitative ecological models with empirical data of complex and diverse communities [20, 21]. In the context of microbial communities, a growing body of evidence shows that the abundance dynamics observed in microbial communities is characterized by distinctive and reproducible statistical patterns, also known as macroecological laws [21–25]. Further evidence shows that, despite the complexity of the underlying microscopic dynamics, most of such patterns can be reproduced by relative simple models capturing salient features of the dominant ecological forces [22–26]. However, simplified models —such as e.g. the stochastic logistic model (SLM)— often neglect the interactions between species, treating their abundance fluctuations as independent from each other. Nevertheless, it is noteworthy that including species interactions in the SLM model does not significantly affect the shape of single-species macroecological patterns; for instance, generalized Lotka-Volterra equations including species interactions and environmental stochasticity —which reduce to the SLM in the absence of interactions— predict similar time-series statistics and patterns than the SLM [23–25].

On the other hand, the ecological forces shaping community composition and variability can only be unveiled within the macroecological approach, by explicitly studying multispecies abundance patterns. For instance, empirically-determined pairwise correlations between species abundances can be partially explained by consumer-resource models with resource fluctuations [26].

One challenge in connecting macroecological patterns with simple yet biologically-grounded models is that not all the statistical patterns are equally informative. For instance, it is well known that, in many ecological systems, the empirical shape of the species abundance distribution (SAD) —i.e. one of the most prominent macroecological patterns— can be reproduced by models with very different underlying biological assumptions (such as, e.g. neutral and niche theories [27, 28]). Similarly, multiple mechanisms are expected to determine the observed pairwise correlations between species abundance fluctuations. These correlations are in fact the result of multiple ecological forces, such as competition, cooperation, cross-feeding, but also of indirect effects through a network of interactions [29]. Analyzing the phylogenetic structure of community composition [30, 31] is a standard approach to disentangling the effects of these alternative assembly mechanisms. This type of approach is generally applied to analyze species (co-)occurrence: e.g. shared environmental fluctuations (called "environmental filtering" hereon) produce phylogenetic clustering (similar species share a tendency to be simultaneously present or absent), while exclusion by limiting similarity determines phylogenetic overdispersion (similar species tend not to be simultaneously present). These approaches have been widely applied in plant communities but also in other systems [32–34] including microbial communities [35]. More generally, phyloecology, which combines phylogenetic relationships with community ecology, has the potential to reveal the processes determining community composition [36]. However, with few notable exceptions focusing on testing neutral models [37, 38], a connection between empirical observations of community ecology based on phylogeny and quantitative predictions of theoretical models is still missing.

Here, we aim at developing such a connection under the lens of macroecology. In particular, we first elucidate the existence of a new empirical macroecological law that associates pairwise abundance correlations with species phylogenetic similarity. To rationalize such a finding, we formulate three alternative theoretical models —each relying on different ecological forces— all of which reproduce previously studied single-species macroecological patterns [23–
FIG. 1: (a) Pictorial illustration of the data organization and statistical analyses. Abundances of different species (i.e. OTU at 97% similarity [39]), for different communities of the same biome (e.g different hosts gut) are collected, respectively in rows and columns of the left table. The grey scale in the matrix entries describes the level of abundance with darker shades corresponding to more abundant species. The (symmetric) species-abundance correlation matrix (color coded) is obtained by calculating for each pair of existing species the correlation of abundance fluctuations across communities. Finally, the phylogenetic distance is computed for all possible pairs of species by reconstructing the phylogenetic tree; and than associated with the couple correlation. The abundances, correlation and the phylogenetic distance of two example species is emphasized in red. (b) Macroecological law for pairwise correlations as a function of the phylogenetic distance for different biomes. The correlation of abundance fluctuation averaged over all couples within a given discretized distance bin (colored symbols) decays with the phylogenetic distance (log scale) for all the considered microbiomes (see legend). In particular, each bin in the x-axis includes all couples with a phylogenetic distance within such a discrete bin (each one including at least $10^3$ couples for each of the 8 considered biomes; as shown in the SI, the pairs are not uniformly distributed across phylogenetic distances: the vast majority of couples lie in the last bins, with large distances and small pairwise correlation values). The black line represents a stretched-exponential decay, Eq.(1) with $\lambda \approx 3.5$. To emphasize the functional dependence, the inset shows the same data but for the $-\log$ of the correlations represented in double logarithmic scale (i.e., a plot in which stretched exponential functions become straight lines; in this case with slope $1/3$).

25], but lead to radically different predictions for phylogenetic-dependent correlation patterns. These analyses allow us to conclude that only environmental filtering (and not, e.g., species competition) explains the empirically-observed pattern of decaying correlations with phylogenetic distance. Last but not least, we analyze temporal data for a fixed community, showing that the macroecological law also holds quantitatively in this context and that delayed temporal correlations are naturally reproduced by our model with environmental filtering.
Results

The averaged correlation of abundance fluctuations decays with phylogenetic distance in a consistent fashion.

We consider the phylogenetic (or "cophenetic") distance, $d_{G,ij}$ (where the subindex $G$ stands for "genetic") for each pair of operational taxonomic units (OTUs) $(i,j)$, by using publicly-available results from 16S ribosomal RNA metagenomic analyses [39, 40]. This genetic distance exhibits a broad variability across OTU pairs (see Methods and Fig. S1). For each pair of OTUs, we also measure the correlation between the corresponding abundance fluctuations $\eta_{ij}$ (see Fig. 1(a) and Methods) across samples of a given community. Fig. 1(b) illustrates the typical value of the pairwise correlation $\eta$, averaged over the pairs of OTUs at a given phylogenetic distance (where distances are grouped in discrete intervals or bins). The resulting averaged correlation decays with the phylogenetic distance $d_{G}$ in a robust way across environments and datasets. In particular, phylogenetically close OTUs (small values of $d_{G}$) display a significant positive correlation while, for distant OTUs, the correlation decreases to zero and becomes statistically indistinguishable from the one between two randomly selected OTUs. Conversely, the positive correlations at low phylogenetic distances are significantly higher than the ones measured in randomized-data, obtained by shuffling the position of OTUs on the phylogenetic tree. We confirmed the robustness of this empirical observation by changing the metric to quantify abundance pairwise correlations, obtaining in all cases similar decaying correlation patterns (SI Fig. S2-S3).

At a more quantitative level, the reported decay of the (pairwise) correlation function is well captured by a stretched-exponential function [41]:

$$\eta(d_{G}) = e^{-\lambda d_{G}^{1/3}} ,$$

as shown in Fig. 1(b). Interestingly, the decay of the correlation function is slower than exponential: the logarithm of the correlations exhibits an algebraic (power-law) scaling with the phylogenetic distance $d_{G}$ as explicitly illustrated in the inset of Fig. 1(b).

In order to scrutinize whether the observed pattern is consistent across the phylogenetic tree, we repeated the same type of analyses at the coarser level of taxa, comparing correlations within and between taxonomic orders. Fig. S7 shows that species from different taxa (i.e. at large phylogenetic distances) tend to have, on average, zero correlation, while the averaged correlations within the same taxa decay from positive to zero with phylogenetic distance, recovering the pattern in Fig. 1 in a consistent way in the vast majority of the observed taxa (see Fig. S8).

These results suggest that the observed correlation pattern showing a stretched-exponential decay with phylogenetic distance is a universal one, not depending on the considered ecological context nor on a particular taxa. Whatever ecological forces are at the origin of such species abundance correlations, they manifest themselves regularly and consistently in diverse taxa and biomes.

Ecological forces in preference space: three alternative scenarios produces three alternative predictions

Which ecological forces are responsible for the described pattern of correlations of species abundances fluctuations across communities? In general, complex patterns of interactions in a network of species could a priori create both positive and negative correlations, also as the result of indirect or network effects.
To unravel these possibly conflicting mechanisms, we consider a general population-dynamics model where species grow and compete for resources in a fluctuating environment. To be more specific, we consider a set of $N$ species whose growth is coupled with a set of $R$ available resources and $M$ other abiotic factors (such as temperature, pH, salinity, etc.). We assume that all these $R + M$ factors are characterized by independent temporal fluctuations. The fundamental difference between the two sets, is that resources are also affected by population abundances through consumption, while abiotic factors are not. We assume that the effect of the environment on a given species can be represented as a vector in an abstract high-dimensional ($R + M$) trait or preference space. Such an ecological trait space represents the preferences for the $R$ available resources and growth responses to the $M$ abiotic factors.

In particular, the set of resource preferences of any given species $i$ is represented by a vector $b^i$ in an abstract $R$-dimensional space of resources (see Fig. 2 (a) for a pictorial illustration). Similarly, the preferences for the other abiotic factors are represented by the vector $a^i$ in a complementary $M$-dimensional space. For simplicity, and without loss of generality, we assume that all these vectors are normalized to one.

The per-capita growth rate of each species is influenced both by consumption of resources and by the fluctuations of abiotic environmental factors, both weighted by the corresponding preferences vectors, leading to

$$\frac{1}{x_i(t)} \frac{dx_i}{dt} = \sum_{\beta=1}^{R} b^i_\beta R_\beta(t) + \sum_{\alpha=1}^{M} a^i_\alpha M_\alpha(t) - \delta,$$  \hspace{1cm} (2)

where $x_i(t)$ is the abundance of species $i$ at time $t$, $R_\beta(t)$ is the abundance of resource $\beta$ at time $t$, $M_\alpha(t)$ is the time-dependent value of the abiotic factor $\alpha$, and $\delta$ is a constant death rate. We assume the abiotic factors to be subject to stochastic fluctuations

$$M_\alpha(t) = \bar{M} \left(1 + \sqrt{\nu}\zeta_\alpha(t)\right),$$  \hspace{1cm} (3)

where $\bar{M}$ represents a baseline level, $\zeta_\alpha(t)$ is a (zero-mean unit-variance) Gaussian white noise and the parameter $\nu$ quantifies the strength of fluctuations. Similarly, the abundance $R_\beta(t)$ of each resource $\beta$ varies over time, following a balance between stochastic growth and consumption, i.e.,

$$R_\beta(t) = \bar{R} \left(1 + \sqrt{\omega}\varphi_\beta(t) - \gamma \sum_{j=1}^{N} b^j_\beta x_j\right),$$  \hspace{1cm} (4)

where $\bar{R}$ is a baseline level, $\gamma$ the consumption timescale, $\varphi_\beta(t)$ a (zero-mean unit-variance) Gaussian white noise, and the parameter $\omega$ quantifies the amplitude of fluctuations.

The model defined in Eqs. (2), (3), and (4) can be effectively written as a simpler generalized Lotka-Volterra model with fluctuating growth rate and species pairwise competition

$$\frac{dx_i}{dt} = x_i \left( r_i(t) - \sum_{j=1}^{N} C_{ij} x_j \right),$$  \hspace{1cm} (5)

where the time-dependent growth rate $r_i(t)$ can be written as $r_i(t) = \bar{r}_i + \sqrt{\sigma}\xi_i(t)$ and the entries of the competition matrix, $C_{ij}$, are determined by the overlap in resource preference (i.e., $C_{ij} = \gamma \bar{R} b^i \cdot b^j$). The explicit dependency of $\bar{r}_i$, $\sigma$ and $\xi_i$ on the original parameters is described in the Methods section. In particular, the noise covariances are given by $\langle \xi_i(t)\xi_j(t') \rangle = \rho_{ij} \delta(t-t')$ where

$$\rho_{ij} = \frac{\nu\bar{M}^2 a^i \cdot a^j + \omega\bar{R}^2 b^i \cdot b^j}{\nu\bar{M}^2 + \omega\bar{R}^2}.$$(6)
Thus, both terms in the effective Lotka-Volterra population dynamics — i.e. the competition and the covariance matrices — are controlled by the set of similarities in preference space. In particular, one can define a preference distance, $d_P$, proportional to the angle between preference vectors (with $d_P = 0$ for coinciding vectors and $d_P = 1$ for orthogonal ones). Depending on the relative strength of both types of fluctuations as well as on the distribution of preferences vectors, one can classify the resulting sets of ecological forces in three types of model, depending on which are the leading effects (see Fig. 2 a/b/c):

(A) Competition through shared fluctuating resources.

If abiotic fluctuations are negligible (i.e. $\nu = 0$), species interactions are determined by a combination of the effect of competition (encoded in the entries $C_{ij}$) and resource fluctuations (encoded in the entries $\rho_{ij}$), which are both proportional to the species resource-preference overlap: $b_i \cdot b_j$.

(B) Competition and independent growth-rate fluctuations.

If resource fluctuations are negligible (i.e., $\omega = 0$) and abiotic factors preferences are all orthogonal to each other, species experience independent growth-rate fluctuations ($\rho_{ij} = \delta_{ij}$) and competition for fixed resources ($C_{ij}$).

(C) Correlated growth-rate fluctuations without competition.

If resource preferences are all perpendicular to each other, i.e. there are no shared resources, species experience correlated growth-rate fluctuations and no inter-specific competition $C_{ij} = \gamma \bar{R} \delta_{ij}$. This force is called “environmental filtering” hereon.

More complex models involving involving both correlated abiotic and resource fluctuations could also be constructed, but here we focus of these three (simplest) ones.

Using extensive numerical simulations (see Methods) we investigate the relationship between pairwise abundance correlations and preference distance for the three models. In model (A) and (B) the distance is calculated over the resource preference $b$, while the vectors of abiotic preferences $a$ are considered in model (C).

As illustrated in Figure 2(a,b,c) the three models give rise to three qualitatively distinct patterns of correlation as a function of preference distance $d_P$. (A) Competition through shared resource fluctuations induce an effective neutral behavior, with nearly vanishing correlations across the spectrum of pairwise preference distances. (B) Competition together with independent growth-rate fluctuations produces negative correlations at small distances that increase to near-zero values in a monotonic way. (C) Environmental filtering leads to correlations decaying from positive to vanishing values with distance.

**Environmental filtering reproduces the correlation decay with distance**

In order to make a more quantitative comparison between the previous results and the empirically-determined universal pattern of decaying correlations, it is necessary to specify the relation between the preference distance $d_P$ — on which the models rely — and the empirically-determined phylogenetic similarity between actual species, as quantified by their genetic distance $d_G$. For this purpose, it seems natural to assume that $d_P$ and $d_G$ are positively correlated, i.e., that phylogenetically close species typically have more similar preferences than distant ones. Under
FIG. 2: (Top) Sketch of the model. Left: Bacterial species are subjected both to biotic factors such as resource abundances (polygons) and abiotic environmental factors (e.g. temperature, pH, light intensity,...). The arrows stand for species preferences. Right: Species preferences are represented as radial vectors in a sphere: positive/negative projections represent positive/negative influence on growth. The (pairwise) preference distance is quantified by the angle between vectors (multiplied by $2/\pi$, see methods). The red and blue species are similar to each other while the green one is more different from them. (Bottom) Schematic illustration for the three considered scenarios (models A, B and C) of: (left) biotic and abiotic preferences; (centre) model dynamics, and (right) stationary correlations as a function of preference distance (with gray dots standing for simulation results and red lines for averages/theory). (a) Competition through shared fluctuating resources. When species are subjected to the combination of both forces, their effects cancel out leading to an "effective" neutral situation with no correlations. (b) Competition and independent growth-rate fluctuations. When two species sharing some resource preference experience an environmental fluctuation, one outcompetes the other, causing negative correlations, increasing monotonically to zero as similarity decreases. (c) Correlated growth-rate fluctuations without competition. If two species share some preference for abiotic factors, but not for resources, during an environmental fluctuation their reaction will be similar, causing positive correlations, decreasing to zero with dissimilarity.

This assumption, the overall trend of the decay in Fig. 2 implies that environmental filtering is the process responsible for the empirical correlation decay observed in Fig. 1. Competition for constant and/or shared fluctuating resources can instead be discarded as the leading mechanism at the basis of the empirically observed pattern. This does not imply that competition is not present, but rather that it does not generate a signal detectable at a phylogenetic level within the present level of resolution.

To make further quantitative progress in the connection between the previous mechanistic modelling approaches—in particular, model C or "environmental filtering"—and available phylogenetic data, one needs to define a more
precise mapping between preference and genetic distance, i.e. to characterize the functional dependence between $d_p$ and $d_G$, using information on pairwise correlations.

This is not a straightforward task, as species are coupled to each other, so that pairs of species cannot be simply analyzed one at the time, and the full set of coupled equations in intractable. However, as explicitly shown in the Methods section —assuming that the the preference space has a large dimensionality, i.e. $M \gg 1$— it is possible to explicitly map model C into a correlated stochastic logistic model (CSLM) (see Methods for a detailed derivation):

$$\frac{dx_i}{dt} = \frac{x_i}{\tau_i} \left(1 - \frac{x_i}{K_i}\right) + \sqrt{\frac{\sigma_i}{\tau_i}} x_i \xi_i(t),$$

(7)

where $\tau_i^{-1}$ is the growth rate, $K_i$ the carrying capacity, $\sigma_i$ the amplitude of environmental fluctuations, and $\xi_i(t)$ is a Gaussian white noise, with correlations proportional to the preference distance,

$$\langle \xi_i(t)\xi_j(t') \rangle = \cos\left(\frac{\pi}{2} d_{P,ij}\right)$$

(8)

The CSLM extends the standard stochastic logistic model (SLM) [23], as it includes species correlations that are generated as a consequence of correlated environmental fluctuations. Nevertheless, it is important to stress that —if species trajectories are observed individually— there are no statistical differences between the CSLM and the standard SLM. This implies that the CSLM reproduces —as the SLM does— the three macroecological patterns put forward in [23–25] with the same set of parameter values as the SLM (see Methods), so it consists an improvement of existing modelling approaches to microbial macroecological laws.

The advantage of Eq.(7) (together with Eq.(8)), is that is can be treated analytically to obtain a mathematical expression linking pairwise species-abundances correlations with their preference distance, $d_{P,ij}$ (see Methods). The
FIG. 4: (a) Sketch of the time-dependent (longitudinal) correlation data analysis. Typical time-series for two species (green and brown, respectively) along 10 days. The dashed lines illustrate how equal-time (red) and 1, 2, 10 days delayed correlations (green, yellow and blue respectively) are computed, see Methods for more details. (b) Macroecological law for temporal data. Equal time (red), one-day delay (light blue), two-days (yellow) and ten-day delay (blue) symbols represent correlations as a function of the discretized phylogenetic distance (logarithmic scale) for the gut microbiomes of two different hosts (labelled with triangles and circles, respectively). Solid lines represent the prediction eq. (44) from the CSLM, averaged over hosts, with timescale parameter $\tau_i = 1$, for $i = 1,..,N$ and $\lambda = 4.5$.

resulting analytical relationship can be exploited to estimate the preference distance matrix from empirical correlation data, thus allowing us to establish the desired relation between preference distance $d_P$ and phylogenetic distance $d_G$ (see Methods):

$$d_{P,ij} \approx \frac{2}{\pi} \arccos \left( e^{-\lambda d_{ij}^{1/3}} \right).$$

Observe, that Eq.(9) is highly non-linear, implying that preference distances rapidly saturate to values close to 1 as the phylogenetic distance grows; in other words, even genetically similar species tend to have a large preference dissimilarity (i.e. their preference vectors tend to be orthogonal to each other).

By implementing the relation (9) in the definition of noise correlations $Eq.(8)$, we obtain a version of the CSLM, directly relating ecological processes and phylogeny, allowing us to relate the correlations in species abundances to their empirically measured genetic similarity. Actually, given that the macroecological pattern we intend to reproduce is between averaged correlation and averaged phylogenetic distance (in discretized bins), we dropped the sub-index $ij$ in Eq.(9) and use it as a relation between averages (see Methods, Eq.(45)).

In particular, by combining $Eq.(45)$ and $Eq.(36)$ in Methods, one obtains exactly $Eq.(1)$, i.e. the empirically observed relation between correlation and phylogenetic distance.

Fig. 3 shows that, for the particular case of the human gut microbiome, a computational simulation of this model captures rather well the averaged decay of pairwise correlations with phylogenetic distance and that the analytical predictions describe quite well such an averaged behavior.

The macroecological law holds for temporal (longitudinal) data

One important prediction of $Eq.(7)$ is that the decay of abundance correlations with phylogenetic distance is caused by shared temporal fluctuations. In order to further test the predictions of $Eq.(7)$, we consider longitudinal data from
the human microbiome. In particular, we analyzed three human body sites (gut, oral cavity, and hand palms) of two hosts [40]. From these data, we calculate the correlation of species abundance fluctuation $\eta_{ij}$ as done above, but now averaging over time, rather than across samples/communities (see Fig. 4(a)). Figure 4(b) illustrates —for the specific case of the human gut—that the macroecological law of correlation holds also for such temporal data, and that delayed correlations rapidly decay to zero. In particular, the correlations still decay on average as a stretched exponential with exponent $1/3$, as observed in cross-sectional data.

To further test the model in its ability to reproduce time-dependent features of species correlations, we also computed delayed pairwise correlations, $\eta_{ij}(\Delta t)$ defined as the correlation between the abundance fluctuations of species $i$ at time $t$ with the abundance fluctuations of species $j$ at time $t + \Delta t$ (see Methods and Fig. 4(a) for a graphical illustration). Observe that, in principle, the value of such a delayed correlation is not trivially linked to the correlation computed at the same time, as it depends of the specific properties of the dynamics giving rise to species interdependences. However, remarkably, as shown in Figure 4(b) the CSLM with no additional modification (just tuning the growth time scale $\tau_i = 1$ for all species) also reproduces quantitatively the temporal delayed correlations for different values of the delay in two microbiomes (see SI for additional details and analyses).

Discussion

We have considered both cross-sectional and longitudinal empirical data for the species abundances in microbial communities from many different environments and studied their patterns of species-abundance pairwise correlations as a function of their phylogenetic distance, revealing the emergence of a universal macroecological law. This law quantitatively states that the average pairwise correlation decays from positive to null values by increasing the phylogenetic distance, following a stretched-exponential decay function.

In this study we explored the possible ecological forces shaping such species correlations. By scrutinizing different ecological models, each one implementing a diverse set of ecological forces, we found that the universal correlation pattern cannot be reproduced by competition or exclusion principles. Instead, temporal environmental filtering —i.e. the presence of correlated noise stemming from shared fluctuating factors— as modelled by a correlated stochastic-logistic model (CSLM), explains quantitatively empirical data. Furthermore, time-dependent (delayed) correlations in longitudinal data are also well reproduced by the model.

These results are based on multiple assumptions and their limitations give opportunities for extensions of the current work. First, at a theoretical level, the CSLM does not reproduce the distribution of correlations at each discrete phylogenetic distance and, hence, neither the full distribution (see Fig.S22 in SI). The reason lies in the fact that in order to connect genetic and preference similarities, we enforce a “mean-field” type of relationship, Eq.(45), neglecting variability in the mapping. On the other hand, in figure S4 of the SI, we show that the variance of the distribution of pairwise correlations within each distance bin seems to follow a weak decaying power-law pattern with phylogenetic distance, with a diverse decaying exponent characteristic for each analyzed biome. Possibly, these patterns could be used to generate the preference vectors of the model in a more general way, allowing for more variability. Empirical data are not rich enough at the moment to proceed in this direction, and further analyses are required.

It is also important to stress that the origin of the power-law behavior and its exponent value equal to $1/3$ in the
universal pattern of correlations (Eq.(1)) remains unexplained. This scaling could be determined by the scale invariant, i.e. fractal, structure of phylogenetic trees [42–44], but further investigations, beyond the scope of the present work, are needed to shed light onto this finding.

Although environmental filtering has been found to dominate the pattern of species-abundance correlations, the above mentioned variability could be the result of the complex interplay of other ecological forces. To identify which further forces are relevant and to discriminate their effects it will be important to analyze time-dependent data in a more detailed way as well as to analyze differences in carrying capacities, and correlations between different hosts [25]. At the modelling level, a more systematic study of the interplay between different ecological forces and how they impact the correlation spectrum, is left for future work [45].

Another relevant caveat is that our analyses here are limited at the taxonomic resolution of OTUs, clustering together individuals with more than 97% similarity. Recent results suggest that ecological dynamics starts to decouple at much finer phylogenetic resolutions [46]. Moreover, strains seem to still obey the three laws of variation and diversity valid at species level [47]. These result leave open the question on how ecological forces shape the variation of community composition at finer phylogenetic scales.

On the other hand, from a complementary viewpoint, we analyzed the behavior of correlations at the coarse-grained resolution of taxa (or phyla). In particular, Fig. S7, in the SI illustrates that by considering just inter-phyla correlations one cannot observe the stretched exponential decay, that is determined by intra-phyla OTU pairs. Analogously, by extending our analysis to finer phylogenetic resolutions it could be possible to reveal the nature of intraspecific interactions, eventually showing the emergence of competition as a key player in determining correlations. Actually, our opinion is that, in order to have a more complete description of complex communities, one should not fix a characteristic taxonomic resolution, but, instead, start from individuals (or functional units) and progressively cluster them together at progressively more coarse-grained scales (i.e. moving across observational scales as customarily done in physics using “renormalization group” tools in statistical physics [48, 49]) as different ecological forces may shape communities at diverse resolution levels [50].

Methods

Data

All the data sets analyzed in this work have been previously published and were obtained from the EBI Metagenomics database [40]. Previous publications of some of us have reported the original experiments and corresponding analyses [23]. In order to test the robustness of the macroecological laws and the modeling framework presented in this work, we considered 7 data sets that differ not only on the considered biome, but also on the sequencing techniques and the pipelines used for data processing. Data sets were selected to represent a wide set of biomes. We considered only data sets with at least 50 samples with more than $10^4$ reads. No data set was excluded a-posteriori.
Correlation analysis

In each community $a$, with $a = 1, \ldots, M$, the count of the $i$-th species, with $i = 1, \ldots, N$, is called $n^a_i$ and only sufficiently abundant species are considered, i.e., $N^a = \sum_{i=1}^{N} n^a_i \geq 10^4$. The relative abundance of species $i$ in community $a$ is calculated as:

$$x^a_i = \frac{n^a_i}{N^a}.$$  \hfill (10)

Community averages are defined as: $\langle .. \rangle = \frac{1}{M} \sum_{a=1}^{M} (..)$, such that the mean and the variance of a species relative abundance are:

$$\langle x_i \rangle = \frac{M}{a=1} \sum x^a_i, \quad Var_i = \langle x^2_i \rangle - \langle x_i \rangle^2.$$  \hfill (11)

Another important quantity is the rank of species $i$ in community $a$, $r^a_i$, where the most abundant species has rank $r^a_i = 1$, the second most abundant $r^a_i = 2$, and so on. Using these ingredients, one can construct the following (five) different quantities, that gauge fluctuations in species abundance, or simply "fluctuation quantifiers":

$$q^a_{1,i} = \frac{x^2_i - \langle x_i \rangle}{\langle x_i \rangle},$$  \hfill (12)

$$q^a_{2,i} = \frac{(n^a_i - N^a \langle x_i \rangle)}{N^a \langle x_i \rangle},$$  \hfill (13)

$$q^a_{3,i} = \frac{x^2_i - \langle x_i \rangle}{\sqrt{Var_i}},$$  \hfill (14)

$$q^a_{4,i} = \frac{\log x^a_i - \langle \log x_i \rangle}{\sqrt{Var(\log x_i)}},$$  \hfill (15)

$$q^a_{5,i} = 2r^a_i - 1.$$  \hfill (16)

Similarly, one can estimate the correlation between species abundance fluctuations by using any of these quantities:

$$\eta_{kij} = (q^a_{ki}q^a_{kj})_a = \frac{M}{a=1} \sum q^a_{ki}q^a_{kj},$$  \hfill (17)

for $k = 1, 2, \ldots, 5$. Finally, one can average over all pairs of species with a distance falling within a certain "bin" of phylogenetic distance.

Temporal analyses

The analysis of temporal (longitudinal) data is analogous to that for cross-sectional data in the preceding section, but instead of studying fluctuations and correlations between different communities, one considers a single community data along a time-series (e.g. samples from different days of the time series, $t = 1, \ldots, T$). All the quantities are defined as above but replacing the community average by a time average $\langle .. \rangle_t = \frac{1}{T} \sum_{t=1}^{T} (..)$. In particular, the equal-time pairwise correlations are defined by:

$$\eta_{kij} = \langle q(t)k_iq(t)k_j \rangle_t = \frac{M}{t=1} \sum q(t)k_iq(t)k_j;$$  \hfill (18)

for species $i$ an $j$. Similarly, the $\Delta t$ delayed correlation is:

$$\eta_{kij}(\Delta t) = \langle q(t+\Delta t)k_iq(t)k_j \rangle_t = \frac{T-\Delta t}{t=1} \sum q(t+\Delta t)k_iq(t)k_j.$$  \hfill (19)
Models in preference space and evolutionary algorithm

In the preference space model, each single species is represented by a $R$-dimensional biotic (resource) preference vector $b$ and a $M$-dimensional abiotic one $a$. Without loss of generality, environmental factors are assumed to be equivalent and, in order to fix a tradeoff, the preference vectors of all species are assumed to have the same squared module, fixed to $r_P^2 > 0$, so that they can be characterized by a point in a $R$-dimensional sphere of radius $r_P$, i.e.: $|b|^2 = \sum_{\alpha=1}^{\beta} b_{\alpha}^2 = r_P^2$ (respectively on a $M$-dimensional sphere with same radius in abiotic space).

Using the explicit expressions for the dynamics of biotic and abiotic factors, the general model as defined by Eq.(2), can be rewritten as the generalized Lotka-Volterra equation, Eq.(5), with deterministic growth rate and interaction matrix given by

$$\bar{r}_i = \bar{R} \sum_{\beta} b_{\beta} + \bar{M} \sum_{\alpha} a_{\alpha}$$

and

$$C_{ij} = \gamma \bar{R} b^i \cdot b^j$$

respectively, and with an effective zero-mean Gaussian noise:

$$\sqrt{\sigma} \xi_i(t) = \sqrt{\omega} \bar{R} \sum_{\beta} b_{\beta} \phi_\beta + \sqrt{\nu} \bar{M} \sum_{\alpha} a_{\alpha} \zeta_\alpha$$

with covariance matrix given by Eq.(6), and the amplitude is $\sigma = \nu M^2 + \omega R^2$.

In all the variants of the model considered here (A, B and C) only one set of preference vector is needed (either biotic for models A and B, or abiotic for C). Thus, one can quantify the preference similarity or, simply, the "preference distance" between species $i$ and $j$, as the cosine distance between their relevant preference vectors (for simplicity, in the following, we restrict the notation to model C for which abiotic preferences are relevant). The preference distance is defined as:

$$d_{P,ij} \equiv \frac{2}{\pi} \theta = \frac{2}{\pi} \arccos \left( \frac{a^i \cdot a^j}{|a^i||a^j|} \right) = \frac{2}{\pi} \arccos \left( \frac{a^i \cdot a^j}{r_P} \right),$$

where the subindex $P$ stands either for "preference".

One can generate the set of $M$ preference vectors $a$ by sampling their component from a Gaussian with mean $m/M$ ($m$ small and positive) and standard deviation $1/\sqrt{M}$, $N(m/M, 1/\sqrt{M})$, such that the radius is constant and close to unity for large values of $M$:

$$r_P^2 = \sum_{\alpha} a_{\alpha}^2 = 1 + \frac{m^2}{M} \approx 1.$$

However, as a consequence of the central limit theorem, for sufficiently large numbers of environmental factors, $M$, the random vectors $a^i$ tend to be orthogonal to each other, i.e., $d_{P,ij} \approx 1 \ \forall i,j$, hindering the possibility of generating similar species by simple random sampling. In order to circumvent this difficulty, we devised a simple evolutionary algorithm, such that, starting from an initial random distribution of vectors $a^i_0$—and implementing an evolutionary branching process—generates as an outcome a set of vectors $a^i$ which are distributed across a broad range of possible cosine-distance values. The algorithm includes the following steps:
1. Sample at random two species $i,j$, $j$ dies and $i$ reproduces, making a copy (labeled $j$) of itself with some variation.

2. The preference vectors of the new species are obtained from the old one with some variation:

$$a^i = qa^i + (1-q)\epsilon^i,$$

$$a^j = qa^i + (1-q)\epsilon^j$$  \hspace{1cm} (25)

$$a^j = qa^i + (1-q)\epsilon^j$$  \hspace{1cm} (26)

where the parameter $q \in [0,1]$ is the fidelity of reproduction and $\epsilon^{i,j}$ are vectors sampled from $\mathcal{N}(m/M,1/\sqrt{M})$ (note that the resulting vectors are kept within the sphere).

3. Iterate $Z$ times.

By considering a sufficiently large number of iterations $Z$ and a value $q = 0.9$, the population develops a pool of similar individuals, with small pairwise distances, which was absent in the initial condition and covers, even if in an heterogeneous way, all the spectrum of possible distances (see Fig. S9 in the supplementary material).

**Correlated stochastic logistic model**

**Derivation**

The CSLM is obtained from Eq. (2) in the case where each species consumes only one resource with baseline $\bar{R}_i$ at rate $\gamma_i$ and this resource is not consumed by any other species (model C). In particular, by taking the limit $M \gg 1$, one can easily find Eq.(7) with following definitions of the involved parameters:

$$\tau_i^{-1} = m(M + \bar{R}_i) - \delta$$

$$K_i = \frac{m^2(\bar{R}_i + M) - \delta}{m\bar{R}_i\gamma_i}$$

$$\sigma_i = \frac{\nu\bar{M}^2}{m(\bar{R}_i + M)}$$

$$\xi_i = \sqrt{\frac{\tau_i}{\sigma_i}} \sum_\alpha a^i_\alpha \zeta_\alpha(t)$$

The new environmental noise $\xi_i$ is still Gaussian, because it is the weighted sum of Gaussian variables, with moments:

$$\langle \xi_i(t) \rangle = 0$$

$$\langle \xi_i(t)\xi_j(t') \rangle = \sqrt{\frac{\tau_i \tau_j}{\sigma_i \sigma_j}} \sum_{\alpha,\beta=1}^R a^i_\alpha a^j_\beta \langle \zeta_\alpha(t)\zeta_\beta(t') \rangle$$

$$= a^i \cdot a^j = \cos\left(\frac{\pi}{2}d_{P,ij}\right)$$

where we have used the parameter definition Eq.(27), the normalization condition $|a^i|^2 = 1$ and the definition of preference distance.
Macroecological laws and marginal properties

The CSLM, in the discretization scheme, has a Gamma stationary marginal distribution [23, 51]:

\[ P^*(x_i) = \frac{1}{\Gamma(\beta_i)} \left( \frac{\beta_i}{\bar{x}_i} \right)^{\beta_i} x_i^{\beta_i - 1} \exp \left( -\beta_i \frac{x_i}{\bar{x}_i} \right), \]  

(33)

where the average abundance \( \bar{x}_i \) and the squared inverse coefficient of variation \( \beta_i \) read:

\[ \bar{x}_i = K_i \left( 1 - \frac{\sigma_i}{2} \right), \]  

(34)

\[ \beta_i := \frac{\bar{x}_i^2}{\text{Var}_i} = \frac{2}{\sigma_i} \left( 1 - \frac{\sigma_i}{2} \right)^2, \]  

(35)

respectively, coinciding with the ones obtained for the standard SLM [23]. Hence, the CSLM is able to reproduce the three macroecological laws for diversity and fluctuation, namely:

1. The stationary marginal distribution of species abundances is a Gamma distribution.
2. By fixing \( \sigma_i = \sigma \), for all species the Taylor law relating the mean and variances across species is recovered.
3. The mean abundances are distributed as a log-normal just by imposing that the \( K_i \)'s are log-normally distributed too.

Correlations

The joint probability cannot be calculated analytically for the CSLM, and hence an expression for the pairwise correlation functions cannot be derived in an exact way. Nevertheless, one can employ a linear-noise approximation around the fixed point (see SI. sec.2.4.2 for details) leading to:

\[ \eta_{ij} = \frac{\langle x_i x_j \rangle - \langle x_i \rangle \langle x_j \rangle}{\sqrt{\text{Var}_i \text{Var}_j}} = \frac{\exp \left( \cos \left( \frac{\pi}{2} d_{P,ij} \right) \left( \frac{\sigma}{\sqrt{2} - \sigma} \right) \right) - 1}{\exp \left( \left( \frac{\sigma}{\sqrt{2} - \sigma} \right) \right) - 1} \approx \cos \left( \frac{\pi}{2} d_{P,ij} \right), \]  

(36)

which is the expression employed in the main text to relate correlations with preference distances.

On the other hand, the Langevin equation of the model can be solved exactly, leading to:

\[ x_i(t) = \frac{K_i \tau x_i(0) e^{(1 - \frac{\sigma}{2}) \frac{t}{\tau}} + \sqrt{\tau} W_i(t)}{x_i(0) I_i[0,t] + K_i \tau}, \]  

(37)

\[ W_i(t) = \int_0^t ds \xi_i(s), \]  

(38)

where \( I_i[0,t] \) the integral of the associated geometric Brownian motion:

\[ I_i[0,t] = \int_0^t ds \exp \left( \left( 1 - \frac{\sigma}{2} \right) \frac{S}{\tau} + \sqrt{\frac{\sigma}{\tau}} W_i(s) \right). \]  

(39)

The exact integral Eq.(37) can be used to understand the effect of delays on pairwise correlations. Indeed, assuming that the system has reached the stationary state for sufficiently large times \( t \to \infty \), one can compute heuristically
the relation between the abundance at time $t$ and at a later time $t + \Delta t$:

$$x_i(t + \Delta t) \approx K_i \tau e^{(1 - \frac{\sigma^2}{2})\frac{\Delta t}{\tau}} + \sqrt{\tau} W_i(t + \Delta t) I_i[0, t + \Delta t]^{-1}$$

$$= x_i(t) \exp \left( (1 - \frac{\sigma^2}{2}) \frac{\Delta t}{\tau} \right) \kappa(t, \Delta t),$$

(40)

$$\kappa(t, \Delta t) = \exp \left( \sqrt{\frac{\sigma}{\tau}} \int_t^{t + \Delta t} \zeta_i(s) \left( \frac{I_i[0, t]}{I_i[0, t + \Delta t]} \right) \right);$$

(41)

the function $\kappa$ in the limit $t \gg \Delta t$ converges to 1, so that

$$x_i(t + \Delta t) \approx e^{(1 - \frac{\sigma^2}{2})\frac{\Delta t}{\tau}} x_i(t).$$

(42)

Plugging this expression into the Pearson coefficient formula one readily obtains:

$$\eta_{ij}(\Delta t) \approx e^{(1 - \frac{\sigma^2}{2})\frac{\Delta t}{\tau}} \eta_{ij}(0),$$

(43)

that combined with the linear approximation, Eq.(36), leads to:

$$\eta_{ij}(\Delta t) \approx e^{(1 - \frac{\sigma^2}{2})\frac{\Delta t}{\tau}} \cos \left( \frac{\pi}{2} d_{P,ij} \right);$$

(44)

see SI, sec.2.4.3 for more details.

**Inferring preference distance from data**

To tune the CSLM to reproduce the observed empirical pattern it is necessary to infer the relation between preference and phylogenetic distances. Note that the empirical pattern we aim at reproducing is between average correlation and averaged phylogenetic distance within each bin, i.e., it suffices to find a relation between the (average) distance $d_P$ and $d_G$ (in other words: we are not interested in the full probability distribution of correlations in one bin, but just on its mean value).

The preference distance can be calculated by inverting the formula for the correlation Eq.(36) and by taking averages over the couples within each bin of phylogenetic distance:

$$d_P = \frac{2}{\pi} \langle \arccos (\eta_{ij}) \rangle_{ij} \approx \frac{2}{\pi} \arccos(\eta(d_G))$$

$$= \frac{2}{\pi} \arccos \left( e^{-\lambda d_G^{1/3}} \right),$$

(45)

where the variance of $\eta_{ij}$ within each bin of phylogenetic distance has been neglected, i.e. a so-called "mean-field approximation". A plot and a discussion of Eq.(45) can be found in the SI, sec. 2.6. Thanks to Eq.(45) it is possible to generate a preference-distance matrix, and hence the matrix of noise pairwise correlations from phylogenetic data:

$$d_{P,ij} = \frac{2}{\pi} \arccos \left( e^{-\lambda d_G^{1/3}} \right)$$

(46)

$$\langle \xi_i(t) \xi_j(t') \rangle = \delta(t - t') e^{-\lambda d_G^{1/3}}.$$  

(47)

Clearly, this simple version of the CSLM cannot reproduce correlation variability as a function of phylogenetic similarity (see Discussion for possible extensions).
Simulations

The different models in preference space, Eq.(5) as well as the CSLM have been simulated in the Itô discretization scheme using the Milstein algorithm [52]. In Fig. 2, gray points stand for the Pearson’s correlation coefficients at the stationary state for 10 realizations with $N = 200$ species and $M = R = 300$; the averages are obtained over $10^3$ samples at stationarity, at time separated by $\delta t = 10$. Red lines are obtained by averaging the correlation over pairs.

In each simulation the initial populations are sampled from a Gaussian distribution $N(0.5,0.01)$; other parameters are $N = 200, R = M = 300, m = 0.1, R_i = M = 0.1, \gamma_i = 1, \nu_0 = \omega_0 = 0.1, q = 0.9, Z = 50N, t_{fin} = 10^4$.

In Fig. 3 dark-green points stand for the Pearson’s correlation coefficient at the stationary state of 10 realizations with $N = 300$ species, the averages are over $10^3$ abundances sampled during the stationary time series every $\delta t = 10\tau$.

In each realization, we use the phylogenetic distances of $N$ species sampled at random from the phylogenetic distance matrix of a random community of the considered biome to construct the species noises correlation, Eq.(46). The model parameters are set to reproduce the species marginal properties and delayed correlations, following the prescriptions from Sec. Carrying capacities are generated log-normally by taking the exponential of random variables sampled from a Gaussian distribution $N(\bar{K},\sigma_K)$, $\tau_i = \tau$ and $\sigma_i = \sigma$ for $i = 1,..,N$. Parameter values: $\tau = 1, \bar{K} = 16.1, \sigma_K = 3.8, \sigma = 1.42, \lambda = 3.5, t_f = 10^4$.
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