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Abstract

Studying small effects or subtle neuroanatomical variation requires large-scale sample size data. As a result, combining neuroimaging data from multiple datasets is necessary. Variation in acquisition protocols, magnetic field strength, scanner build, and many other non-biologically related factors can introduce undesirable bias into studies. Hence, harmonization is required to remove the bias-inducing factors from the data. ComBat, introduced by (Johnson et al., 2007), is one of the most common methods applied to features from structural images. ComBat models the data using a hierarchical Bayesian model and uses the empirical Bayes approach to infer the distribution of the unknown factors. The empirical Bayes harmonization method is computationally efficient and provides valid point estimates. However, it tends to underestimate uncertainty. This paper investigates a new approach, fully Bayesian ComBat, where Monte Carlo Sampling is used for statistical inference. Our experiments show that our new fully Bayesian approach offers more accurate harmonization, unconstrained posterior distributions, and representative uncertainty quantification at the expense of higher computation costs for the inference. This fully Bayesian approach generates a rich posterior distribution, which is also useful for generating simulated imaging features for improving classifier performance in a limited data setting. We show the generative capacity of our model for augmenting and improving the detection of patients with Alzheimer’s disease. Posterior distributions for harmonized imaging measures can also be used for brain-wide uncertainty comparison and more principled downstream statistical analysis. Code for our new fully Bayesian ComBat extension is available at https://github.com/batmanlab/BayesComBat.
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1. Introduction

Large-scale neuroimaging datasets have been created in recent years to identify disease biomarkers, study brain development, and standardize image acquisition (Mueller et al., 2005). These datasets have enabled the identification of disease-relevant features (King et al., 2009),
population-wide examination of neurological phenotypes (Cury et al., 2015), individual brain trajectory modeling (Koval et al., 2021), and data-driven disease subtyping (Young et al., 2018). The open-access nature of these datasets has allowed for external validation of new findings (Cury et al., 2020), and large longitudinal datasets have enabled subject-specific prediction with ground truth validation (Marinescu et al., 2020; Nebli et al., 2020).

Projects like the Alzheimer’s Disease Neuroimaging Initiative (ADNI) (Mueller et al., 2005) and the Adolescence Brain Cognitive Development (ABCD) Study (Casey et al., 2018) have led to insights into Alzheimer’s Disease, aging, development, and other biological processes. Most of these datasets use images acquired from many different clinical sites and scanners. Differences in magnetic resonance imaging (MRI) scanner hardware and acquisition processes from these multiple sites can introduce additional unwanted variance into neuroanatomical feature measurements (Han et al., 2006). For example, a 3T scanner may produce a higher quality tissue contrast than a 1.5T scanner, leading to higher estimates of grey matter volumes. Quantifying and correcting for nonbiological scanner factors, while maintaining biological information, is necessary to facilitate more accurate analysis so that scanner effects are not attributed to subject or population differences (Fortin et al., 2017). Harmonization addresses this issue by modeling and correcting for scanner effects in imaging features.

Many methods have been proposed for harmonizing raw images and imaging-derived features (e.g. regional grey matter thickness and volume). For image-level harmonization, recent work has viewed harmonization as a style transfer procedure and used deep learning approaches including variational auto-encoders (Zuo et al., 2021) and generative adversarial networks (Liu et al., 2021) to harmonize images to a specific reference scanner.

Feature-level harmonization is often treated as a regression problem. One approach is to model scanner effects for each imaging feature as a fixed effect and residualize the effect from the data (Venkatraman et al., 2015). Another method, ME-Mega, uses a similar model but views scanner effects as random intercepts (Radua et al., 2020). ComBat, a batch harmonization
technique originally proposed for gene expression microarrays (Johnson et al., 2007), adds a multiplicative (variance scaling) scanner effect term. Additionally, ComBat assumes that site effects come from a common distribution across regions of interest by using a hierarchical Bayesian model. This causes pooling of scanner effects towards a mean, making ComBat more robust to smaller within-scanner sample sizes (Johnson et al., 2007).

ComBat has recently been proposed for structural MRI-derived feature harmonization (Fortin et al., 2018, 2017) and has since been used routinely for harmonization in neuroimaging studies (Bartlett et al., 2018; Dima et al., 2021; Habes et al., 2021). The original ComBat model has also been further extended to accommodate repeated scans on the same subjects over time in longitudinal datasets such as ADNI (Beer et al., 2020).

ComBat uses a type of Bayesian inference called empirical Bayes (EB) (Carlin and Louis, 2000) to infer the distribution of the latent variables. In EB, the observed data is used to learn a point estimation of latent variables at the highest level of the hierarchical model (hyperparameters), rather than learning a probability distribution. Empirical Bayes is often computationally less expensive, especially for large models such as ComBat, but the hyperparameter point estimation ignores uncertainty in part of the model. This can lead to inaccurate and underestimated posterior uncertainty for the latent variables (van de Wiel et al., 2019). Additionally, the empirical Bayes approach confines the posterior of a parameter of interest to a specific distribution (e.g., Normal or Inverse-Gamma). For models with conjugate priors, this assumption is valid. However, this limits the choice of a prior distribution. Using a fully Bayesian approach generally produces more accurate uncertainty measurements (Gelman et al., 2021), allowing for more accurate posterior distribution inference even when some model parameters are misspecified (Piecuch et al., 2017).

Using fully Bayesian approaches has typically relied on slower Markov Chain Monte Carlo (MCMC) inference methods such as Metropolis-Hastings MCMC (Hastings, 1970) for inference of the posterior distribution of the model's latent variables. The sampling approach allows
more flexible choice of prior distributions at the expense of the computational cost of inference. Recently however, more efficient samplers and parallel GPU computation have enabled computationally feasible fully Bayesian estimation for large models (Phan et al., 2019). As the efficiency difference between empirical and fully Bayesian inference narrows, fully Bayesian inference may offer a more principled approach without prohibitive computational costs.

With this work, we contribute to the literature in multiple ways: 1) We introduce a new ComBat formulation which infers a joint posterior distribution for the entire model in a single inference stage; 2) we investigate the performance for harmonization of features from T1-weighted structural images against EB ComBat using metrics to quantify biological (e.g. age and disease) information while removing non-biological information (e.g. scanner strength and test-retest feature differences); and 3) we introduce several novel use cases for FB harmonization which utilize its rich posterior distribution for augmentation and uncertainty quantification. While the FB method maintains the robustness of the EB approach, we also found that FB ComBat yields harmonized features with greater retention of biologically-relevant information and smaller differences in test-retest subjects. FB ComBat produces more realistic posterior distributions and uncertainty quantification, which is important for individualized disease diagnosis (Liu et al., 2020) and group-level statistical analysis (Aitken, 1936). Fully Bayesian inference allows us to draw samples from a rich posterior distribution, which we use to augment a dataset to improve Alzheimer’s Disease classifier performance. We also use the variance of the posterior distributions to perform a more principled analysis of brain regional associations with Alzheimer’s disease (AD) and identify features that are more prone to measurement uncertainty.

2. Materials and Methods

2.1 Data

We use T1-weighted structural images from the ADNI dataset, acquired using MPRAGE on Philips, Siemens, and GE scanners (Jack et al., 2010). ADNI was launched in 2003 as a public-
private partnership, led by Principal Investigator Michael W. Weiner, MD. The primary goal of ADNI has been to test whether serial magnetic resonance imaging (MRI), positron emission tomography (PET), other biological markers, and clinical and neuropsychological assessment can be combined to measure the progression of mild cognitive impairment (MCI) and early Alzheimer’s disease (AD). For up-to-date information, see www.adni-info.org. All subjects gave informed consent in accordance with local Institutional Review Board Regulations.

We obtain 3894 initial images from patients grouped as either cognitively normal (CN), mild cognitive impaired (MCI), or Alzheimer’s disease (AD). Images were acquired on 83 different scanners. 58 of the scanners have a 1.5T field strength; the remaining 25 scanners are 3T.

2.2 Preprocessing
We use the FreeSurfer version 7.1.1 longitudinal pipeline (Reuter et al., 2012) on a Linux CentOS version 8.2 machine to segment various brain structures and obtain global and local cortical thickness and subcortical volume measurements. The first step in the Freesurfer Longitudinal pipeline is the standard cross-sectional “recon-all” function. This includes motion correction, N3 non-uniformity correction, brain extraction, subcortical segmentation, and cortical parcellation of each image. Next, a mean template from each within-subject image set is created and used for an unbiased initialization for a second “recon-all” run on each image.

2.3 Quality Control
After FreeSurfer processing, 401 images were dropped due to poor image quality, duplicate scans (subject scanned on the same scanner on the same date), or failure during FreeSurfer registration, segmentation, or parcellation stages. Next, 70 images with outlier imaging features were manually inspected and excluded if noticeable errors existed such as brain extraction failure leading to segmentations labeling the skull as cortical gray matter.

2.4 Empirical Bayes ComBat Model
The EB ComBat model (Beer et al., 2020) is given by:

\[ y_{ijv}(t) \sim N(\alpha_v + X_j^T(t)\beta_v + \eta_{jv} + \gamma_{iv}, \delta_{iv}^2 \sigma_v^2) \]

where \( i \) is the scanner index, \( j \) is the subject index, \( v \) is the imaging feature index, and \( t \) represents time. \( y_{ijv}(t) \) is the measured (unharmonized) value for feature \( v \) of subject \( i \) on scanner \( j \). \( \gamma_{iv} \) is the additive scanner factor for scanner \( i \) and feature \( v \). \( \delta_{iv}^2 \) is the scaling scanner factor from scanner \( i \) and feature \( v \). A description of all variables is given in Table 1.

In EB ComBat, \( \alpha_v, \beta_v, \eta_{jv}, \sigma_v, \) and priors for \( \gamma_{iv} \) and \( \delta_{iv}^2 \) are estimated using restricted maximum likelihood (REML) and method of moments, then conditional posteriors for \( \gamma_{iv} \) and \( \delta_{iv}^2 \) are identified using an expectation-maximization (EM) algorithm.

Harmonized adjusted feature values are obtained by the equation:

\[ y_{ijv}^{EB}(t) = \frac{y_{ijv} - \hat{\alpha}_v - X_j^T(t)\hat{\beta}_v - \hat{\eta}_{jv} - \hat{\gamma}_{iv}}{\hat{\delta}_{iv}} + \hat{\alpha}_v - X_j^T(t)\hat{\beta}_v - \hat{\eta}_{jv} \]

where \( \hat{\alpha}_v, \hat{\beta}_v, \hat{\eta}_{jv}, \hat{\gamma}_{iv}, \hat{\delta}_{iv} \), are the parameter estimates.

2.5 Fully Bayes ComBat Model

In FB ComBat, all high-level parameters are given weakly informative hyper-priors. A plate diagram including hyperparameters is shown in Figure 1. We chose prior distributions to be centered at 0 for additive factors and 1 for variance parameters. Fat-tailed Cauchy and Half-Cauchy distributions are used for several parameters when values close to 0 are expected with the possibility of outliers (e.g., a very biased scanner additive factor). We added the following constraints to scanner additive and multiplicative factors to ensure identifiability:
where $n$ is the total number of images, and $n_i$ is the number of images from scanner $i$.

Features are standardized to have a mean of 0 and a standard deviation of 1 before inference. Hamiltonian Monte Carlo (HMC) using a No-U-Turn Sampler (NUTS) (Hoffman and Gelman, 2014) is performed for 40,000 samples on the entire model, yielding posterior distribution samples for all model parameters. The entire FB ComBat model is inferred jointly, as opposed

Figure 1: FB ComBat Plate Diagram

Plate diagram for FB ComBat model. Shaded circles represent observed measurements (covariates and imaging feature values). Unshaded circles represent latent parameters. Distributions $C, IG, G, HC, N$ are Cauchy, Inverse Gamma, Gamma, Half-Cauchy, and Normal respectively.

Harmonized adjusted feature values are obtained by the equation:
\[ y_{ijv}^F(t) = \frac{\gamma_{ijv} - \delta_{iv} - \hat{\gamma}_{ijv}}{\delta_{iv}} + \alpha_v + X_j^T(t)\beta_v + \hat{\gamma}_{jv} \]

where \( \alpha_v, \beta_v, \hat{\gamma}_{jv}, \delta_{iv}, \) are the posterior parameter estimates. We perform this transformation on the joint posterior parameter distribution to obtain the posterior harmonized data distribution.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i )</td>
<td>Scanner index</td>
</tr>
<tr>
<td>( j )</td>
<td>Patient index</td>
</tr>
<tr>
<td>( v )</td>
<td>Feature index</td>
</tr>
<tr>
<td>( \gamma_{ijv} )</td>
<td>Unharmonized feature value</td>
</tr>
<tr>
<td>( \gamma_{ijv}^F )</td>
<td>Harmonized feature value using EB ComBat</td>
</tr>
<tr>
<td>( \gamma_{ijv}^{FB} )</td>
<td>Harmonized feature value using FB ComBat</td>
</tr>
<tr>
<td>( \alpha_v )</td>
<td>Feature mean</td>
</tr>
<tr>
<td>( \chi )</td>
<td>Covariate term</td>
</tr>
<tr>
<td>( \beta_v )</td>
<td>Covariate Coefficients</td>
</tr>
<tr>
<td>( \eta_{ijv} )</td>
<td>Subject-specific intercept</td>
</tr>
<tr>
<td>( \gamma_{iv} )</td>
<td>Additive scanner factor</td>
</tr>
<tr>
<td>( \delta_{iv} )</td>
<td>Multiplicative scanner factor</td>
</tr>
<tr>
<td>( \sigma_v^2 )</td>
<td>Feature-specific average variance</td>
</tr>
<tr>
<td>( \gamma_{i}, \tau_i )</td>
<td>Hyperparameters for additive scanner factor</td>
</tr>
<tr>
<td>( m_i, s_i )</td>
<td>Hyperparameters for multiplicative scanner factor</td>
</tr>
<tr>
<td>( \rho_v )</td>
<td>Hyperparameter for subject-specific intercept</td>
</tr>
</tbody>
</table>

**Table 1: ComBat equation variables**

### 2.6 Implementation

NUTS inference is implemented in NumPyro Version 0.72 (Phan et al., 2019) using Python version 3.7.1. We run NUTS inference with 4 chains, 40000 samples, and 1000 warmup samples.
on a CentOS Version 8.2 Linux Machine using 4 Nvidia V-100 32GB GPUs. Posterior distributions for all parameters are gathered from these 40000 MCMC samples.

3. Experiments and Results

3.1 Overview

We perform several experiments to evaluate the harmonization methods. First, we check HMC sample quality and convergence for the FB ComBat model. Next, we compare harmonization performance in EB ComBat versus FB ComBat with respect to retaining biological (i.e. age and disease) information and removing scanner information. Finally, we explore posterior uncertainty as a tool for dataset augmentation, overall regional measurement uncertainty, and uncertainty-aware association tests between brain regional measures and AD.

3.2 Sampling Validation

We check for the quality of our HMC sampling using two methods. We use the Effective Sample Size metric to ensure low auto-correlation of our sampling (Gelman et al., 2021). We also visually inspect the overall likelihood of the model and individual parameter chains to ensure that the inference algorithm converges to the stationary posterior distribution.

Overall model density is shown in Figure 2. After the warmup HMC parameter-tuning phase, all chains converge rapidly and explore the posterior distribution, indicating successful sampling. Effective sample sizes for various parameters are shown in Supplementary Table S1.
Figure 2: Sampling model density

Log joint density for FB ComBat model in each sample. All four chains are shown. The chains converge to the high probability region of the posterior distribution and exhibit good mixing (rapidly exploring the full region), and stationarity.

3.3 Posterior Distribution

Posterior distributions for harmonized imaging measurements are obtained for EB ComBat and FB ComBat harmonization. Posterior variances from FB ComBat are larger than those from EB ComBat, as they incorporate uncertainty from all parameters of the ComBat model. An example of a posterior distribution for a single measurement (left entorhinal cortex thickness) from one image is shown in Figure 3.
Figure 3: Single Measurement Posteriors

Harmonized posterior distribution for left entorhinal cortex thickness from a single image. The FB harmonized posterior is noticeably wider than the EB harmonized posterior. The unharmonized thickness value is shown in green.

3.3 Age Prediction

One objective of harmonization is to retain biological information in the adjustment. To evaluate whether the age information is preserved after harmonization, we train three separate random forest regression models (Breiman, 2001) from all 122 brain measures from 1) unharmonized data, 2) EB-harmonized data, and 3) FB-harmonized data. Age prediction performance of harmonized brain features has been used previously to validate the retention of biological information after harmonization (Fortin et al., 2018; Wachinger et al., 2021). We use three separate sets of predictors: unharmonized measurements, EB ComBat harmonized measurements, and FB ComBat posterior mean harmonized measurements, and compare mean absolute error (MAE) and $R^2$ for all three models using repeated k-fold validation with three repeats and 10 folds. We also include a dummy classifier that outputs the mean age value in the training set as a baseline that ignores input. We evaluate performance by using Wilcoxon signed-rank test for cross-validation MAE scores. In the data used for the age prediction task, the mean age is 76.3 years (min = 55 years, max = 93 years) and the data are approximately symmetric (skew = -0.38).
Age prediction results for unharmonized data, EB ComBat, and FB ComBat are shown in Table 2. FB ComBat results in a lower test MAE for age prediction than EB ComBat ($p < 10^{-6}$), indicating that less age-related biological information is removed in FB ComBat. The greater test MAE using unharmonized data is not significantly greater than using FB ComBat ($p = 0.39$).

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE (years)</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Train</td>
<td>Test</td>
</tr>
<tr>
<td>Dummy Classifier</td>
<td>5.38 (0.19)</td>
<td>5.38 (0.19)</td>
</tr>
<tr>
<td>Unharmonized</td>
<td>1.05 (0.01)</td>
<td>2.79 (0.14)</td>
</tr>
<tr>
<td>EB ComBat</td>
<td>1.09 (0.01)</td>
<td>2.92 (0.15)</td>
</tr>
<tr>
<td>FB ComBat</td>
<td>1.05 (0.01)</td>
<td>2.80 (0.13)</td>
</tr>
</tbody>
</table>

Table 2: Age Prediction Results

Mean absolute error (MAE) and $R^2$ are shown for the age prediction task evaluating retention of biological (age-relevant) information after harmonization. Cross-validation standard deviation is shown in parenthesis. FB ComBat has a lower test MAE and higher test $R^2$ compared with EB ComBat indicating that FB ComBat performs slightly better than EB ComBat.

3.4 Scanner Strength Prediction

The harmonization process should remove the effect of non-biological covariates that introduce bias in data. An example of such covariate is variation in the scanner strength. We train random forest binary classifier models using the three datasets (unharmonized, EB harmonized, and FB
harmonized) to predict scanner strength (3.0T vs 1.5T). For this task, achieving high accuracy indicates that scanner information remains in the data. In other words, low classifier accuracy is an indicator of better harmonization. We report the area under the receiver operating characteristic curve (AUROC) for evaluation. We use Wilcoxon signed-rank test for cross-validation AUROC scores to assess the statistical significance between the performance of two models.

Area under the receiver operating characteristic curve (AUROC) values of scanner strength prediction from the random forest classification model trained on unharmonized, EB ComBat, and FB ComBat data are 0.949 (±0.018), 0.694 (±0.040), and 0.735 (±0.034) respectively, shown in Table 3. Cross-validation AUROC curves are shown in Figure 4. Low accuracy on this task suggests that scanner strength information was more effectively removed using EB ComBat than FB ComBat ($p<10^{-4}$), although both methods show improvement over unharmonized data.

**Figure 4: Scanner Strength Prediction AUROC**

AUROC curves for scanner strength prediction in unharmonized (UH), EB harmonized, and FB harmonized imaging features. Means of cross-validation AUROC are shown by green, orange, and blue lines; coverage envelope of one standard deviation of cross-validation AUROC is shown by colored shaded regions. Lower AUROC indicates better performance for this task. Both EB
and FB similarly reduce the AUROC closer to random chance, but there is still some scanner signal left in the harmonized data.

<table>
<thead>
<tr>
<th>Method</th>
<th>AUROC</th>
<th>AUROC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Train</td>
<td>Test</td>
</tr>
<tr>
<td>Unharmonized</td>
<td>0.980 (0.003)</td>
<td>0.949 (0.018)</td>
</tr>
<tr>
<td>EB ComBat</td>
<td>0.868 (0.015)</td>
<td>0.694 (0.040)</td>
</tr>
<tr>
<td>FB ComBat</td>
<td>0.887 (0.009)</td>
<td>0.735 (0.034)</td>
</tr>
</tbody>
</table>

*Table 3: Scanner Strength Prediction Results*

Scanner strength prediction performance using various harmonization methods and unharmonized data. Lower accuracy in the task indicates better harmonization performance due to more effective removal of non-biological (scanner magnetic field strength) information. EB ComBat performs best on this task (lowest test AUROC).

3.5 Test-retest using Paired Scan Evaluation

For the next phase of evaluation, we identified 184 imaging pairs where a subject was scanned on two different scanners on the same day. In all cases, the subject was scanned on both a 1.5T and a 3T scanner. The ground truth difference in brain thickness and volume should be negligible between same-day measurements. Perfect harmonization therefore should remove any difference between these imaging pairs.

Following previous work (Torbati et al., 2021b, 2021a), we compare differences between the paired images on unharmonized, EB harmonized, and FB harmonized datasets for 22 imaging features that have previously been selected as regions of interest for studying AD (Pölsterl and Wachinger, 2020). The mean difference between paired 3T and 1.5T features (bias) and root
mean squared deviation (RMSD), a measurement of variance, are computed in the three datasets. We use paired T-tests across the paired images to identify significant bias with respect to scanner strength in any of the three datasets. We also use paired T-tests on the mean absolute differences in image pairs to compare the harmonization performances of EB ComBat and FB ComBat.

Before harmonization, significant biases are found in all regional measurements except for right inferior parietal thickness and left hippocampus volume, shown in Figure 5. Both EB and FB ComBat harmonization remove any significant bias. RMSD values are shown in Figure 6. All regions had the lowest RMSD after FB ComBat harmonization. Both FB ComBat and EB ComBat improve variance in all regions compared to unharmonized data. For all thickness and volume measurements, both harmonization methods (EB and FB ComBat) decrease the mean absolute difference between paired scans across scanners, as shown in Figure 7. Additionally, FB ComBat paired scan values have significantly smaller absolute differences ($p < 10^{-14}$) consistently for all 22 volume and thickness measurements compared to EB ComBat.
Figure 5: Test-retest Scanner Strength Bias

Bias (mean difference) between 3T and 1.5T test-retest scans in AD-relevant brain regions for left hemisphere (a) and right hemisphere (b) measures. Significant biases ($p < 0.05$) are denoted with (*). Bias is present in all regions except Left Hippocampus and Right Inferior Parietal Cortex for unharmonized data and is removed in all regions with both EB ComBat and FB ComBat.

Biases are normalized with respect to the mean feature value.
Figure 6: Test-retest Scanner Strength Variance (RMSD)

Variance (Root mean squared deviation) between 3T and 1.5T test-retest scans in left hemisphere (a) and right hemisphere (b) AD-relevant brain regions. Variances are normalized with respect to the mean feature value. All regions have the lowest RMSD after FB ComBat harmonization.
Figure 7: Test-retest Harmonization Error

Absolute mean difference in test-retest scans regions for AD-relevant left hemisphere (a) and right hemisphere (b) measures. FB ComBat paired scan values have significantly smaller absolute differences ($p < 10^{-13}$) for all 22 volume and thickness measurements compared to EB ComBat, indicating better harmonization performance on the test-retest scans. Errors are normalized with respect to mean feature value.

3.6 Dataset Augmentation

Dataset augmentation involves artificially increasing the size of a dataset by modifying the existing data or creating synthetic data. Augmentation is often used to increase classifier performance (Wong et al., 2016). In the imaging domain, augmentation is performed by applying transformations to an image that do not change its content or class label. For tabular
data such as Freesurfer regional thickness and volume features, data augmentation is not as straightforward. We hypothesize that the posterior probability distribution of our harmonized features can be sampled to augment tabular imaging feature datasets.

We evaluate EB ComBat and FB ComBat as tools for data augmentation by generating additional data samples for a prediction task, namely classifying a patient as having MCI or AD based on imaging features. We perform scanner-stratified train/test splits and repeat 20 times via different random seed numbers. The stratification ensures different scanner groups are used for train and test splits. Images from 75% of scanners are used for training, and images from the remaining 25% of scanners are used for validation. Of the 2408 MCI and AD images from 596 subjects, training sets include between 1609 (66.8%) and 1963 (81.5%) of the images. Five datasets are used in this evaluation. First, the three datasets—unharmonized, EB ComBat, and FB ComBat—are used. Augmented EB ComBat and FB ComBat datasets are then created. For every patient in the training split in these two datasets, we draw 100 additional random samples from the posterior distribution of the patients’ harmonized imaging features. An augmentation that improves classification performance is desirable. We use the AUROC of AD classification to evaluate the samples generated from EB ComBat and FB ComBat.

Predictive performance for classifying MCI versus AD patients with and without augmentation is shown in Table 4. Using FB ComBat harmonization with posterior distribution resampling augmentation results in the highest AUROC (0.821). This was significantly higher than FB harmonization without augmentation \(p<0.0001\) and higher than EB harmonization with augmentation \(p<0.0001\).
<table>
<thead>
<tr>
<th></th>
<th>AUROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unharmonized</td>
<td>0.772 (0.028)</td>
</tr>
<tr>
<td>EB ComBat</td>
<td>0.777 (0.026)</td>
</tr>
<tr>
<td>FB ComBat</td>
<td>0.796 (0.030)</td>
</tr>
<tr>
<td>EB Combat with posterior resampling</td>
<td>0.799 (0.027)</td>
</tr>
<tr>
<td>FB ComBat with posterior resampling</td>
<td>0.821 (0.022)</td>
</tr>
</tbody>
</table>

Table 4: Disease Prediction Results

Evaluation of MCI versus AD classification with and without augmentation (sampling from the posterior distribution of harmonized imaging features). Area under the receiver operating characteristic curve (AUROC) is greatest in FB ComBat with augmentation.

3.7 Region-Level Uncertainty

To identify brain measurements most and least prone to measurement uncertainty, we use the posterior variance of the FB-harmonized imaging features. To compare uncertainty across the brain, it is necessary to normalize posterior variance, due to the difference in measurement scales (thickness vs. volume) and size of different regions. We devise a normalized uncertainty value as the ratio of variance within all individual measurements (MSW- Mean Squared Within) to the variance of individual posterior means among the population (MSA- Mean Squared Among) for each imaging feature (v):

\[
Uncertainty_v = \frac{MSW_v}{MSA_v}
\]
We compute relative uncertainty values for thickness and volume measurements of regions on the Desikan-Killiany cortical atlas (Desikan et al., 2006) and Freesurfer Volumetric Segmentation Atlas (Fischl et al., 2002).

Region-level uncertainty results are shown in Figure 8. Subcortical volumes generally have lower uncertainty values compared to cortical thickness. Among cortical thickness features, regions in the temporal lobe have lower overall uncertainty. Left and right pericalcarine thickness have the highest overall uncertainty among regional imaging features. Among subcortical volume features, mid-anterior and posterior regions of the corpus callosum have the highest posterior uncertainty.
Regional uncertainty, defined as the ratio of variance within the posterior distribution of individual measurements (MSW- Mean Squared Within) to the variance among the population (MSA- Mean Squared Among). Uncertainty is shown in a) cortical thicknesses and b) subcortical volumes. Uncertainty is higher in cortical thickness values compared to subcortical volumes. Left and right pericalcarine thickness have the highest overall uncertainty of any region.

3.8 Uncertainty in Statistical Analysis

Statistical association models like least squares regression, which can be used to model brain regional associations with disease (Wang et al., 2011), consider all data points as equally reliable when minimizing the error term. In the brain imaging domain, this assumption may not hold when scanner reliability introduces uncertainty in a multi-site study. We propose using the posterior variance of harmonized measurements as a measure of uncertainty. Data for a regression model can then be weighted by the inverse of this variance, resulting in a model fit that accounts for measurement uncertainty (Aitken, 1936).

We demonstrate the difference between ordinary least squares (OLS) and uncertainty-weighted least squares (WLS) by testing for association between different brain region measurements with Alzheimer’s disease. We use the model:

$$y_{ijv}^{FB}(t) = X_j^{AD}(t)\beta_v^{AD} + X_j^{covar}(t)\beta_v^{covar} + \varepsilon$$
with null and alternative hypotheses:

\[ H_0: \beta_v^{AD} = 0 \]
\[ H_A: \beta_v^{AD} \neq 0 \]

where \( x_j^{AD}(t) \) is an indicator variable for whether a patient has an Alzheimer’s disease diagnosis at time \( t \), \( \beta_v^{AD} \) is the association of Alzheimer’s disease with feature \( v \), \( x_j^{covar}(t) \beta_v^{covar} \) is the covariate term, and \( \varepsilon \) is the random error term. Imaging features \( y_{ij}(t) \) are adjusted by mean thickness or overall brain segmentation volume for regional thickness and regional volume measurements, respectively. A significant \( \beta_v^{AD} \) indicates an association between the feature \( v \) and Alzheimer’s disease, adjusting for covariates (age and sex).

We test for association between 104 brain regions (from Desikan-Killiany and Freesurfer Volumetric Segmentation atlases) and Alzheimer’s disease using OLS (baseline) and WLS weighted by the reciprocal of measurement posterior variance and examine differences in findings between the two methods.

Significant associations between brain regions and Alzheimer’s disease are shown in Figure 9 and Figure 10. Several regions show differing significance when using WLS versus OLS regression including right insula thickness, left inferior parietal thickness, and left thalamus volume.
Figure 9: Cortical Thickness Associations with AD

Cortical thickness regions associated with Alzheimer’s disease using Ordinary Least Squares (OLS) and Weighted Least Squares (WLS) weighted by the reciprocal of posterior measurement variance. Right insula and left inferior parietal thickness are highlighted as regions with different associations using OLS and WLS models.

Figure 10: Subcortical Volume Associations with AD

Subcortical volume regions associated with Alzheimer’s disease using Ordinary Least Squares (OLS) and Weighted Least Squares (WLS) weighted by the reciprocal of posterior measurement variance. Left thalamus volume is highlighted as a region with different associations using OLS and WLS models.
4. Discussion

Scanner harmonization is an important step of brain MRI pre-processing to reduce noise and potential biases. Statistical methods such as ComBat (Fortin et al., 2018) harmonize on the image-derived feature level, while some deep learning harmonization methods adjust the image directly (Liu et al., 2021; Modanwal et al., 2020; Torbati et al., 2021b). Deep learning-based approaches are increasingly adopted for various applications in the medical imaging domain, including harmonization. However, feature-based methods that measure regional and global brain characteristics such as thickness and volume remain relevant for studies of neurological disease pathology and progression due to their interpretable nature. Such features are readily related to the biological understanding of disease models. We therefore focused on image-derived feature harmonization and provide a fully Bayesian extension of a popular feature-based harmonization, namely ComBat. Fully Bayesian approaches tend to provide more accurate estimations of uncertainty (Gelman et al., 2021; van de Wiel et al., 2019). We investigated the value of uncertainty for data augmentation, association testing, and overall brain measurement reliability, thus adding novel findings and harmonization model use cases to the existing literature.

Two important metrics of harmonization are that, first, biological information is maintained after harmonization and, second, that scanner-related information and other confounding nuisance are successfully removed. To evaluate EB and FB ComBat’s ability to retain biological information, we trained a random forest model to predict age and evaluated its performance on datasets with unharmonized versus harmonized data. Harmonizing brain imaging feature data using FB ComBat resulted in stronger age classification performance than EB ComBat (shown in Table 2), suggesting that FB ComBat was able to effectively retain biologically-relevant brain structural information. We also trained a model to predict scanner strength from harmonized imaging features. In this task, lower classification accuracy was ideal, indicating that information about scanner strength (a non-biological variable), was removed during harmonization. EB ComBat performed best on this task, while FB ComBat performed similarly. Both harmonization methods significantly outperformed unharmonized data, indicating that
non-biological information related to scanner strength was effectively removed in both methods.

We additionally checked whether the harmonization methods would bring same-day, same-subject imaging features from different scanners closer together. This metric should be seen as a “ground-truth” check, as brain anatomy should not change in such a short time. Our FB ComBat harmonization resulted in the largest reduction in imaging feature measurement difference between repeat scans for all tested regions, indicating that our model specification removed scanner artifact most effectively for this repeat-scan subset of patients.

We also presented the use of generative harmonization models to make a downstream classification model more robust with respect to limited training data. Large-scale imaging datasets have grown but are still relatively small in the medical field due to acquisition costs and privacy concerns. Datasets may not contain sufficient variation to train robust classifiers without augmentation. We demonstrated that our FB harmonization model’s posterior distribution can be used as a rich data generation tool that can improve classifier performance. Additionally, our augmentation method draws from our post-harmonization uncertainty regarding measurement error of an image. While EB harmonization generates a posterior distribution, it underestimates posterior uncertainty. Sampling from the EB ComBat posterior for augmentation produces data with less variation, which may explain why FB ComBat performed better than EB ComBat in the augmentation task.

We explored posterior distributions to determine which imaging regions have the most uncertainty, compared to overall population variance. Subcortical volume measurements and temporal thickness were generally less prone to uncertainty than other cortical thickness measurements. The difference in uncertainty between cortical thickness versus structural volumes may be due to the difficulty of surface parcellation compared to segmentation. Gyral-based parcellation, used in FreeSurfer, is inherently difficult because gyri are connected without a clear visible boundary between connected regions (Meng et al., 2015). Our results suggest
that subcortical volume measurements may be more reliable than cortical thickness, a finding verified by recent test-retest analysis of Freesurfer measures (Hedges et al., 2022).

Finally, we propose the use of uncertainty-based measurement weighting in association tests. Commonly used models such as ordinary least squares assume that regressors have no error and response variables have uniform uncertainty. We demonstrated that tests involving regional association with Alzheimer’s Disease can vary depending on whether uncertainty is considered (using weighted least squares regression), or it is ignored (using ordinary least squares regression). FB ComBat’s uncertainty measurement should be used for principled downstream statistical analysis. EB ComBat greatly underestimates uncertainty, so we do not suggest using it for uncertainty-aware downstream tasks. Further work might investigate uncertainty-aware models for predictive tasks such as Alzheimer’s disease conversion. Causal discovery that incorporates measurement error (Zhang et al., 2017) is another potential area for further exploration that may benefit from using FB ComBat measurement uncertainty.

Several limitations exist for ComBat harmonization, and for large-scale Bayesian inference. Harmonization evaluation is inherently limited because ground truth imaging feature measurements are unknown. Developing a quantitative metric to evaluate harmonization algorithms is challenging. Test-retest experiments where traveling subjects are scanned on two scanners in a short time period are our best tools for evaluating harmonization. Metrics for explicitly studying the retention of biological information and removal of scanner information are also informative and include tasks like age prediction and scanner strength prediction. However, these tasks are only approximations and do not include all possible biological and non-biological variables of interest, many of which are unobserved. Confounding between biological and scanner factors would also limit the usefulness of these metrics. Additionally, the linear nature of our model may leave out important non-linear covariate and scanner effects. Extensions of EB ComBat have shown improved performance by modeling scanner covariance effects (Chen et al., 2021) and non-linear covariate effects (Pomponio et al., 2020). While our work compares EB and FB approaches to Longitudinal ComBat (Beer et al., 2020), more
complicated FB models are straightforward to implement. The probabilistic programming approach used for FB ComBat just requires specification of the model, then sampling is done automatically. Finally, FB inference is inherently slower than an EB approach. EB ComBat uses expectation-maximization optimization while FB ComBat relies on much slower MCMC sampling. With large models like ComBat, the difference in inference speed is significant. However, harmonization is generally performed just once before imaging features are analyzed, so we expect that the improved harmonization performance and uncertainty quantification outweigh the efficiency drawback in most cases.

5. Conclusion
We have compared EB and FB approaches to ComBat brain MRI feature harmonization. FB harmonization performed slightly better in most harmonization tasks. We also demonstrated that the posterior distributions of FB harmonized data should be used for any study where the accurate estimation of uncertainty is important. We provided three examples, namely data augmentation, association tests, and brain-wide feature uncertainty quantification, which utilize the posterior distribution given by FB ComBat. The code for FB ComBat is available at https://github.com/batmanlab/BayesComBat.
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