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Abstract

Large language models have recently been shown to develop emergent capabilities with scale, going
beyond simple pattern matching to perform higher level reasoning and generate lifelike images and text.
While language models trained on protein sequences have been studied at a smaller scale, little is known
about what they learn about biology as they are scaled up. In this work we train models up to 15 billion
parameters, the largest language models of proteins to be evaluated to date. We find that as models are
scaled they learn information enabling the prediction of the three-dimensional structure of a protein at the
resolution of individual atoms. We present ESMFold for high accuracy end-to-end atomic level structure
prediction directly from the individual sequence of a protein. ESMFold has similar accuracy to
AlphaFold2 and RoseTTAFold for sequences with low perplexity that are well understood by the
language model. ESMFold inference is an order of magnitude faster than AlphaFold2, enabling
exploration of the structural space of metagenomic proteins in practical timescales.

Introduction

In linguistics, the distributional hypothesis proposes that meaning can be inferred from text by the way it
constrains the patterns of words (/). An analogous idea has been critical for inference from sequences in
biology. Because the structure and function of a protein constrains the mutations to its sequence that are
selected through evolution (2—4), it should also be possible to infer biological structure and function from
sequence patterns (5—9), which would provide insight into some of the most foundational problems in
biology (/0). However, learning sufficient information from sequence alone to model the complexity and
diversity of biological structures and functions remains a considerable challenge.

In natural language processing and artificial intelligence, general purpose language models have shown
that their performance on complex tasks improves as compute, data, and model size increases. At certain
scales, language models exhibit useful capabilities which emerge as a result of scaling a simple training
process to large corpuses of data, e.g. few-shot language translation, commonsense reasoning, and
mathematical reasoning (//—74). To this end, we study protein structure as learned by language models
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trained purely on protein sequence data with a simple language modeling objective (/5-22). Previous
work has shown that protein language models can capture some functional (23) and structural properties
of proteins, including secondary structure, tertiary contacts, backbone structure, and antibody structure
(15, 19, 24, 25).

Here, we report that large protein language models learn sufficient information to enable accurate,
atomic-level predictions of protein structure. First, we introduce ESM-2, in variants up to 15 billion
parameters, the largest language model of protein sequences to date. Next, we introduce ESMFold, which
uses the information and representations learned by ESM-2 to perform end-to-end 3D structure prediction
using only a single sequence as input, allowing us to quantify the emergence of protein structure as the
language model is scaled from millions to billions of parameters. Notably, we find that as the size of the
language model increases, we also observe consistent improvements in structure prediction accuracy.

While recent models, AlphaFold2 (26) and RoseTTAFold (27), have achieved breakthrough success in the
problem of atomic-resolution structure prediction, they also rely on the use of multiple sequence
alignments (MSAs) and templates of similar protein structures to achieve optimal performance. In
contrast, by leveraging the internal representations of the language model, ESMFold generates structure
predictions using only a single sequence as input, resulting in considerably faster structure prediction.
ESMFold also produces more accurate atomic-level predictions than AlphaFold2 or RoseTTAFold when
they are artificially given a single sequence as input, and obtains competitive performance to
RoseTTAFold given full MSAs as input. Moreover, we find that ESMFold produces comparable
predictions to state-of-the-art models for low perplexity sequences, and more generally that structure
prediction accuracy correlates with language-model perplexity, indicating that when a language model
better understands the sequence, it also better understands the structure.

Since ESMFold’s prediction speed is an order of magnitude faster than existing atomic resolution
structure predictors, ESMFold can help address the gap between the rapid growth of protein sequence
databases, which increasingly contain billions of sequences (28—30), and the much slower growth of
databases of protein structures and functions. Using ESMFold, we rapidly compute 1 million predicted
structures representing a diverse subset of metagenomic sequence space, most of which have no annotated
structure or function (29). A large fraction of ESMFold’s high-confidence predictions has low similarity
to any known experimental structures, which suggests the structural novelty of many metagenomic
proteins. Notably, many high-confidence structures also have low sequence similarity to any entry in
UniRef90, indicating generalization of the model’s predictions beyond its training dataset and enabling
structure-based insight into protein function that would be difficult to obtain from sequence information
alone. By leveraging the unprecedented view into the language of protein sequences provided by ESM-2,
ESMFold promises to augment our understanding of vast databases of poorly understood protein
sequences.
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Figure 1: Emergence of structure when scaling language models to 15 Billion parameters.

(A) Training curves for ESM-2 models at all scales, through 270,000 updates. (B, C, D) Unsupervised
contact prediction performance (long range precision @ L) for different scales of the ESM-2 model. (B)
Performance is binned by the number of MMseqs hits when searching the training set. Larger models
perform better at all levels, and the 150M parameter ESM-2 model performs comparably with the 650M
parameter ESM-1b model. (C) Trajectory of improvement as model scale increases for sequences with
different numbers of MMseqs hits is shown. The largest improvement is seen for sequences with O(10"4)
MMsegs hits. (D) Left-to-right shows models from 8M to 15B parameters, consecutively comparing the
smaller model (x-axis) against the next larger model (y-axis) in terms of unsupervised contact precision.
Points correspond to PDB proteins and are colored by the change in pseudo-perplexity for the sequence
between the smaller and larger model. Sequences with large changes in contact prediction performance
also exhibit large changes in language model understanding measured by pseudo-perplexity. (E)
TM-score on combined CASP14 and CAMEDO test sets. Models are structure module trained on 150M
parameter (x-axis) and 15B parameter (y-axis) ESM-2. Points are colored by the change in
pseudo-perplexity between the models. (F) Left-to-right structure predictions on CAMEO structure
7QQA and CASP target 1056 at all ESM-2 model scales, colored by pLDDT (pink = low, teal = high).
For 7QQA, prediction accuracy improves suddenly at the 150M parameter threshold, and slowly

thereafter. For T1056, prediction accuracy improves suddenly at the 15B parameter threshold.
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Training and evaluating 15B parameter protein language models.

The ESM-2 language models are the most performant language models of proteins developed to date.
Relative to our previous generation model ESM-1b we improve model architecture, training parameters,
and increase computational resources and data. Addition of relative positional embeddings enables
generalization to arbitrary length sequences. These modifications lead to a significantly better model. We
observe that the ESM-2 model with 150M parameters performs better than the ESM-1b model with 650M
parameters. On structure prediction benchmarks it also outperforms other recent protein language models
(Table 1, table S3). This performance increase is consistent with scaling laws established in the large
language modeling field (37). For context, the 15B parameter ESM-2 model is only one order of
magnitude smaller than the largest state-of-the-art language models of text that have been trained such as
Chinchilla (70 billion parameters), GPT3 and OPT-175B (both 175 billion parameters), and PALM (540
billion parameters) (1, 14, 32, 33).

ESM-2 is trained on protein sequences from the UniRef database (28). Given an input protein
(represented as a character sequence of amino acids), 15% of amino acids are masked and ESM-2 is
tasked with predicting these missing positions (34). Although this training objective only directly involves
predicting missing amino acids, achieving a high degree of success requires the model to learn complex
internal representations of its input. In natural language processing, these representations contain
information about parts of speech, dependency parsing, semantic relatedness and textual entailment
(34-36). In biology, these representations learn secondary structure prediction, binding site prediction,
and contact prediction (75, 37, 38).

As we increase the scale of ESM-2, we observe large improvements in the fidelity of language modeling.
Language model performance is evaluated using perplexity, which measures the model’s performance on
the task of predicting amino acids from their context in a sequence. Perplexity ranges from 1 for a perfect
model to 20 for a model that makes predictions at random. Intuitively, perplexity describes the number of
amino acids the model is uncertain between when it makes a prediction. We hold out ~500k UniRef50
clusters from the ESM-2 training set for evaluation. Fig. 1A shows perplexity as a function of the number
of updates for the ESM-2 family models. After 270k training steps the 8M parameter model has a
perplexity of 10.45, and the 15B model reaches a perplexity of 6.37.

Next, we look at the emergence of protein structure as the model scales. ESM-2 is a transformer-based
language model, and uses an attention mechanism to learn interaction patterns between pairs of amino
acids in the input sequence. Standard methods in computational biology use correlations between
mutations in amino acids at different sites to learn protein contact maps, since amino acids that are in
contact in the three dimensional structure are not free to evolve independently (58, 39). More recent
work has shown the pairwise interaction patterns learned by protein language models also correspond to
protein contact maps because the correlations between different sites is useful for predicting missing
amino acids (37, 38). Importantly, this correspondence emerges solely from the language modeling
objective, without direct supervision on protein structures.

Throughout Fig. 1 we compare different ESM-2 parameter scales at 270,000 training updates, and find
that scaling leads to large improvements in the unsupervised learning of structure (Fig. 1B). We also look
at the accuracy of the predicted contacts as a function of the number of evolutionarily related sequences in
the language model’s training set. Proteins with more related sequences in the training set have steeper
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learning trajectories with respect to model scale (Fig. 1C). In other words, improvement on sequences
with high evolutionary depth saturates at lower model scales, and improvement on sequences with low
evolutionary depth continues as models increase in size.

For individual proteins, we often observe non-linear improvements as a function of scale. Fig. 1D plots
the distribution of long range contact precision as we scale from one model to the next. At each level of
scale we see the overall distribution shift toward better performance. Also at each transition, there is a
subset of proteins that undergo significant improvement. In Fig. 1D these are concentrated in the upper
left of each plot, far from the diagonal. There is a link between contact accuracy and perplexity, with
proteins undergoing large changes in contact accuracy also undergoing large changes in perplexity. This
link indicates that the language modeling objective is directly correlated with the materialization of the
structure in the attention maps.

Given that the folded structure, in the form of the contact pattern, develops in the attention patterns of the
model with scale, we investigate whether information also develops that enables prediction of the
structure at the full atom resolution. We develop a method to project the atom level structure from the
internal representations of ESM-2 using the equivariant structure module of Alphafold. Using the same
network architecture of the structure module alongside different versions of ESM-2 during training, we
can quantitatively compare the language models on how much information their representations contain
that is useful for making a full atom prediction. To train the full atom projection we use supervision from
a dataset of experimentally determined protein structure from PDB (40). We evaluate on temporally held
out CAMEOQ (47) and CASP14 (42) test sets consisting respectively of 194 and 51 proteins.

Atomic resolution predictions can be extracted from the representations of the ESM-2 language models
and improve with scale. The 15 billion parameter ESM-2 model achieves a TM-score (43) of 71.3 on the
CAMEO test set and 53.9 on the CASP14 test set, 6.4 points higher than the 150 million parameter
ESM-2 model on both (Fig. 1E). Similarly to the results with contact maps, at each increase in scale a
subset of proteins see large changes in accuracy. For example, the protein 7QQA sees an improvement in
RMSD from 7.0 to 3.2 when scale is increased from 35M to 150M parameters, and the CASP target
T1056 sees an improvement in RMSD from 4.0 to 2.6 when scale is increased from 3B to 15B parameters
(Fig. 1F). Before and after these jumps, changes in RMSD are much smaller. Across all models (table S3)
there is a correlation of -0.99 between validation perplexity and CASP14 TM-score, and -1.00 between
validation perplexity and CAMEO TM-score indicating a strong link between language model
understanding of a sequence measured by perplexity and the atomic resolution structure prediction.
Additionally there are strong correlations between the low resolution picture of the structure that can be
extracted from the attention maps and the atomic resolution prediction (0.96 between long range contact
precision and CASP14 TM-score, and 0.99 between long range contact precision and CAMEO
TM-score).
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Model # Params  Validation Perplexity LR P@L CASP14 CAMEQO
&M 10.33 0.17 0.37 0.48
35M 8.95 0.30 0.41 0.56
ESM.2 150M 7.75 0.44 0.49 0.65
650M 6.95 0.52 0.51 0.70
3B 6.49 0.54 0.52 0.72
15B 6.37 0.54 0.55 0.72
ESM-1b! 650M - 0.41 0.42 0.64
Prot-T5-XL-URS50 (/9) 3B - 0.48 0.50 0.69
Prot-T5-XL-BFD (/9) 3B — 0.36 0.46 0.63
CARP (44) 640M - - 0.42 0.59

Table 1: Evaluation Metrics for converged ESM-2 models compared with baselines.

Comparisons of the final structure predictions using models trained out to 500k updates (except the 15B
parameter model which is trained to 270k updates). All numbers are reported with only a structure module
trained on top of various language models. Despite the shorter training time, the 15B parameter ESM-2
model has lowest validation perplexity and highest TM-score on CASP14. The 150M parameter ESM-2
model outperforms the 650M parameter ESM-1b model on structure-based tasks, while the 650M
parameter ESM-2 model is comparable with the 3B parameter Prot-T5-XL-UniRef50 model, suggesting
ESM-2 models are far more parameter efficient.

! ESM-1b evaluated only on sequences of length < 1024, due to constraints with position embedding.
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End-to-end single-sequence structure prediction with ESMFold

Predicting protein structure from its amino acid sequence is a long-standing grand challenge in the natural
sciences (/0). AlphaFold2 (26), arguably the most successful evolutionary-based approach to the
problem, presented a breakthrough achievement by training an end-to-end neural network on inputs of
sequence, aligned sequences of evolutionary homologs, and optional structural templates. These advances
built on earlier work learning using deep learning on sets of aligned sequences to prediction structure (45,
46). Here, we use the information in the large protein language model to train an atomic-resolution
structure prediction model that requires only a single sequence input, which we refer to as ESMFold.

A key difference between ESMFold and AlphaFold2 is the use of language model representations to
remove the need for explicit homologous sequences (in the form of an MSA) as input. Language model
representations are provided as input to ESMFold’s folding trunk (Fig. 2A), which simplifies the
Evoformer in AlphaFold2 by replacing the computationally expensive network modules that process the
MSA with a transformer module which processes a sequence (47). This simplification means that
ESMFold is substantially faster than the MSA-based model. The output of the folding trunk is in turn
processed by a structure module, which outputs the final atomic-level structure and predicted confidences
(Fig. 2A). Additional architectural details can be found in Methods. We train ESMFold on a diverse
subset of PDB chains, further augmented with a dataset of 12M structures predicted by AlphaFold2 (4§).

We compare ESMFold to AlphaFold2 and RoseTTAFold on held out CAMEO (April 2022 to June 2022)
and CASP14 test sets consisting of structures released after our training data cutoff date (May 2020). As
an ablation, we also remove MSA and template information from AlphaFold2 and RoseTTAFold and
compare against “single-sequence” versions of these methods. ESMFold achieves an average TM-score of
82.8 on CAMEO and 67.8 on CASP14, significantly higher than single-sequence versions of AlphaFold2
and RoseTTAFold (Fig. 2, B and C). With the full pipeline, including MSAs and templates, AlphaFold2
achieves 88.3 and 84.7 on CAMEO and CASP14 respectively. ESMFold achieves competitive accuracy
with RoseTTAfold on CAMEOQO, which averages a TM-score of 82.0.

Because the language model is a critical component of ESMFold, we test how well differences in the
language model correspond to changes in structure prediction performance. In particular, the performance
of ESMFold on both test sets is well correlated with the perplexity of the language model. On the
CAMEDO test set, language model perplexity has a Pearson correlation of -0.55 with the TM-score
between the predicted and experimental structures; on CASP14, the correlation is -0.67 (Fig. 2, B and C).
The relationship between perplexity and structure prediction suggests that improving the language model
is key to improving single-sequence structure prediction accuracy, consistent with observations from the
scaling analysis (Fig. 1, D and E). Additionally, this makes it possible to predict the performance of
ESMFold from how well the language model understands the input sequence as quantified by perplexity.

We further conduct ablation studies to understand how different model components (Fig. 2A) affect the
performance of ESMFold. With a much smaller folding trunk of 8 blocks, performance degrades to 0.74
IDDT (baseline). Without the language model, the single sequence performance on the CAMEO test set
degrades substantially, to 0.58 IDDT. When removing the folding trunk entirely (i.e. only using the
language model and the structure module), performance degrades to 0.66 IDDT. Any one ablation of (a)
only 1 block of a structure module, (b) turning off recycling, (¢) not using AlphaFold2 predicted
structures as distillation targets, or (d) not using triangular updates all have similar performance
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degradation (change in IDDT of -0.01 to -0.04). This leads us to conclude that the language model makes
the largest contribution to atomic-resolution structure prediction performance on unseen proteins.

ESMFold matches AlphaFold2 performance on a majority of proteins (Fig. 2C). We find that this is true
even on large proteins - T1076 is an example with 0.98 TM-score and 540 residues despite being trained
on a maximum crop size of 384 (Fig. 2D). Parts of structure with low accuracy do not differ significantly
between ESMFold and AlphaFold, suggesting that language models are learning information similar to
what is provided by MSAs. We also observe that ESMFold is able to make good predictions for
components of homo- and heterodimeric protein-protein complexes (Fig. 2D).

Language models enable more efficient predictions of protein structure

A notable advantage of ESMFold is its computational efficiency. The use of MSAs and templates in
AlphaFold2 and RoseTTAFold creates two bottlenecks which ESMFold avoids. First, potentially
expensive CPU-based search is required to retrieve and align the MSAs and templates. This process can
average up to 30 minutes per input sequence with the standard AlphaFold2 pipeline?, although runtime
can be reduced to the order of seconds with newer approximate search methods like MMseqs (49). The
main speed benefits come from improvements in model architecture. Instead of a two-dimensional
sequence embedding state, AlphaFold2 and RoseTTAFold operate on three-dimensional internal states
corresponding to the MSA using axial attention, which is expensive even when using a GPU.

By contrast, ESMFold is a fully end-to-end sequence to structure predictor and can be run entirely on
GPU without access to any external databases. On a single NVIDIA V100 GPU, ESMFold makes a
prediction on a protein with 384 residues in 14.2 seconds, 6X faster than a single AlphaFold2 model. On
shorter sequences we see a ~60X improvement (fig. S1). Note that this excludes the CPU time for MSA
and template search, as well as the 5X from the default ensemble of models. ESMFold can be run
reasonably quickly on CPU, and an Apple M1 Macbook Pro makes the same prediction in just over 5
minutes (fig. S1).

? Average computed across all CASP14 sequences.
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Figure 2: ESMFold enables accurate structure prediction from a single sequence.

(A) ESMFold model architecture. Arrows show the information flow in the network from the language
model to the folding trunk to the structure module which outputs 3D coordinates and confidences. The
folding trunk is a simplified single-sequence version of the EvoFormer described in AlphaFold2. (B)
Effect of various ablations on ESMFold test-time performance. Language models are by far the biggest
contributor. (C) ESMFold outperforms both RoseTTAFold and AlphaFold2 when given a single sequence
as input, and is competitive with RoseTTAFold even when given full MSAs on CAMEQ. Scatter-plots
show ESMFold (x-axis) against AlphaFold2 (y-axis) performance, colored by perplexity. Proteins with
low perplexity under our model score similarly to AlphaFold2. (D) 7op shows test-set predictions of
ESMFold in teal, ground truth in gray, and AlphaFold2 predictions in green. Pink shows low predicted
IDDT for both ESMFold and AlphaFold2. Bottom shows complex predictions; chain B is colored teal for
ESMFold (left) and gray for ground truth (right); chain A is colored rainbow from blue (N-terminal) to
red (C-Terminal).
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Exploring metagenomic structural space

The order of magnitude improvement in speed is a unique advantage of ESMFold over AlphaFold2 (fig.
S1), enabling us to construct large sets of predicted structures in much shorter timescales than existing
methods. This is especially important considering the scale of available sequence data. For example, the
initial version of the AlphaFold2 Protein Structure Database (50) was released with ~360K predicted
structures, and as of July 2022 contains ~995K predictions, which is orders of magnitude smaller than
many databases of protein sequences.

Because rapid structure prediction may enable new insight into large collections of poorly studied or
annotated proteins, we use ESMFold to predict the structures of 1 million randomly-sampled,
non-redundant metagenomic protein sequences from the MGnify database (29) (Methods; Fig. 3 and fig.
S3). Of these 1 million sequences, ESMFold assigns good confidence (mean pLDDT > 0.7) to ~29% of
structures (N = 291,265) and high confidence (mean pLDDT > 0.9) to ~5.9% (N = 59,080). (Fig. 3A). We
are able to compute these predictions in less than a day leveraging ~1600 GPU hours of compute,
indicating that ESMFold can produce structure predictions for a much larger set of metagenomic
sequences within a computationally tractable timeline.

Of the high-confidence structures, we identify ~12% (N = 7,271) with low structural similarity (TM-score
< 0.5) to any known protein chain in the PDB (Fig. 3B), most of which also agree well with the
predictions from full AlphaFold2 with MSA: 80% of corresponding ESMFold-AlphaFold2 predictions
have TM-score greater than 0.7, and 50% have TM-score greater than 0.87 (fig. S4). We also find that
~2% (N = 1,143) of the high-confidence structures have low sequence similarity to any sequence in
UniRef90 (Methods). Interestingly, we find 317 high-confidence structures that have both low structural
and sequence similarity to proteins in these databases (for example, MGYP000706186022; Fig. 3C and
fig. S2; table S4), indicating that ESMFold can identify regions of the protein landscape that are distant
from existing knowledge.

Many high-confidence structures with low similarity to UniRef90 sequences, on the other hand, do have
similar structures in the PDB, which can enable structure-based functional insight that would be difficult
to obtain from sequence information alone. For example, MGnify sequence MGYP000936678158 has no
significant matches to any entry in UniRef90, nor any significant matches via a jackhmmer (57) reference
proteome search, but has a predicted structure conserved across many nucleases (PDB SYET B,
TM-score 0.68; PDB 3HR4 A, TM-score 0.67) (Fig. 3D and table S4); similarly, MGnify sequence
MGYP004000959047 has no significant UniRef90 or jackhmmer reference proteome matches but its
predicted structure has high similarity to experimental structures of lipid binding domains (PDB
6BYM_A, TM-score 0.80; PDB 5YQP_B, TM-score 0.78) (Fig. 3E and table S4). These results illustrate
how ESMFold’s efficient structural prediction capabilities can augment our ability to explore large and
poorly-understood regions of the metagenomic protein universe.
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Figure 3: Exploring metagenomic structural space

(A) The distribution of mean pLDDT values computed for each of 1 million ESMFold-predicted
structures from the MGnify database. (B) The distribution of the TM-score to the most similar PDB
structure for each of ~59K highest confidence (mean pLDDT > (.9) structures. Values were obtained by a
Foldseek (52) search that does not report structures below a TM-score cutoff of 0.5. (C) High-confidence
protein structures are visualized in two dimensions using the UMAP algorithm and colored according to
distance from nearest PDB structure, where regions with low similarity to known structures are colored in
dark blue. Example protein structures and their locations within the sequence landscape are provided; see
also figure S2 and table S4. (D, E) Examples of two ESMFold-predicted structures that have good
agreement with experimental structures in the PDB but that have low sequence identity to any sequence in
UniRef90, potentially enabling structure-based functional insight when sequence information is
inadequate. (D) The predicted structure of MGYP000936678158 aligns to an experimental structure from
a bacterial nuclease (light brown, PDB: 3H4R), while (E) the predicted structure of MGYP004000959047
aligns to an experimental structure from a bacterial sterol binding domain (light brown, PDB: 6BYM).
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Conclusions

We find that language models trained with an unsupervised learning objective across a large database of
evolutionarily diverse protein sequences enable atomic resolution prediction of protein structure. Scaling
language models up to 15B parameters enables systematic study of the effect of scale on the learning of
protein structure. We see non-linear improvements in protein structure predictions as a function of model
scale, and observe a strong link between how well the language model understands a sequence (as
measured by perplexity) and the structure prediction that emerges.

The ESM-2 family of models are the largest protein language models trained to date, with just an order of
magnitude fewer parameters than the largest models of text that have recently been developed. ESM-2 has
substantial improvements over prior models and even at 150M parameters ESM-2 captures a more
accurate picture of structure than ESM-1 generation language models at 650M parameters. ESM-2
compares favorably to other recent, significant protein language models.

We show that the biggest driver of performance for ESMFold is the language model. With the strong link
between language modeling perplexity and accuracy of structure prediction, we find that comparable
predictions to state-of-the-art models can be obtained when the sequence is well understood by ESM-2.

ESMFold obtains accurate atomic resolution structure predictions with up to an order of magnitude
improvement in inference time over AlphaFold2. In practice the speed advantages are even greater as
ESMFold removes the need to search for evolutionarily related sequences to construct an MSA. The time
for this search can be substantial, although new faster methods (49, 53) can reduce this.

The inference time advantage makes it possible to efficiently map the structural space of large
metagenomics sequence databases. Alongside structure-based tools for identifying remote homology and
conservation, rapid and accurate structure prediction with ESMFold can help to play a role in structural
and functional analysis of large collections of novel sequences. Obtaining millions of predicted structures
within practical timescales can help reveal new insights into the breadth and diversity of natural proteins,
and enable the discovery of new protein structures and functions.
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Supplementary Figures
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Figure S1: ESMFold vs AlphaFold2 and RoseTTAfold timing experiments

We test the speed of ESMFold vs AlphaFold2 on sequence lengths up to 1024. At low sequence lengths,

ESMFold is dominated by language model performance, while the O(N 3) computation of pairwise
representations takes over at high sequence lengths. Most of the speed advantage of ESMFold comes
from not needing to process the MSA branch. We see an over 60x speed advantage for shorter protein
sequences, and a reasonable speed advantage for longer protein sequences. We also do not count Jax
graph compilation times or MSA search times for AlphaFold2 - meaning in practice there is a larger
performance advantage in the cold start case. We also use an optimized Colabfold 1.3.0 (53) to do speed
comparison. No significant optimization has been performed on ESMFold, and we suspect that further
gains can be made by optimizing ESMFold as well. For RoseTTAfold, the speed of the SE(3)
Transformer dominates, especially at low sequence lengths. The number of SE(3) max-iterations are
artificially limited to 20 (default 200) and no MSAs are used as input for these measurements.
Additionally, this only measures the network forward time, and does not include the time taken to
compute sidechains with PyRosetta or search for MSAs. These comparisons are much more favorable
towards AlphaFold2 and RoseTTAfold.
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Figure S2: Highlighted ESMFold structure predictions, comparison to AlphaFold2, and comparison
to closest PDB structure, related to Figure 3.

Example predicted structures from six different metagenomic sequences; also see table S4. Left of each
subfigure: The prediction is displayed with the AlphaFold2 prediction (light green). Right of each
subfigure: The prediction is displayed with the Foldseek-determined nearest PDB structure according to
TM-score.
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Figure S3: Sequence landscape UMAP visualizations, related to Figure 3.

Additional UMAP plots in which MGnify sequences are plotted according to the same coordinates as in
Figure 3C, but colored by secondary structure percentage (A, B), sequence length (C), or the sequence
identity to the most similar entry in UniRef90 according to a blastp search (D).
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Figure S4: Comparison to AlphaFold2 of structurally remote ESMFold predictions, related to
Figure 3.

Distributions of backbone RMSDs (left) and TM-scores (right) of ESMFold-AlphaFold2 predictions of
the same sequence, where the ESMFold prediction has both high confidence (mean pLDDT > 0.9) and
relatively low structural similarity to the PDB (Foldseek closest PDB TM-score < 0.5).
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Supplementary Tables
M 3SM 150M 650M 3B 15B
Dataset URS50/D URS50/D URS50/D UR50/D URS50/D URS50/D
Number of layers 6 12 30 33 36 48
Embedding dim 320 480 640 1280 2560 5120
Attention heads 20 20 20 20 40 40
Training steps 500K 500K 500K 500K 500K 270K
Learning rate 4e-4 4e-4 4e-4 4e-4 4e-4 1.6e-4
Weight decay 0.01 0.01 0.01 0.01 0.01 0.1
Clip norm 0 0 0 0 1.0 1.0
Distributed backend DDP DDP DDP DDP FSDP FSDP

Table S1: ESM-2 model parameters at different scales
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LR P@L LR P@L/5 Validation Perplexity
Baseline 0.381 0.626 8.42
No RoPE 0.365 0.599 8.62
Older UniRef Data 0.368 0.599 7.98
No UR90 Sampling 0.387 0.631 8.40

Table S2: ESM-2 Architecture Ablations
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Model #Params  # Updates }/:iﬁigft‘; LRP@L LRP@L/5 CASPI4 CAMEO
8M 270k 10.45 0.16 0.28 0.37 0.48
35M 270k 9.12 0.29 0.49 0.41 0.56
150M 270k 8.00 0.42 0.68 0.47 0.63
650M 270k 7.23 0.50 0.77 0.51 0.68
3B 270k 6.73 0.53 0.80 0.51 0.71
ESM-2 8M 500k 10.33 0.17 0.29 0.37 0.48
35M 500k 8.95 0.30 0.51 0.41 0.56
150M 500k 7.75 0.44 0.70 0.49 0.65
650M 500k 6.95 0.52 0.79 0.51 0.70
3B 500k 6.49 0.54 0.81 0.52 0.72
15B 270k 6.37 0.54 0.82 0.55 0.72
ESM-1b’ 650M - - 0.41 0.66 0.42 0.64
grgfo)s'(%) 3B - - 0.48 0.72 0.50 0.69
l;g";;fg(g% 3B - _ 0.36 0.58 0.46 0.63
CARP (44) 640M - - - - 0.42 0.59

Table S3: Detailed language model comparison on structure prediction and unsupervised contact
prediction.

Table S3 shows a comparison of ESM-2 language models with other language models on structure
prediction and unsupervised contact prediction. ESM-2 language models are compared at different
numbers of parameters and at different numbers of training updates. Training updates and validation
perplexity are not reported for baseline models, since there is no straightforward comparison. For the
number of training updates, different models use different batch sizes, so the number of sequences seen
can vary even if the number of updates are the same. For validation perplexity, baseline models are not
trained on the same dataset, and do not share a common heldout validation set with ESM-2. Unsupervised
contact precision results, in the form of long range precision at L and at L/ 5, do allow us to compare all
transformer language models despite variance in training data. However, CARP, a convolution based
language model, does not have attention maps with which to identify protein contacts. Despite this,
supervised training manages to extract reasonable contact prediction results approximately on par with
ESM-1b.

3 ESM-1b evaluated only on sequences of length < 1024, due to constraints with position embedding.
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Foldseek Foldseek Closest blastp

. Mean server server sequence Closest blastp sequence
MGnify ID pLDDT closest closest identity (UniRef90)
TM-score PDB (UniRef90)

UniRef90_A0AS39E457
MGYP000712274586 0.96 0.45 Ittg_A 54% Uncharacterized protein
(Acidimicrobiaceae bacterium)

UniRef90_AOA7YSV7PS
MGYP000911143359 0.90 0.67 5nni_A 43% Uncharacterized protein
(Flavobacteriales bacterium)

UniRef90_UPI0013011942
Helix-turn-helix
MGYP001220175542 0.94 0.38 Sylx_A 98% domain-containing protein
(Caenibacillus
caldisaponilyticus)

UniRef90 A0A545U581
MGYP001812528822 0.93 0.39 5hh3 C 50% Fatty acid desaturase
(Exilibacterium tricleocarpac)

UniRef90 AOA6N6S1Z1
MGYP000706186022 0.92 0.47 Ixks A 29% Uncharacterized protein
(Candidatus brocadia)

UniRef90 AOA1F4EWL6
MGYP000279975524 0.93 0.49 415s_B 38% Uncharacterized protein
(Betaproteobacteria bacterium)

No significant

matches NA

MGYP004000959047 0.90 0.80 6bym A

No significant

matches NA

MGYP000936678158 0.95 0.68 Syet B

Table S4: Information on highlighted MGnify proteins, related to Figure 3.

MGnify sequence identifiers corresponding to predicted structures highlighted throughout this study,
including the PDB chain and corresponding TM-score of the closest structure identified by the Foldseek
webserver as well as the UniRef90 entry and sequence identity of the closest sequence identified by blastp
(Methods).
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Methods

1.1 Data

1.1.1 ESM

UniRef50, April 2021 version, is used for the training of ESM models. We partition the training dataset
by randomly selecting 0.5% (=250,000) sequences to form our validation set. The training set has
sequences removed via the procedure described in (54). MMseqs search (—min-seq-id 0.5
—alignment-mode 3 —max-seqs 300 -s 7 -c 0.8 —cov-mode 0) is run using the train set as query database
and the validation set as target database. All train sequences which match a validation sequence with
50% sequence identity under this search are removed from the train set.

We also filter out de-novo designed proteins from the pretraining dataset via two filters. First, we remove
any sequence in UniRef50 and UniRef90 that was annotated as “artificial sequence” by a taxonomy
search on the UniProt website, when 2021 04 was the most recent release (1,027 proteins). Second, we
use jackhmmer to remove all hits around a manually curated set of 81 de-novo proteins. jackhmmer was
run with "--num-iter 1 —max" flags, with each of the 81 de-novo proteins as a query and UniRef100 as a
search database. All proteins returned by jackhmmer were removed from both UniRef50 and UniRef90
via their UniRef IDs (58,462 proteins). This filtering is performed to enable future work evaluating the
generalization of language models to de-novo sequences.

To increase the amount of data and its diversity, we sampled a minibatch of UniRef50 sequences for each
training update. We then replaced each sequence with a sequence sampled uniformly from the
corresponding UniRef90 cluster. This allowed ESM-2 models to train on over 60M protein sequences.

1.1.2 Structure Training Sets

For training ESMFold, we closely follow the training procedure outlined in (26). We find all PDB chains
until 2020-05-01 with resolution greater than or equal to 9A and length greater than 20. All proteins
where over 20% of the sequence is the same residue is not considered. We use MMseqs easy-cluster with
default parameters to cluster resulting sequences at 40% sequence identity. Only individual chains are
used during training, even when the chain is part of a protein complex.

At training time, we sample each cluster evenly, and then sample a random protein from each cluster. We
also do the same rejection sampling technique, where protein chains are accepted with probability 5%

max(min(Nres, 512), 256). This means longer proteins are trained on more frequently.

The predicted structures dataset is the same generated from Hsu et al. 2022 (48). This dataset is a set of
13,477,259 structures predicted using AlphaFold2 on MSAs generated via the process in (55). We then
filter this dataset by predicted IDDT greater than 70. Because of the way the dataset is constructed, we
lose only 1.5% of the dataset with this filter. Additionally, during backpropagation, we do not
backpropagate residues where predicted IDDT is less than 70. We found that this is necessary to obtain
increased performance using predicted structures. We sample from predicted structures 75% of the time,
and real structures 25% of the time during training.
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1.1.3 Structure Validation and Test Sets

During method development (e.g. hyperparameter selection), we used a temporally held out validation set
obtained from the Continuous Automated Model EvaluatiOn (CAMEO) server (41) by filtering from
August 2021 to January 2022.

We report results by testing 3D structure prediction models on two test sets, both chosen to be temporally
held out from our supervised training set. The first test is from CAMEO, consisting of all 194 test proteins
from April 01, 2022 through June 25, 2022. Our second test set consists of 51 targets from the CASP14
competition (42). For both test sets, metrics are computed on all modeled residues in the PDB file. The
full CASP14 target list is:
T1024,T1025,T1026,T1027,T1028,T1029,T1030,T1031,T1032,T1033,T1034,T1035,T1036s1,T1037,T10
38,T1039,T1040,T1041,T1042,T1043,T1044,T1045s1,T1045s2,T1046s1,T1046s2,T1047s1,T1047s2,T10
49,T1050,T1053,T1054,T1055,T1056,T1057,T1058,T1064,T1065s1,T1065s2,T1067,T1070,T1073,T107
4,T1076,T1078,T1079,T1080,T1082,T1089,T1090,T1091,T1099.

These are all publicly available CASP14 targets as of July 2022.

No filtering is performed on these test sets, as ESMFold is able to make predictions on all sequences,
including the length-2166 target T1044.

1.2 Language Models

1.2.1 Unsupervised Contact Prediction

The unsupervised contact prediction methodology used throughout this work is taken from Rao et al.
2021 (38). They show that transformer language models trained on large databases of protein sequences
learn to predict protein contacts in their attention maps using little to no supervision. We exploit this fact
as a very computationally inexpensive method for measuring a language model’s knowledge of protein
structure.

Rather than training an atomic-level structure predictor for each checkpoint of each language model (a
process which can take several days for the largest language models), we use the logistic regression
described in Rao et al. 2021 for contact prediction. The probability of a contact is defined as:

Let ¢, be a boolean random variable which is true if amino acids i, j are in contact. Suppose our
transformer has L layers and K attention heads per layer. Let A K be the symmetrized and APC-corrected
(56) attention map for the k-th attention head in the [-th layer of the transformer, and aijkl be the value of

that attention map at position i, j. Then
LK Kl —1
pe) = O+ ew(= By = T T Ba)
The parameters 3 are fit in scikit-learn (57) using L1-regularized logistic regression with A = 0.15. The

regression is fit using the 20 protein training set from Rao et al. 2021 (38), which was simply a random
selection from the trRosetta (58) training set. We performed a variability analysis using 20 bootstrapped
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samples of 20 training proteins from the total set of 14862 proteins. The average long range P@L was
0.4287 with a standard deviation of 0.0028. We also performed experiments using larger training sets, but
observed no significant performance change. Given these results, we are confident that selecting a subset
of 20 proteins for training provides a good estimate of contact precision performance.

Unsupervised contact prediction results are reported for the 14842 protein test set used in Rao et al. 2021,
which is also derived from the trRosetta training set. For both training and test a contact is defined as two
amino acids with C-alpha distance < 8A.

1.2.2 Perplexity Calculation

Perplexity is a measure of a language model’s uncertainty of a sequence and is defined as the exponential
of the negative log-likelihood of the sequence. Unfortunately, there is no efficient method of computing
the log-likelihood of a sequence under a masked language model. Instead, there are two methods we can
use for estimating perplexity.

First, let the mask M be a random variable denoting a set of tokens from input sequence x. Each token has
a 15% probability of inclusion. If included the tokens have an 80% probability of being replaced with a
mask token, a 10% probability of being replaced with a random token, and a 10% probability of being

replaced with an unmasked token. Let x. __denote the set of modified input tokens. The perplexity is then
iEM

defined as

Perplexity(x) = exp[— logp(xi EM| X am U xl,eM}

As the set M is a random variable, this expression is non-deterministic. This makes it a poor estimate of
the perplexity of a single sequence. However, it requires only a single forward pass of the model to
compute, so it is possible to efficiently obtain an estimate of the expectation of this expression over a
large dataset. When reporting the perplexity over a large dataset (such as our UniRef validation set), this
estimate is used.

The second perplexity calculation is the pseudo-perplexity, which is the exponential of the negative
pseudo-log-likelihood of a sequence. This estimate provides a deterministic value for each sequence, but
requires L forward passes to compute, where L is the length of the input sequence. It is defined as

L
PseudoPerplexity(x) = exp{— % Y log p(xi|xj;t i)}
i=1

When reporting the perplexity for an individual sequence (e.g. on CASP14 or CAMEO), this estimate is
used. For brevity, we refer to both of these estimates as the “perplexity,” as they can be interpreted in a
similar manner.
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1.2.3 ESM-2 Architecture

We use a BERT (34) style encoder only transformer architecture (47) with modifications. We change the
number of layers, number of attention heads, hidden size and feed forward hidden size as we scale the
ESM model (table S1).

The original transformer paper uses absolute sinusoidal positional encoding to inform the model about
token positions. These positional encodings are added to the input embeddings at the bottom of the
encoder stack. In ESM-1b (75), we replaced this static sinusoidal encoding with a learned one. Both static
and learned absolute encodings provide the model a very cheap way of adding positional information.
However, absolute positional encoding methods don't extrapolate well beyond the context window they
are trained on. In ESM-2, we used Rotary Position Embedding (RoPE) (59) to allow the model
extrapolate beyond the context window it is trained on. RoPE slightly increases the computational cost of
the model, since it multiplies every query and key vector inside the self attention with a sinusoidal
embedding. In our experiments, we observed that this improves model quality for small models. However,
we observed that the performance improvements start to disappear as the model size and training duration
get bigger.

1.2.4 Training Details

In ESM-2, we have made multiple small modifications to our model with the goal of increasing the
effective capacity of our models. ESM-1b had dropout both in hidden layers and attention which we
removed completely to free up more capacity. In our experiments, we did not observe any significant
performance regressions with this change.

We trained most of our models on a network with multiple nodes connected via a network interface. As
the models get bigger, the amount of communication becomes the fundamental bottleneck for the training
speed. Since BERT style models have been shown to be amenable to very large batch sizes (60), we
increased our effective batch size to 2M tokens.

For model training optimization, we used Adam with Bl = 0.9, Bz = 0.98, € = 10" and L2 weight

decay of 0.01 for all models except the 15 billion parameter model, where we used a weight decay of 0.1.
The learning rate is warmed up over the first 2,000 steps to a peak value of 4e-4 (1.6e-4 for the 15B
parameter model), and then linearly decayed to one tenth of its peak value over the 90% of training
duration. We trained all models for 500K updates except the 15B model which we trained for 270K steps.
All models used 2 million tokens as batch size except the 15B model where we used 3.2 million tokens
batch size. In order to efficiently process large proteins, we cropped long proteins to random 1024 tokens.
We used BOS and EOS tokens to signal the beginning and end of a real protein, to allow the model to
separate a full sized protein from a cropped one.

We used standard distributed data parallelism for models up to 650M parameters and used sharded data
parallelism (FSDP) (61) for the 2.8B and 15B parameter models. FSDP shards model weights and
optimization parameters across multiple GPUs, allowing us to train models that can't fit into a single GPU
memory.
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1.2.5 ESM-2 Ablation Details

We ran ablation experiments using 150M parameter models trained for 100K steps. Ablations were
performed for RoPE, new data version, and UniRef90 sampling (table S2).

Unsupervised contact prediction results show that both RoPE and newer data significantly improve the
results. We do observe a slight regression when sampling from UniRef90 clusters, however we believe
this difference is small and the UniRef90 cluster sampling is likely to help for the larger models.

1.3 ESMFold

The AlphaFold2 architecture is split into two major sections, the Evoformer and the structure module. The
structure module processes the final representations into 3D coordinates for atomic-level structure
predictions and requires no changes to be used with ESM-2. The Evoformer, however, builds separate
MSA and residue-pairwise embedding spaces.

The major change that needs to be made in order to adapt the Evoformer block to language model features
is to remove its dependence on MSAs. Since MSAs are two dimensional, the Evoformer employs axial
attention (62) over the columns and rows of the MSA. The language model features are one dimensional,
so we can replace the axial attention with a standard attention over this feature space. All other operations
in the Evoformer block are kept the same. We call this simplified architecture the Folding block.

The second change involves the removal of templates. Template information is passed to the model as
pairwise distances, input to the residue-pairwise embedding. We simply omit this information, passing
instead the attention maps from the language model, as these have been shown to capture structural
information well (3§).

Our final architecture, which we call ESMFold, has 48 folding blocks. It was trained for an initial 125k
steps on protein crops of size 256, and then fine-tuned with the structural violation loss for 25k steps, on
crop sizes of 384. We use the Frame Aligned Point Error (FAPE) and distogram losses introduced in
AlphaFold2, as well as heads for predicting IDDT and the pTM score. We omit the masked language
modeling loss. Language model parameters are frozen for training ESMFold.

The folding block is as follows, and shown in Figure 2A:

Algorithm 1:
FoldingBlock (s, z)

= Linear (z)
= s + MultiHeadSelfAttention (s, bias=Db)
MLP (s)
Linear (Concat ([OuterProduct (s), OuterDifference(s)]))
TriangularMultiplicativeUpdateOutgoing(z)
TriangularMultiplicativeUpdateIncoming(z)
TriangularSelfAttentionOutgoing (z)

I
N N N N N O
+ + 4+ + + +

TriangularSelfAttentionIncoming (z)
= z = MLP(z)
return s, =z

N N N N N N W 0 O
Il
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The folding block is extremely similar to the Evoformer described in AlphaFold2. There are two major
differences. Because we do not have an MSA, the modules responsible for processing the MSA are
replaced with a simple transformer. The self-attention here still uses a bias derived from the pairwise
representations. Secondly, the sequence representations communicate with pairwise representation via
both an outer product and outer difference.

And ESMFold is as follows:

Algorithm 2:

esm_c_s: number of channels in ESM hidden representation
c s = 1024

c z =128

ESMFold (sequence)

s = ESM hiddens (sequence) # num layers x Length x esm c s
s = (softmax(layer weights) * s).sum(0)

s = MLP (s)

z = PairwiseRelativePositionalEncoding (Length)

for b in folding blocks:
s, z = b(s, z)
return StructureModule (s, z)

We use a learned weighted sum of ESM embeddings to produce the initial hidden state into the model.
This is then fed through an MLP. The initial pairwise state is simply the pairwise relative positional
encoding described in (26). We found that using the attention maps initially gives a boost in performance,
but this disappears during training. For experiments that do not use any folding blocks, we use an MLP
applied to the ESM attention maps as input, and add the pairwise relative positional encoding to the
attention map scores. Finally, the StructureModule parses these results into coordinates.

The predicted IDDT head is output from the hidden representation of the StructureModule. The predicted
TM head uses the pairwise representation z. Finally, we also predict the distogram, from the same
representation.

To predict complexes shown in Figure 2D, we give a residue index break of 1000 to ESMFold and link
chains with a 25-residue poly-glycine linker, which we remove before displaying. Note that this is using
ESMFold out of distribution since single chains are used during training.

1.4 Metagenomics experiments

MGnify (29) version 2022 was clustered at 50% sequence similarity using parameters corresponding to
high sensitivity (--min-seq-id 0.5 --kmer-per-seq 100 --cluster-mode 2 --cov-mode 1 -¢ 0.6). Of these
cluster representatives, we filtered out any sequences with less than 50 residues or greater than 512
residues, from which we obtained a uniformly sampled set of 1 million sequences. We then used
ESMFold to obtain structure predictions and corresponding pLDDT values for each of these sequences.

30


https://doi.org/10.1101/2022.07.20.500902
http://creativecommons.org/licenses/by-nc-nd/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2022.07.20.500902; this version posted July 21, 2022. The copyright holder for this preprint (which
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-NC-ND 4.0 International license.

We further analyzed the high-confidence subset of the 1 million structures with mean pLDDT greater than
0.9, corresponding to ~59k structures. For each high-confidence structure, we used Foldseek (52)
easy-search (--alignment-type 1) to identify similar structures in the PDB (as of April 12, 2022) based on
TM-score, with a cutoff of 0.5 (lower than which Foldseek would return no structures) to enable more
efficient search. For high-confidence structures that also have no structures with TM-score greater than
0.5 returned by Foldseek, we used full AlphaFold2 with MSAs to also obtain structure predictions (we
picked the top of five relaxed models ranked by mean pLDDT). We then compute RMSD values of
aligned backbone coordinates and all-atom TM-score between the ESMFold- and AlphaFold2-predicted
structures. For each sequence corresponding to a high-confidence structure, we also used blastp version
2.10.0+ to search for similar sequences in UniRef90 to compute sequence identity. We defined sequences
as having low sequence identity to UniRef90 if all of the returned hits have an E-value greater than 1 or if
the closest entry in UniRef90 has sequence identity of less than 30%. For sequences with no significant
matches in UniRef90, we also used the jackhmmer web server
(https://www.ebi.ac.uk/Tools/hmmer/search/jackhmmer) (57) to manually query four reference proteomes
for similar sequences.

To construct the landscape of MGnify sequences, we first used ESM-1b to embed each sequence as a
1280-dimensional vector. These embeddings were then visualized using the umap version 0.5.3, scanpy
version 1.9.1, and anndata 0.8.0 Python packages (63, 64), where dimensionality reduction was applied
directly to the embedding vectors (use_rep="X’ in scanpy.tl.umap) with default parameters
(15-nearest-neighbors graph via approximate Euclidean distance, UMAP min_dist=0.5). Highlighted
structure predictions with low similarity to known structures were manually selected and are summarized
in Figures 4 and fig. S2. For these structures, we performed an additional structural similarity search
using the Foldseek webserver (https://search.foldseek.com/search) with default parameters to identify the
closest structures in PDB100 211201 beyond the TM-score cutoff of 0.5.
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