bioRxiv preprint doi: https://doi.org/10.1101/2022.08.04.502877; this version posted August 6, 2022. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-NC 4.0 International license.

Figure 1 Architecture of the cross-attention-based neural network

It is the CA_DP network (Table 3).

Q, K, and V indicate Query, Key, and Value matrixes.

AW: attention-weight matrix, A: attention matrix, D: drug-context matrix, P: protein-context matrix,

d: length of drug sequence, p: length of protein sequence, h: hidden dimension size.
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Figure 2 Optimization of the attention-based network architecture

Attention-based models with nn.Embedding of FCS were trained using the DAVIS training dataset
and evaluated using the DAVIS test dataset. Details of the methods are shown in Table 3. CA_P was
designated ICAN.
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Figure 3 Optimization of encoding methods

CA_Ps (ICANs) with 5 different encoding methods were trained using the DAVIS training dataset
and evaluated using the DAVIS test dataset. Details regarding the encoding methods are shown in
Table 2.
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Figure 4 Comparison of the performance of ICAN with that of state-of-the-art models on DAVIS
datasets

All models were trained using the DAVIS training dataset and evaluated using the DAVIS test dataset.
CA_P was designated ICAN.


https://doi.org/10.1101/2022.08.04.502877
http://creativecommons.org/licenses/by-nc/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2022.08.04.502877; this version posted August 6, 2022. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-NC 4.0 International license.

1 NN m ©
0.8 1
q) g
Lc) g
0.6 =
©
S
| .
‘g 0.4 s DeepConv-DTI
) GNN-CPI mm TransformerCPI
o EEE DeepDTI M Moltrans
0.2 DeepDTA CA_P
0_
SN SP . ROCAUC PRAUC
Metrics

Figure 5 Comparison of the performance of ICAN with that of state-of-the-art models on
BindingDB

All models were trained using the BindingDB training dataset and evaluated using the BindingDB
test dataset. CA P was designated ICAN.
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Figure 6 Comparison of the performance of ICAN with that of state-of-the-art models on
BIOSNAP

All models were trained using the BIOSNAP training dataset and evaluated using the BIOSNAP test
dataset. CA_P was designated ICAN.
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Figure 7 Visualization of feature matrixes for positive and negative samples on DAVIS
CA_P (ICAN) was tested on the DAVIS test dataset.
(A) Feature matrixes embedded by nn.Embedding of FCS

(B) Context matrixes generated by the attention mechanism.


https://doi.org/10.1101/2022.08.04.502877
http://creativecommons.org/licenses/by-nc/4.0/

bioRxiv preprint doi: https://doi.org/10.1101/2022.08.04.502877; this version posted August 6, 2022. The copyright holder for this preprint
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made
available under aCC-BY-NC 4.0 International license.

540 = 4
520 = :
500 = Experimental
480 = consistency number
460 =
440 = 2.020
420 =
400 = 3
380 =
360 2 P
340 = v
S=\320 = c
300
Q 280 g 2
260
3 40 (of
O 220 Q
200 Pt
180 TR
160
140 1
120
100
80
60
40
20

1.0 1.2 14 1.6 1.8 2.0 22 24
Simulated consistency number

. C s D
B Exp. consistency number BN Exp. consistency number
4 EEN z-score 4 HEl z-score
o3 o3
= =
(© (©
- >
1 il
o _ﬂ. .
10 15 20 25 30 35 40 2 oI 0 1 2
Top number Shift of attention site

Figure 8 Attention-weight analysis

160 DTIs with their binding sites were tested by ICAN. The simulation was iterated 10,000 times.
(A) Attention-weight matrix for the DTI between DB06896 and P08581 (hepatocyte growth factor
receptor).

(B) Profile of simulated consistency numbers between the top 30 attention sites and randomly
generated binding sites.

(C) Effect of the number of top attention sites on experimental consistency numbers and associated
z-scores. Experimental consistency numbers and associated z-scores were calculated with respect to
a change in the top attention site number.

(D) Effect of a shift of attention sites on experimental consistency number and their z-score values.



