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Abstract 
There is significant interest in using neuroimaging data to predict behavior. The predictive 
models are often interpreted by the computation of feature importance, which quantifies the 
predictive relevance of an imaging feature. Tian and Zalesky (2021) suggest that feature 
importance estimates exhibit low test-retest reliability, pointing to a potential trade-off 
between prediction accuracy and feature importance reliability. This trade-off is counter-
intuitive because both prediction accuracy and test-retest reliability reflect the reliability of 
brain-behavior relationships across independent samples. Here, we revisit the relationship 
between prediction accuracy and feature importance reliability in a large well-powered 
dataset across a wide range of behavioral measures. We demonstrate that, with a sufficient 
sample size, feature importance (operationalized as Haufe-transformed weights) can achieve 
fair to excellent test-retest reliability. More specifically, with a sample size of about 2600 
participants, Haufe-transformed weights achieve average intra-class correlation coefficients 
of 0.75, 0.57 and 0.53 for cognitive, personality and mental health measures respectively. 
Haufe-transformed weights are much more reliable than original regression weights and 
univariate FC-behavior correlations. Intriguingly, feature importance reliability is strongly 
positively correlated with prediction accuracy across phenotypes. Within a particular 
behavioral domain, there was no clear relationship between prediction performance and 
feature importance reliability across regression algorithms. Finally, we show mathematically 
that feature importance reliability is necessary, but not sufficient, for low feature importance 
error. In the case of linear models, lower feature importance error leads to lower prediction 
error (up to a scaling by the feature covariance matrix). Overall, we find no fundamental 
trade-off between feature importance reliability and prediction accuracy. 
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1. Introduction 
Neuroimaging provides a non-invasive means to study human brain structure and function. In 
vivo imaging features have been linked to many clinically relevant phenotypes when 
contrasting populations of patients and healthy controls (Greicius et al. 2004, Kennedy et al. 
2006). However, these group-level studies ignore inter-individual differences within and 
across patient populations (Zhang et al. 2016, Xia et al. 2018, Zabihi et al. 2019, Tang et al. 
2020, Wolfers et al. 2020). As a result, there is an increasing interest in the field to shift from 
group differences to accurate individual-level predictions (Dosenbach et al. 2010, Finn et al. 
2015, Hsu et al. 2018, Nostro et al. 2018, Kong et al. 2019).  
 
One goal of neuroimaging-based behavioral prediction is clinical usage to forecast practically 
useful clinical endpoints (Gabrieli et al. 2015). This ambition requires users to have trust in 
the predictive models, which often rests on a given models’ interpretability (Bussone et al. 
2015, Price 2018, Anderson and Anderson 2019, Diprose et al. 2020, Hedderich and Eickhoff 
2020). Indeed, the recently enacted European Union Global Data Protection Regulation 
(GDPR) states that patients have a right to “meaningful information about the logic involved” 
when automated decision-making systems are used (Vasey et al. 2022a, 2022b). Furthermore, 
in many studies, the derived predictive models are often interpreted to gain insights into the 
predictive principles and inter-individual differences that underpin observed brain-behavior 
relationships (Finn et al. 2015, Greene et al. 2018, Chen et al. 2022). Therefore, while many 
studies in the neuroimaging literature have focused on prediction accuracy (Dadi et al. 2019, 
He et al. 2020, Pervaiz et al. 2020, Schulz et al. 2020, Abrol et al. 2021), enhancing model 
interpretability remains an important issue.  
 
One approach to interpret predictive models is the computation of feature-level importance, 
which quantifies the relevance of an imaging feature in the predictive model. In the case of 
linear models, most previous studies have interpreted the regression weights (Jiang et al. 
2020, Sripada et al. 2020, Cropley et al. 2021, Xiao et al. 2021) of predictive models, which 
can be highly misleading (Haufe et al. 2014). Instead, Haufe and colleagues suggested that it 
is necessary to perform a simple transformation of the linear models to yield better 
interpretation (Haufe et al. 2014), which we will refer to as the Haufe transform. 
 
A recent study suggested that in the context of behavioral predictions from functional 
connectivity (FC), the reliability of feature-level importance (original regression weights and 
Haufe-transformed weights) across independent samples was poor (Tian and Zalesky 2021). 
Because the study utilized a maximum sample size of 400 and predicted only a small 
selection of cognitive measures and sex, it remains unclear whether the results generalize to 
other sample sizes and behavioral domains. Tian and Zalesky also found that a higher-
resolution parcellation led to better prediction accuracy but lower feature importance 
reliability, thus suggesting a potential trade-off between feature importance reliability and 
prediction accuracy. However, this trade-off is counter-intuitive given that both feature 
importance reliability and prediction accuracy should reflect the reliability of brain-behavior 
relationship across independent datasets. More specifically, if the brain-behavior 
relationships in two independent data samples are highly similar, then we would expect that a 
model trained on one dataset to generalize well to the other dataset (i.e., high prediction 
accuracy). We would also expect the models trained on both datasets to be highly similar, 
leading to high test-retest feature importance reliability. Therefore, we hypothesize that there 
might not be a fundamental trade-off between prediction accuracy and feature importance 
reliability. 
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In the present study, we used the Adolescent Brain Cognitive Development (ABCD) study to 
investigate the relationship between prediction accuracy and feature importance reliability. 
Resting-state functional connectivity was used to predict a wide range of 36 behavioral 
measures across cognition, personality (related to impulsivity), and mental health. We 
considered three commonly used prediction models: kernel ridge regression (KRR), linear 
ridge regression (LRR), and least absolute shrinkage and selection operator (LASSO) models. 
Consistent with Tian and Zalesky (2021), we found that Haufe-transformed weights were 
more reliable than regression weights and univariate FC-behavior correlations. However, for 
sufficiently large sample sizes, we found fair to excellent test-retest reliability for the Haufe-
transformed weights. Intriguingly, feature importance reliability was strongly correlated with 
prediction accuracy across behavioral measures. Within a particular behavioral domain, there 
was no clear relationship between prediction performance and feature importance reliability 
across regression algorithms. We show mathematically that test-retest feature importance 
reliability is necessary, but not sufficient, for low feature importance error. In the case of 
linear models, prediction error closely reflects feature importance error. Overall, we 
demonstrate that there is not a fundamental trade-off between feature importance reliability 
and prediction accuracy. 
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2. Methods 
2.1 Dataset 

The Adolescent Brain Cognitive Development (ABCD) dataset (2.0.1 release) was used for 
its large sample size, as well as its rich imaging and behavioral measures. The Institutional 
Review Board (IRB) at the University of California, San Diego approved all aspects of the 
ABCD study (Auchter et al. 2018). Parents or guardians provided written consent while the 
child provided written assent (Clark et al. 2018).  
 
After quality control and excluding siblings, the final sample consisted of 5260 unrelated 
participants. Consistent with our previous studies (Chen et al. 2022, Ooi et al. 2022), each 
participant had a 419 × 419 FC matrix as the imaging features, which were used to predict 36 
behavioral measures across the behavioral domains of cognition, personality, and mental 
health.  
 
2.2 Image preprocessing 

Images were acquired across 21 sites in the United States with harmonized imaging protocols 
for GE, Philips, and Siemens scanners (Casey et al. 2018). We used structural T1 and resting-
fMRI. For each participant, there were four resting-fMRI runs. Each resting-fMRI run was 
300 seconds long. Preprocessing followed our previously published study (Chen et al. 2022). 
For completeness, the key preprocessing steps are summarized here.  
 
Minimally preprocessed T1 data were used (Hagler et al. 2019). The structural data were 
further processed using FreeSurfer 5.3.0 (Dale et al. 1999, Fischl, Sereno, and Dale 1999, 
Fischl, Sereno, Tootell, et al. 1999, Fischl et al. 2001, Ségonne et al. 2004, 2007), which 
generated accurate cortical surface meshes for each individual. Individuals’ cortical surface 
meshes were registered to a common spherical coordinate system (Fischl, Sereno, and Dale 
1999, Fischl, Sereno, Tootell, et al. 1999). Individuals who did not pass recon-all quality 
control (Hagler et al. 2019) were removed.  
 
Minimally preprocessed fMRI data (Hagler et al. 2019) were further processed with the 
following steps: (1) removal of initial frames, with the number of frames removed depending 
on the type of scanner (Hagler et al. 2019); and (2) alignment with the T1 images using 
boundary-based registration (Greve and Fischl 2009) with FsFast 
(http://surfer.nmr.mgh.harvard.edu/fswiki/FsFast). Functional runs with boundary-based 
registration (BBR) costs greater than 0.6 were excluded. Framewise displacement (FD) 
(Jenkinson et al. 2002) and voxel-wise differentiated signal variance (DVARS) (Power et al. 
2012) were computed using fsl_motion_outliers. Respiratory pseudomotion was filtered out 
using a bandstop filter (0.31-0.43 Hz) before computing FD (Power et al. 2019, Fair et al. 
2020, Gratton et al. 2020). Volumes with FD > 0.3 mm or DVARS > 50, along with one 
volume before and two volumes after, were marked as outliers and subsequently censored. 
Uncensored segments of data containing fewer than five contiguous volumes were also 
censored (Gordon et al. 2016, Kong et al. 2019). Functional runs with over half of their 
volumes censored and/or max FD > 5mm were removed. Individuals who did not have at 
least 4 minutes of data were also excluded from further analysis. 
 
The following nuisance covariates were regressed out of the fMRI time series: global signal, 
six motion correction parameters, averaged ventricular signal, averaged white matter signal, 
and their temporal derivatives (18 regressors in total). Regression coefficients were estimated 
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from the non-censored volumes. We chose to regress the global signal because we were 
interested in behavioral prediction, and global signal regression has been shown to improve 
behavioral prediction performance (Greene et al. 2018, Li et al. 2019). The brain scans were 
interpolated across censored frames using least squares spectral estimation (Power et al. 
2014), band-pass filtered (0.009 Hz ≤ f ≤ 0.08 Hz), projected onto FreeSurfer fsaverage6 
surface space and smoothed using a 6 mm full-width half maximum kernel.  
 
2.3 Functional connectivity 

We used a whole-brain parcellation comprising 400 cortical regions of interest (ROIs) 
(Schaefer et al. 2018) and 19 subcortical ROIs (Fischl et al. 2002). For each participant and 
each fMRI run, functional connectivity (FC) was computed as the Pearson’s correlations 
between the average time series of each pair of ROIs. FC matrices were then averaged across 
runs, yielding a 419�×�419 FC matrix for each participant. Correlation values were 
converted to z-scores using Fisher’s r-to-z transformation prior to averaging and converted 
back to correlation values after averaging. Censored frames were ignored when computing 
FC.  
 
2.4 Behavioral data 

Following our previous study (Chen et al. 2022), we considered 16 cognitive, 11 mental 
health, and 9 impulsivity-related personality measures. The cognitive measures were 
vocabulary, attention, working memory, executive function, processing speed, episodic 
memory, reading, fluid cognition, crystallized cognition, overall cognition, short delay recall, 
long delay recall, fluid intelligence, visuospatial accuracy, visuospatial reaction time, and 
visuospatial efficiency. The mental health measures were anxious depressed, withdrawn 
depressed, somatic complaints, social problems, thought problems, attention problems, rule-
breaking behavior, aggressive behavior, total psychosis symptoms, psychosis severity, and 
mania. The impulsivity-related personality measures were negative urgency, lack of planning, 
sensation seeking, positive urgency, lack of perseverance, behavioral inhibition, reward 
responsiveness, drive, and fun seeking. 
 
Participants who did not have all behavioral measures were excluded from further analysis. 
As recommended by the ABCD consortium, individuals from Philips scanners were also 
excluded due to incorrect preprocessing. Finally, by excluding siblings, the main analysis 
utilized data from 5260 unrelated children. 
 
2.5 Split-half cross-validation 

ABCD is a multi-site dataset. To reduce sample size variability across sites, smaller sites 
were combined to create 10 “site-clusters”, each containing at least 300 individuals (Table 
S1). Thus, participants within a site were in the same site-cluster.  
 
A split-half cross-validation procedure was utilized to evaluate the prediction performance 
and the test-retest reliability of feature importance. For each split, 5 site-clusters were 
selected as the training set and the remaining 5 were selected as the test set. Prediction 
models were trained on the training set and evaluated on the test set. Here, we considered 
kernel ridge regression (KRR), linear ridge regression (LRR), and least absolute shrinkage 
and selection operator (LASSO) models for prediction. Hyperparameters were tuned using 
cross-validation within the training set (Chen et al., 2022).  
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Prediction accuracy was defined as the Pearson’s correlation between the predicted and 
observed behavior of test participants. Feature importance of the regression models was 
computed in the training set (see Section 2.7). After the prediction model was trained and 
evaluated, the training and test sets were swapped. The model training and evaluation 
procedure were then repeated. Thus, for a given regression approach and interpretation 
method, each data split yielded two prediction accuracies and two sets of feature importance. 
  
For each data split, the two accuracy numbers were averaged yielding an overall prediction 
accuracy for the split. The two sets of feature importance were used to compute test-retest 
reliability, defined as the intra-class correlation coefficient (ICC) (Noble et al. 2019, Tian and 
Zalesky 2021). To ensure stability, the data split was repeated 126 (the number of unique 
ways to split ten site-clusters into two halves, which is 10 choose 5 divided by 2) times. 
 
2.6 Reliability across different sample sizes 

The procedure in the previous section utilized the full sample size. To evaluate feature 
importance reliability across different sample sizes, the previous procedure (Section 2.5) was 
repeated, but the participants were subsampled for each split-half cross-validation to achieve 
a desired sample size N. More specifically, we considered sample sizes of 200, 400, 1000, 
and 1500. For each sample size N, we first split the 10 site-clusters into two halves, each 
containing 5 site-clusters (Section 2.5). N/10 samples were then randomly sampled from each 
site-cluster. The procedure was repeated 126 (the number of unique ways to split ten site-
clusters into two halves, which is 10 choose 5 divided by 2) times. 
 
2.7 Original and Haufe-transformed weights 

We used KRR, LRR and LASSO to predict 36 behavioral measures from FC features. In 
particular, the lower triangular entries of the FC matrix were used as input for the regression 
models. LRR and LASSO are commonly used in the literature. We have previously 
demonstrated that KRR is a powerful approach for resting-FC behavioral prediction (He et al. 
2020).  
 
Since KRR is less commonly used in the literature, we will provide a high-level explanation 
here. Briefly, let �� and ��� be the behavioral measure and FC of training individual �. Let ��  
and ��� be the behavioral measure and FC of a test individual. Then, kernel regression would 
predict the test individual’s behavior as the weighted average of the training individuals’ 
behavior, i.e. �� � ∑ ����	
������� , ���������������� 	
� , where ����	
������� , ���� was 
defined as the Pearson’s correlation between ���  and ��� . Thus, kernel regression assumed 
that individuals with more similar FC exhibit more similar behavior. To reduce overfitting, an 
l2-regularization term was included, which was tuned in the training set (Kong et al. 2019, Li 
et al. 2019, He et al. 2020).  
 
To interpret the trained models, we considered both the regression weights and Haufe-
transformed weights. Since LRR and LASSO are linear models, the regression weights were 
straightforward to obtain. In the case of KRR, the kernel regression model was converted to 
an equivalent linear regression model, yielding one regression weight for each feature (Liu et 
al. 2007, Chen et al. 2022). We note that this conversion was possible because we used the 
correlation kernel, which is linear when the input features are pre-normalized.  
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Each prediction model was also inverted using the Haufe’s transform (Haufe et al. 2014). 
Briefly, Haufe defined feature importance as the covariance between the predicted behavior 
and imaging feature in the training set (Chen et al. 2022). 
 
2.8 Mass univariate associations 

Besides predictive models, we also examined the test-retest reliability of mass univariate 
associations between FC and behavioral measures, which is sometimes referred to as brain-
wide association analysis (Marek et al. 2022). We note that mass univariate associations are 
often used for feature selection in neuroimaging predictive models (Finn et al. 2015). The 
selected features are then used to interpret the model (Finn et al. 2015, Shen et al. 2017). 
Therefore, mass univariate associations are a good proxy for such approaches. Here, 
univariate association is defined as the correlation between each FC feature and each 
behavioral measure. To study the test-reliability of univariate associations, we performed the 
same split-half procedure (Sections 2.5 and 2.6). However, instead of training a predictive 
model in the training set, we correlated the FC features and the behavioral measures of the 
training participants to obtain one t-statistic for each feature and each behavioral measure. 
This procedure was repeated for the test participants. Test-retest reliability was defined as the 
ICC of the t-statistic values between the two halves of the dataset (i.e., training and test sets). 
 
2.9 Data and code availability 
The ABCD data are publicly available via the NIMH Data Archive (NDA). Processed data 
from this study have been uploaded to the NDA. Researchers with access to the ABCD data 
will be able to download the data: LINK_TO_BE_UPDATED. Analysis code specific to this 
study was can be found on GitHub: LINK_TO_BE_UPDATED. Co-author LQRO reviewed 
the code before merging it into the GitHub repository to reduce the chance of coding errors. 
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3. Results 
3.1 Haufe-transformed weights exhibit fair to excellent test-retest reliability with large 
sample sizes 

We computed resting-state functional connectivity (RSFC) among 400 cortical (Schaefer et 
al. 2018) and 19 subcortical (Fischl et al. 2002) regions for 5260 participants from the ABCD 
dataset (Casey et al. 2018). The lower triangular entries of the 419 × 419 RSFC matrix were 
then vectorized to predict 36 behavioral scores that span across 3 domains: cognition, 
personality, and mental health.  
 
Feature importance of KRR predictive models was interpreted using two approaches: 
regression weights and Haufe-transformed weights. For comparison, t-statistics from mass 
univariate associations were also computed. We used a split-half procedure to compute the 
test-retest reliability of feature importance. For each split, we fit the KRR model on each half 
and obtain the feature importance. The test-retest reliability is defined as the intraclass 
correlation coefficient (ICC) of the feature importance values between the two halves.  
 
Figure 1 shows the split-half test-retest reliability of the two interpretation methods and mass 
univariate associations across 126 splits for different sample sizes and behavioral domains. 
Consistent with previous studies, test-retest reliability of feature importance increases with 
larger sample sizes across all behavioral domains and interpretation methods (Tian and 
Zalesky 2021, Marek et al. 2022). The Haufe-transformed weights were consistently more 
reliable than univariate associations (t-statistics), which were in turn more reliable than the 
regression weights. Haufe-transformed weights at a sample size of 200 were more reliable 
than the original regression weights at a sample size of 2630. 
 
At the largest sample size of 2630, an average ICC of 0.75 was achieved for Haufe-
transformed weights of models predicting cognitive measures, which is considered “excellent” 
test-retest reliability (Cicchetti 1994). On the other hand, an average ICC of 0.57 and 0.53 
were achieved for personality and mental health at the full sample size, which are considered 
“fair” test-retest reliabilities (Cicchetti 1994). Under the same sample size and interpretation 
method, the test-retest reliability of feature importance for mental health and personality was 
consistently lower than that of cognition.  
 
Similar conclusions were obtained with linear ridge regression (Figure 2) and LASSO (Figure 
S1). Note that univariate associations (tstats) were computed independent of regression 
models and are therefore the same across Figures 1, 2 and S1. Overall, we found that Haufe-
transformed weights achieved fair to excellent test-retest reliability with sufficiently large 
samples. 
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Figure 1. Test-retest reliability of feature importance of kernel ridge regression (KRR) 
models across different sample sizes, interpretation methods, and behavioral domains: 
(A) cognition, (B) personality, and (C) mental health. Test-retest reliability was computed 
as interclass correlation coefficients (ICC) of feature importance obtained from two non-
overlapping split-halves of the ABCD participants. After splitting, participants were 
randomly subsampled to show the effect of sample size on feature importance reliability. Full 
data without subsampling was reported as a sample size of ~2630. “~” was used because the 
two halves have similar (but not exactly the same) sample sizes that summed to 5260 (total 
number of participants). ICC values were reported for Haufe-transformed model weights 
(Haufe), mass univariate associations (tstats), and original regression weights (weights). 
Boxplots show the distribution of average ICC within each behavioral domain across 126 
split-half pairs. For each boxplot, the box extends from the lower to upper quartile values of 
the data, with a line at the median. The whiskers extend from the box to show the data range 
(excluding outliers). Outliers are defined as data points beyond 1.5 times the interquartile 
range and shown as flier points past the whiskers. Overall, across different sample sizes and 
behavioral domains, Haufe-transformed weights were more reliable than mass univariate 
associations (tstats), which were in turn more reliable than regression weights. Similar 
conclusions were obtained with linear ridge regression (Figure 2) and LASSO (Figure S1). 
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Figure 2. Test-retest reliability of feature importance of linear ridge regression (LRR) 
models across different sample sizes, interpretation methods, and behavioral domains: 
(A) cognition, (B) personality, and (C) mental health. Same as Figure 1, except using LRR 
as the prediction model. Test-retest reliability was computed as interclass correlation 
coefficients (ICC) of feature importance obtained from two non-overlapping split-halves of 
the dataset. After splitting, data were randomly subsampled to show the effect of sample size 
on feature importance reliability. Full data without subsampling was reported as a sample size 
of ~2630. “~” was used because the two halves have similar (but not exactly the same) 
sample sizes that summed to 5260 (total number of participants). Note that mass univariate 
associations (tstats) were computed independent of regression models and are therefore the 
same across Figures 1 and 2. Overall, across different sample sizes and behavioral domains, 
Haufe-transformed weights were more reliable than mass univariate associations (tstats), 
which were in turn more reliable than original regression weights.  

 
 
 
3.2 Haufe-transformed weights are highly consistent across prediction models 

The previous section investigated the reliability of feature importance across different data 
samples. Here, we seek to examine the reliability of feature importance across different 
prediction models in the full sample of 5260 participants. For each split-half of the 5260 
participants, we computed the similarity (Pearson’s correlation) of feature importance 
(original regression weights or Haufe-transformed weights) across the 3 prediction models: 
KRR, LRR, and LASSO.  
 
Figure 3 shows the similarity of feature importance across prediction models. Consistent with 
Tian and Zalesky (2021), we found that Haufe-transformed weights showed better 
consistency than the original regression weights. Unlike Tian and Zalesky (2021), because of 
our significantly larger sample size, excellent consistency was observed for the Haufe-
transformed weights (max = 0.97, min = 0.76).  
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Figure 3. Similarity of feature importance across three predictive models in the full 
sample of 5260 participants. (A) Consistency of feature importance for Haufe-transformed 
weights. (B) Consistency of feature importance for original regression weights. Similarity 
was computed as the Pearson’s correlation between the original regression weights (or Haufe-
transformed weights) across different predictive models (KRR, LRR and LASSO). Similarity 
was computed for each split-half and then averaged across the 126 data splits. Excellent 
consistency was observed for the Haufe-transformed weights. 
 
 
3.3 Feature importance reliability is strongly positively correlated with prediction 
accuracy across behavioral measures 

So far, our results have been largely consistent with Tian and Zalesky (2021), except our 
larger sample sizes led to better test-retest reliability of the Haufe-transformed weights. Next, 
we investigated the relationship between prediction accuracy and test-retest reliability of 
feature importance using the full sample of 5260 participants.  
 
Test-retest reliability and prediction accuracy of each behavioral score were computed for 
each split-half of the dataset, followed by averaging across the 126 data splits. Figure 4A 
shows the correlation between feature importance reliability and prediction accuracy across 
the 36 behavioral measures for KRR. Prediction accuracy was highly correlated with test-
retest reliability of Haufe-transformed model weights (r = 0.78), t-statistics (r = 0.94) and 
original regression weights (r = 0.97). This suggests that a behavioral measure that was 
predicted with higher accuracy also enjoyed better feature importance reliability. 
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Similar conclusions were obtained with linear ridge regression (Figure 4B) and LASSO 
(Figure 4C). Overall, we found a strong positive relationship between feature importance 
reliability and prediction accuracy.  
 
Furthermore, in the case of Haufe transform and univariate associations (t-stats), there 
appears to be a nonlinear relationship between prediction accuracies and ICC (Figure 4). 
More specifically, higher accuracies led to greater ICC, but with diminishing returns for 
behavioral measures with higher accuracies.   
 
3.4 No clear relationship between prediction accuracy and feature importance 
reliability across predictive models. 

Table 1 summarizes average prediction accuracies for cognitive, personality and mental 
health measures, as well as ICC of Haufe-transformed weights, original weights and 
univariate association (t-statistics). In general, KRR exhibited the highest ICC, but not 
necessarily the best prediction performance. LASSO generally had the worse prediction 
performance and the worst ICC. Finally, LRR exhibited the best prediction performance, but 
an intermediate level of ICC. Overall, there was no clear relationship between prediction 
performance and feature importance reliability.  
 
Note that in our other studies (Chen et al. 2022, Ooi et al. 2022), the prediction performance 
of KRR was similar to (or slightly better) than LRR, suggesting that depending on the dataset 
(or even across different samples within the same dataset), prediction accuracies can vary 
across prediction approaches. 
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Figure 4. Test-retest reliability of feature importance is positively correlated with 
prediction accuracy across 36 behavioral measures for (A) kernel ridge regression 
(KRR), (B) linear ridge regression (LRR) and (C) LASSO. Test-retest reliability and 
prediction accuracy of each behavioral score were computed for each split-half of the dataset, 
followed by averaging across the 126 data splits.  
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Table 1. Summary of average prediction performance for cognitive, personality and mental 
health measures, as well as ICC of Haufe-transformed weights, original weights and 
univariate associations (t-statistics). In general, within a behavioral domain (e.g., cognition), 
lower (or higher) prediction performance for a given predictive model was not necessarily 
associated with lower (or higher) ICC.    
Cognition Corr ICC 

(Haufe) 
ICC 
(Weights) 

ICC (Univariate association) 

KRR 0.16 0.75 0.16 0.58 
LRR 0.25 0.68 0.08 
LASSO 0.17 0.60 0.02 
 
Personality Corr ICC 

(Haufe) 
ICC 
(Weights) 

ICC (Univariate association) 

KRR 0.07 0.57 0.09 0.28 
LRR 0.07 0.40 0.02 
LASSO 0.04 0.30 0.01 
 
Mental Health Corr ICC 

(Haufe) 
ICC 
(Weights) 

ICC (Univariate association) 

KRR 0.07 0.53 0.08 0.25 
LRR 0.07 0.38 0.02 
LASSO 0.04 0.29 0.01 
 
 
 
3.5 Test-retest reliability is necessary, but not sufficient, for correct feature importance 

We have shown a strong positive correlation between feature importance reliability and 
prediction accuracy (Figure 4). There is also a lack of relationship between prediction 
accuracy across prediction models and feature importance reliability. Overall, this appeared 
to contradict Tian and Zalesky (2021), who suggested a potential trade-off between feature 
importance reliability and prediction accuracy. In the remaining sections of this study, we 
will delve more deeply into the mathematical relationships among feature importance 
reliability, feature importance error and prediction error. 
 
We begin by showing that test-retest feature importance reliability is necessary but not 
sufficient for obtaining the “correct” feature importance. Let �� be the hypothetical ground-
truth feature importance that might be derived assuming the correct generative process 
relating brain features and behavioral measures is known. However, in the following analysis, 
we do not assume the ground truth generative process is known and we make no assumption 
about how �� can be computed even if the ground truth generative process is known. 
 
Let �� be the feature importance estimated from data sample �. Both �� and �� are � × 1, 
where � is the number of features. The expected feature importance error can be defined as 
the expectation of the squared error across different data samples �: ����� � ����� � ����. 
Let ��

� � ������ be the feature importance averaged across all possible data samples �. The 
feature importance error can then be decomposed into two terms:  
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����� � ����� � ���� � ��� � ��
����� � ��

�� � �� ���� � ��
����� � ��

���           (1) 

 
The proof is provided in the Appendix. The decomposition of feature importance error as in 
Eq. (1) is similar in spirit (and derivation) to the classical bias-variance decomposition of 
prediction error.  
 

The first term ��� � ��
����� � ��

�� in Eq. (1) measures the bias of the feature importance 

estimation procedure. The second term  �� ���� � ��
����� � ��

���  measures the variance of 

the estimated feature importance across different samples, which is the opposite of test-retest 
reliability. In other words, higher variance in feature importance estimation is the same as 
lower test-retest reliability. Therefore, from Eq. (1), we note that low feature importance 
variance (i.e., high feature importance reliability) is necessary but not sufficient for low 
feature importance error. Low feature importance variance must be coupled with low feature 
importance bias to achieve a small feature importance estimation error.  
 
3.6 Prediction error reflects feature importance error for linear models 

The previous section shows that the test-retest reliability of feature importance is not 
sufficient for low feature importance error. In this section, we show that when the ground 
truth data generation model is linear and feature importance is defined as regression weights 
(or Haufe-transformed weights), then the prediction error is directly related to the feature 
importance error. 
 
A linear regression model assumes that the data is generated through a linear combination of 
features. For example, assume that a given data point (�� , ��) is generated by a linear model 
�� � ��

 � � !. Here, �� is a scalar, ��  is a � × 1 vector,  � is the groundtruth � × 1 
regression weights, and � is the number of features. ! is an independent noise term with zero 
mean. Without loss of generality, we assume that the expectation of � across data samples is 
0 and the expectation of � across data samples is 0 for every feature. In the case of FC 
prediction of behavioral traits, each data sample is a participant. 
 
Suppose data sample � � "��, ���, … �� , ���$ is drawn as the training set. We can then 
train a linear regression model (e.g., LRR or LASSO) on � and obtain the regression weights 
 �. The resulting prediction model will be �% � � �. Let the difference between the ground 
truth and estimated weights be Δ��� �  � �  �. Thus, the regression weights error (on 
average across different training sets �) can be defined as ��� � �  �� � �  ��� �
���Δ���Δ����. 
 
On the other hand, the expected prediction error of the prediction algorithm can be defined as 
����,��� � � ����. Here, ��,� is the expectation of the squared prediction error over out-
of-sample test data points sampled from the distribution of �, ��. We note that the test data 
points are sampled independently from the sampling of the training dataset �. Then, the 
expected test error can be decomposed into: 
 
����,��� � � ���� � '
�!� � ���Δ��� ( �)'*� ( Δ����                     (2) 
 
The proof is found in the Appendix. In Eq. (2) the first term is the irreducible error '
�!�, 
which is the variance of the noise. The second term ���Δ��� ( �)'*� ( Δ���� is 
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determined by both the regression weights error Δ��� and the covariance of features 
�)'*�.  
 
We can consider three different scenarios for the covariance matrix �)'*�. First, suppose 
�)'*� is an identity matrix, which implies the features are independent and of unit variance. 
Then, the prediction error (Eq. (2)) can be written as '
�!� � ���Δ���Δ����. Therefore, 
the prediction error is simply the sum of the regression weights error and the irreducible error. 
 
Second, suppose �)'*� is a diagonal matrix, i.e., �)'*� � +�
,-� , -�, … , -��, which 
implies the features are independent. In this case, the prediction error (Eq. (2)) can be written 
as '
�!� � ���∑ -�Δ���������

��� . Here, Δ������ is the regression weight error of the +-th 
feature based on the training dataset �. In this scenario, a bigger regression weights error still 
leads to a bigger prediction error, but the weights error of features with larger variance results 
in a larger prediction error than features with small variance. 
 
Third, suppose we do not make any independence assumptions about the features. Since 
�)'*� is a symmetric matrix, we can decompose �)'*� as �)'*� � .�.. Here, . is 
a rotation matrix where .. is equal to an identity matrix and � is a diagonal matrix. Then, 
we can rewrite the prediction error (Eq. (2)) as: 
 

'
�!� � ���Δ��� ( . ( � ( . ( Δ����                                                              (3) 
 
To summarize the three scenarios for �)'*�, regression weights errors of all features 
contribute to the prediction error, but features contributing more to the variance in the data 
(up to a rotation) have a bigger impact on the prediction error.  
 
We can also establish a similar relationship between the Haufe-transformed weights error and 
the prediction error. Note that the Haufe-transformed weights can be computed as �)'*�� ( 
 �. Here the  � is the original regression weights and �)'*�� is the feature covariance of 
training sample S. Assuming that the sample covariance is close to the true covariance, i.e., 
�)'*�� � �)'*�, then the Haufe-transformed weights error can be written as: 
 
���Δ��� ( �)'*� ( �)'*� ( Δ���� � ���Δ��� ( .��. ( Δ����                     (4) 
 
Comparing the Haufe-transformed weights error (Eq. (4)) with the prediction error (Eq. (3)), 
we see that the Haufe-transformed weights error is closely related to the prediction error, 
given that equations 3 and 4 only differ by the square of the diagonal matrix �.  
 
Overall, we conclude that higher original regression weights errors (Eq. (3)) and higher 
Haufe-transformed errors (Eq. (4)) leads to greater prediction error up to a scaling by the 
feature covariance matrix.  
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Discussion 
In this study, we provide empirical and theoretical evidence that there is no fundamental 
trade-off between prediction accuracy and feature importance reliability.  
 
Haufe-transformed model weights are more reliable than original regression weights 
and univariate FC-behavior correlations 

Consistent with Tian and Zalesky (2021), we found that Haufe-transformed weights were 
more reliable than original regression weights. In our experiments, we note that even with a 
sample size of ~2630 participants, the original kernel regression weights achieved an ICC of 
less than 0.2 when predicting cognitive measures, which is less than the ICC of Haufe-
transformed weights with a sample size of 200 (Figure 1A). This is perhaps not surprising 
since it has been empirically shown that regression weights contain more noise than the 
Haufe-transformed weights (Haufe et al. 2014). Furthermore, for predictive models with 
sparse regularization (e.g., LASSO), it is well-known that noise in the features can lead to 
very different features being selected, which will lead to low test-rest reliability in the 
regression weights. 
 
Also consistent with Tian and Zalesky (2021), we found that Haufe-transformed weights 
were more reliable than univariate brain-behavior correlations. In our experiments, we note 
that with a sample size of ~2630 participants, the univariate FC-behavior correlations 
achieved an ICC of less than 0.6 for cognitive measures, which is less than the ICC of Haufe-
transformed weights with a sample size of 1000 (Figure 1A). The higher ICC of Haufe-
transformed weights over univariate associations is somewhat surprising. A previous study 
has suggested that the predicted outcomes of predictive models is substantially more reliable 
than the functional connectivity features themselves (Taxali et al. 2021). Here, we speculate 
that the predicted behavioral measures might even be more reliable than the raw behavioral 
measures themselves. The reason is that the regularization of many predictive models serves 
to “shrink” the predicted outcomes towards the population mean, which should increase 
reliability. If predicted behavioral measures are more reliable than raw behavioral measures, 
then the covariance of the predicted behavioral measures with FC (i.e., haufe-transformed 
weights) should be more reliable than the correlation between raw behavioral measures and 
FC (i.e., univariate associations). 
 
It is also worth mentioning that Tian and Zalesky (2021) found that the ICC of Haufe-
transformed weights remained lower than 0.4 across split-half of 800 participants (i.e., two 
groups of 400 participants), which is consistent with our results (see sample size of 400 in our 
Figures 1 and 2). Not surprisingly, we obtained higher reliability with larger sample sizes. 
More specifically, with a sample size of about 2600 participants, Haufe-transformed weights 
achieve average intra-class correlation coefficients of 0.75, 0.57 and 0.53 for cognitive, 
personality and mental health measures respectively (Figure 1). Overall, the use of Haufe-
transformed weights might help to alleviate reliability issues in neuroimaging studies 
(Kharabian Masouleh et al. 2019, Marek et al. 2022).  
 
There is not an empirical trade-off between feature importance reliability and 
prediction accuracy 

We found that behavioral measures that are predicted better also enjoy better feature 
importance reliability (Figure 4). This appears to contradict Tian and Zalesky (2021), who 
found that FC-based prediction using lower resolution atlases (compared with higher 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted August 11, 2022. ; https://doi.org/10.1101/2022.08.08.503167doi: bioRxiv preprint 

https://doi.org/10.1101/2022.08.08.503167
http://creativecommons.org/licenses/by-nc-nd/4.0/


resolution atlases) had higher feature importance reliability but lower prediction accuracy, 
thus suggesting a potential trade-off between prediction accuracy and feature importance 
reliability. While we do not dispute their results, we believe that their conclusion on a trade-
off is premature. For example, as can be seen in Figure 2 of Tian and Zalesky (2021), kernel 
ridge regression enjoyed better prediction accuracy and feature importance reliability than 
connectome-based predictive modelling. In our current study, within a behavioral domain, 
there was no clear relationship between prediction performance and feature importance 
reliability across regression algorithms (Table 1). Overall, these empirical results show that it 
is possible to achieve high prediction accuracy and high feature importance reliability, 
suggesting that there is not necessarily a trade-off between prediction accuracy and feature 
importance reliability. 
 
There is not a theoretical trade-off between feature importance reliability and 
prediction accuracy 

Eq. (1) shows that feature importance reliability is necessary but not sufficient for obtaining 
the “correct” feature importance (or low feature importance error). More specifically, feature 
importance error can be decomposed into a bias term and a variance term, where the variance 
term is the opposite of feature importance reliability. Consequently, low feature importance 
variance (i.e., high feature importance reliability) is necessary but not sufficient for low 
feature importance error.  
 
This result echoes previous studies in neuroimaging (Noble et al. 2017), as well as other 
areas of quantitative research (Kirk and Miller 1986), demonstrating that reliability is not the 
same as validity. To give an extreme example, if we utilized an extremely strong 
regularization in our regression models, the regression weights would be driven to zero. In 
this scenario, the feature importance (regression weights) would be highly reliable across data 
samples, but the feature importance would not be valid or close to the ground truth values 
(derived from the ground truth generative process).   
 
In the case of linear models, we further showed in Eq. (2) that higher feature importance error 
(operationalized by original regression weights) leads to worse prediction accuracy, up to a 
rotation and scaling by the feature covariance matrix. In Eq. (4), we showed that higher 
feature importance error (operationalized by Haufe-transformed weights) leads to worse 
prediction accuracy, up to a scaling of the eigenvalues of the feature covariance matrix.  
 
Overall, these theoretical results suggest that at least in the case of linear models, there is no 
fundamental trade-off between feature importance reliability and prediction accuracy. In fact, 
improving prediction performance might even reduce feature importance error and potentially 
improve feature importance reliability. However, given finite sample sizes, this might not  
always empirically be true (Table 1).  
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Appendix 
 
Proof of Eq. (1): Bias variance decomposition of feature importance error 
In this appendix, we will provide proof of Eq. (1), which decomposes the feature importance 

error ����� � ����� � ���� into a bias term ��� � ��
����� � ��

�� and a variance term 

�� ���� � ��
����� � ��

���.   
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where the last equality is true because �� ���� � ��
����� � ��

��� �  ��� � ��
�����

� � ��
�� � 0. 

 
Proof of Eq. (2): Relationship between prediction error and regression weights error 
In this appendix, we will provide proof of Eq. (2), which establishes the relationship between 
the prediction error ����,��� � � ���� and regression weights error Δ���, assuming an 
underlying linear model. 
 
����,��� � � ����

 

� ����,��� � � ! � � ����
 

� ����,���Δ��� � !���, where Δ��� �  � �  � 

� ����,��!�� � ����,� ���Δ������ � 2 ( ����,��! ( �Δ����
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� '
�!� � ����,��Δ�����Δ����, because ��,�! ( �� � ��,��!���,��� � 0                     
� '
�!� � ���Δ��� ( �)'*� ( Δ����,  
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Supplementary Materials 
 
Table S1. Distribution of the included samples (n=5260) by site and scanner 

ABCD Site Make Model N Site-cluster  

16 Siemens Prisma 631 A 

13 GE Discovery MR750 389 B 

4 GE Discovery MR750 452 C 

22 GE Discovery MR750 26 C 

14 Siemens Prisma/Prisma fit 287 D 

15 Siemens Prisma fit 190 D 

6 Siemens Prisma fit 311 E 

9 Siemens Prisma fit 201 E 

10 GE Discovery MR750 403 F 

11 Siemens Prisma 228 F 

3 Siemens Prisma 356 G 

5 Siemens Prisma fit 183 G 

2 Siemens Prisma fit 220 H 

7 Siemens Prisma fit 172 H 

8 GE Discovery MR750 184 I 

20 Siemens Prisma/Prisma fit 286 I 

12 Siemens Prisma fit 283 J 

18 GE Discovery MR750 215 J 

21 Siemens Prisma fit/Prisma 251 J 
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Figure S1. Test-retest reliability of feature importance of LASSO models across different 
sample sizes, interpretation methods, and behavioral domains: (A) cognition, (B) personality, 
and (C) mental health. Same as Figure 1, except using lasso as the prediction model. Test-
retest reliability was computed as interclass correlation coefficients (ICC) of feature 
importance obtained from two non-overlapping split-halves of the dataset. After splitting, 
data were randomly subsampled to show the effect of sample size on feature importance 
reliability. Full data without subsampling was reported as a sample size of ~2630. “~” was 
used because the two halves have similar (but not exactly the same) sample sizes that 
summed to 5260 (total number of subjects). Note that BWA t-statistics (tstats) were 
computed independent of regression models and are therefore the same across Figures 1, 2 
and S1. Overall, across different sample sizes and behavioral domains, Haufe-transformed 
weights were more reliable than BWA t-statistics, which were in turn more reliable than 
regression weights.  

 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted August 11, 2022. ; https://doi.org/10.1101/2022.08.08.503167doi: bioRxiv preprint 

https://doi.org/10.1101/2022.08.08.503167
http://creativecommons.org/licenses/by-nc-nd/4.0/

