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Abstract

Agent-based models (ABMs) are an increasingly important tool for understanding the
complexities presented by phenotypic and spatial heterogeneity in biological tissue. The
resolution a modeler can achieve in these regards is unrivaled by other approaches.
However, this comes at a steep computational cost limiting either the scale of such
models or the ability to explore, parameterize, analyze, and apply them. When the
models involve molecular-level dynamics, especially cell-specific dynamics, the
limitations are compounded. We have developed a global method for solving these
computationally expensive dynamics significantly decreases the computational time
without altering the behavior of the system. Here, we extend this method to the case
where cells can switch phenotypes in response to signals in the microenvironment. We
find that the global method in this context preserves the temporal population dynamics
and the spatial arrangements of the cells while requiring markedly less simulation time.
We thus add a tool for efficiently simulating ABMs that captures key facets of the
molecular and cellular dynamics in heterogeneous tissue.

Author summary

Agent-based models (ABMs) are an important tool for understanding how cells and
molecular compounds interact to produce complex, emergent behavior. The principal
feature of ABMs that set them apart from other types of models is their ability to
capture the diversity of cells in a tissue. However, this feature comes at the cost of long
simulation times, reducing the ability to apply the findings of these models to improve
our understanding of living organisms. We present here a means of simulating ABMs
using a more efficient method, called the global method, when the cells are undergoing
discrete, phenotypic changes in response to molecular cues. We demonstrate that the
global method preserves the key features of the ABM while performing simulations
much faster. This allows for more efficient testing of biological hypotheses in a
mathematical framework that captures key facets of the diversity in biological tissue.

Introduction 1

Agent-based models (ABMs) are a fixture in mathematical biology, having grown in use 2

and significance dramatically over the past two decades. Their ability to capture 3

biological processes across spatial and temporal scales make them well-suited for 4

exploring the complex dynamics of living tissue [1]. A critical feature of this interplay is 5

the incredible level of phenotypic diversity of the cells that constitute biological tissue. 6
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This heterogeneity has many sources: genes, cellular specialization, environmental 7

factors, etc. ABMs must be constructed to contain sufficient levels of heterogeneity so 8

that the insights gleaned from them can be reliably applied to the biological system 9

they attempt to describe. 10

The trade-off is that ABMs are computationally expensive when compared to other 11

modeling approaches such as differential equation models. This typically limits ABMs 12

run on a desktop workstation to around 106 cells [2], despite one cubic centimeter of 13

tissue containing upwards of 108 cells [3]. To push ABMs to the giga-scale [4], it is 14

necessary to develop techniques that can reduce the cost of simulating ABMs. 15

Many modelers have been discussing and putting forth strategies for speeding up 16

ABM simulation time or tasks requiring simulations of ABMs. These techniques include 17

modeling a small-but-relevant region of the tissue [5], partitioning the microenvironment 18

into compartments without internal spatial resolution [6], and others. Targeting the 19

specific task of parameters estimation, [7] laid out an efficient means for performing 20

Bayesian inference on an ABM. In [8], we developed and analyzed what we refer to as 21

the global method for handling molecular dynamics in an ABM, and this method 22

resulted in orders of magnitude speedup. This method is best suited for ABMs that 23

require simulating reactions at the cell surface and/or intracellular signaling pathways. 24

The traditional way of simulating such ABMs, which we call the local method, is to 25

solve a system of ordinary differential equations for every cell at every time step. The 26

global method reduces the computational time compared to the local method by 27

averaging the molecular state variables across cells in a region of the microenvironment 28

before solving the governing differential equations and applying the result to those cells. 29

In [8], we explored two model systems in which these molecular dynamics resulted in 30

continuous changes to cellular dynamics by modulating proliferation, apoptosis, and 31

symmetric division rates. Among the many questions this left open regarding the 32

applicability of the global method, a critical one was how it performed when the 33

molecular level caused discrete changes at the cellular level. That is, can the global 34

method perform well when the molecular level causes phenotypic changes in cells such 35

as a transition between states? 36

One of the most fundamental features of life is the need for oxygen. In the absence 37

of oxygen, cells can undergo various changes to adapt to the stress induced by a hypoxic 38

environment [9–12]. In other words, cells often change states based on the presence or 39

absence of oxygen. Because of the ubiquity of this process in biological tissue, we choose 40

it to explore how the global method performs in the context of phenotype switching. 41

We will look at cells growing near vasculature that generates an oxygen gradient as 42

oxygen extravasates, diffuses and degrades, exchanges with the cells, and is finally 43

metabolized by the cells. Cells that acquire sufficient oxygen, will remain in a 44

proliferative state whereas those that do not will transition to a quiescent state that is 45

non-proliferative. We will also explore how the global method works when the quiescent 46

cells can act with a level of agency by moving towards the oxygen source in an effort to 47

return to the proliferative state. Finally, we also allow the proliferating cells to cluster 48

together by following a gradient of a second substrate, called a quorum factor, that is 49

secreted by all cells. 50

We also introduce a hybrid method that combines pieces of each method by using 51

the local method to solve cell-independent molecular dynamics and then using the 52

global method to solve cell-dependent dynamics. The hybrid method thus focuses on 53

the greatest computational savings provided by the global method while retaining more 54

molecular spatial heterogeneity than the global method. 55
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Methods 56

Agent-based model 57

We use an on-lattice ABM with reflecting boundary conditions to explore how the 58

global method performs when phenotypic switching can occur throughout a simulation. 59

There are two types of agents in this model: proliferating and quiescent cells. 60

Proliferating cells proliferate, move, and die at fixed rates given in Table 1. Quiescent 61

cells do not proliferate and their death and movement rates are orders of magnitude 62

slower than those for proliferating cells (Table 1).

Name Description Value

p proliferation rate of proliferating cells 2 d−1

d apoptosis rate of proliferating cells 2× 10−3 d−1

m movement rate of proliferating cells 2 µmmin−1

dQ death rate of quiescent cells 2× 10−5 d−1

mQ movement rate of quiescent cells 0.2 µmmin−1

Csys
concentration of oxygen in systemic
circulation

38mmHg

f
fluid exchange rate of oxygen across
capillary walls

20min−1

D diffusion coefficient of oxygen 1× 105 µm2 min−1

λ degradation rate of oxygen 0.1min−1

h spatial discretization on lattice 20µm
u uptake rate of oxygen 10min−1

s secretion rate of oxygen 10min−1

kaer rate of aerobic respiration 1× 10−6 mmHg−5min−1

Ithresh quiescence threshold 5mmHg

Imin
threshold below which the quiescence
rate is at a constant, maximal rate

2.5mmHg

Imax
threshold above which the quiescence
rate is 0

7.5mmHg

qmax maximal quiescence rate 0.01min−1

Table 1. Parameter values.

63

The simulation advances by a Gillespie algorithm, randomly deciding on the next 64

time step given the sum of all rates in the model. The one event for that time step is 65

chosen randomly with weights given to each event for each agent based on the rate of 66

that event. The model advances forward in time through such time steps until the next 67

randomly chosen time step moves the simulation past the predetermined end time, in 68

which case no cell events are performed. 69

Molecular dynamics 70

Since the molecular dynamics are assumed to be much faster than the cellular dynamics, 71

the model uses a quasi-equilibrium assumption during the above event selection process. 72

That is, the molecular dynamics are updated at regular intervals and are assumed 73

constant throughout one such interval. The length of these intervals is approximately 74

∆tmol as explained below. 75
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The main substrate in this model is oxygen and there are four differential equations 76

that it obeys: pharmacokinetics (PK), diffusion, cellular exchange, and intracellular 77

signaling, i.e. cellular metabolism. We also include a second substrate, quorum factor, in 78

some simulations that only undergoes diffusion and cellular exchange. These are solved 79

in this order, repeating as necessary until the next time to update the cellular dynamics. 80

One iteration through this repetition updates each individual reaction by a set time step. 81

Within that update, each reaction follows its own time step to advance with this time 82

step chosen to achieve numerical stability. By fixing this reaction-specific time step, we 83

can perform pre-computations that reduce the computational costs, paritcularly for the 84

analytic solutions relying on a matrix exponential. The techniques used to solve each of 85

these differential equations in the two methods is summarized in Table 2. 86

Differential Equation Local Hybrid Global

Pharmacokinetics Matrix exponential
Diffusion LOD method Matrix exponential
Cellular exchange Matrix exponential
Internal ODE Direct Euler

Table 2. Solvers used for each differential equation in the methods.

We also make use of a hybrid method. This method maintains the full spatial 87

resolution of the substrate in the microenvironment for the PK dynamics and diffusion, 88

using the same techniques as the local method to solve these as described below. It then 89

applies the techniques of the global method to solve the cellular exchange and 90

intracellular signaling differential equations. 91

Regions: coarse-graining the microenvironment 92

Both the global and hybrid methods require partitioning the microenvironment into 93

regions. That is, each lattice site is assigned to a single region (see Fig 1A). The average 94

of the molecular state variables within each region will be used to solve the differential 95

equations, rather than the specific concentrations at each lattice site and cell. The 96

choice of regions can be made in any way, but different choices will lead to different 97

levels of agreement with the local method. In this work, we shall make use of two 98

choices of regions depending on the location of vasculature in the simulation. For the 99

majority of our work, we shall assume that the vasculature is located at the bottom of 100

the microenvironment, i.e., at ymin in 2D simulations and at zmin in 3D simulations. 101

Under this vasculature assumption, regions will be layers stacked on top of one another, 102

each one cell thick. We shall also consider the case in which vasculature surrounds the 103

growing cells. In this case, regions will be chosen as concentric annuli around the center 104

of the microenvironment in two dimensions. For three dimensions, we will use 105

concentric spherical shells. 106

In both assumptions about vasculature, the regions can be understood as subsets of 107

lattice sites with equal access to oxygen. This is borne about when looking at 108

simulations of the local method (Fig S1 Fig). When we introduce a quorum factor, first 109

solve the ABM using the local method for the quorum factor dynamics because it is not 110

clear a priori what regions could be constructed in which that substrate is 111

approximately constant. After observing these dynamics, we then choose an appropriate 112

region scheme to solve the quorum factor dynamics using the global method. 113

Pharmacokinetics 114

Pharmacokinetics (PK) describes how the substrate can enter the microenvironment 115

from outside the microenvironment (Fig 1B). Here, we assume that the body provides a 116
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Fig 1. Schematic comparison of the two methods. A. Schematic of regions in
the global method when the vasculature is at the bottom boundary. The red line along
the bottom indicates the location of the blood vessel. The monochrome rectangles
represent regions used in the global method. The discs represent agents in the model.
The shading of each region indicates the average oxygen concentration within. The
shading of each agent represents the internalized concentration. The bottom-most
region is the only region containing perivascular lattice sites. All of the lattices sites in
the bottom region are perivascular. B-E. Schematic comparison of how the local (left
column) and global (right column) methods treat the four molecular-level dynamics.
B-C. In the local/global methods, PK dynamics update perivascular sites/regions (B)
and diffusion occurs between neighboring sites/regions (C). D-E. The local method
solves the exchange and then intracellular dynamics for each cell individually. The
global method solves these once per region.

constant source of blood and oxygen to the capillaries running through the 117

microenvironment. That is, the circulation concentration of oxygen, Csys is treated as a 118

constant. We also assume that passive diffusion is responsible for oxygen crossing the 119

capillary walls in either direction. Thus, the PK for this model is given by the single 120

ODE in Eq 1 where C represents the concentration at any perivascular lattice site and 121

f is a parameter controlling the rate of exchange of oxygen between the blood and 122

interstitium. 123

C ′ = f · (Csys − C) (1)

When using the local method, we solve this equation for each perivascular lattice site, 124

which can be solved efficiently using the analytic solution and vectorization in 125

MATLAB. In the global method, Eq 1 still holds, but only for those regions that are 126

perivascular. We define regions so that either all of the lattice sites or none of the 127

lattice sites in a region are perivascular (Fig 1A). 128

In most of our vasculature schemes, a lattice site being perivascular is a Boolean 129

property of the given site, i.e., it is or is not perivascular. In our final example using a 130

spherical shell of vasculature, this binary approach results in a non-uniform density of 131

vasculature on the shell due to the incompatibility of a sphere and a lattice. In this 132

example, we instead assign to each lattice site a non-negative value quantifying the 133

volume of vasculature at that lattice site where a value of 0 signifies the lattice site is 134

not perivascular and larger positive values indicate closer proximity to vasculature. 135

Calling this value p for a given lattice site, we replace f in Eq 1 with p · f . For the 136

global method, we average across a given region all the values of p assigned to each 137

lattice point in the region. This average, p̄, is used to replace f with p̄ · f for this region. 138

Diffusion 139

Diffusion describes the dynamics of the substrate within the microenvironment in the 140

absence of cells (Fig 1C). We assume that once oxygen is in the microenvironment, it 141

diffuses freely throughout and also undergoes spontaneous degradation. This 142

degradation could be interpreted as metabolism by cell types other than those 143

considered explicitly in the ABM. Thus, the diffusion equation is given by Eq 2 144

Ct = D∆C − λC (2)

together with a no-flux, or Neumann, boundary condition. When using the local 145

method, we solve this PDE with a locally one-dimensional (LOD) method. In the global 146

method, however, we discretize the Laplacian using a standard stencil and use that to 147

rewrite Eq 2 as a system of ODEs describing the average concentration of oxygen within 148

August 19, 2022 5/15

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted August 23, 2022. ; https://doi.org/10.1101/2022.08.22.504898doi: bioRxiv preprint 

https://doi.org/10.1101/2022.08.22.504898
http://creativecommons.org/licenses/by/4.0/


each region. The resulting system for the oxygen concentrations in region i, Ci, is given 149

by Eq 3. 150

C ′
i = 2 ·#dimensions · D

h2

 n∑
j=1

pij(Cj − Ci)

− λCi (3)

where #dimensions is the number of dimensions simulated in the ABM (we use both 2- 151

and 3-dimensional simulations here), h is the spatial discretization of the lattice, and pij 152

is the proportion of region i neighbors located in region j. In other words, weight the 153

diffusion based on how much region i neighbors region j. The matrix pij need not be 154

symmetric in general, but it is often sparse as most regions only neighbor a small subset 155

of all regions. Eq 3 is linear and so the analytic solution can be readily used. 156

Furthermore, since the entries in the defining matrix of this system of ODEs is fixed 157

once the regions are decided, its matrix exponential for a given time step can be 158

pre-computed and reused throughout the simulation. 159

Cellular exchange 160

Cellular exchange describes how cells affect the concentration of the free substrate in 161

the microenvironment as well as any uptake of the substrate into the cells (Fig 1D). 162

Here, we assume that oxygen diffuses passively through cell membranes and that the 163

oxygen inside the cell is well-mixed. Thus, we use Eq 4 to describe how the 164

concentration in and around each cell changes due to cellular exchange. In this equation, 165

C represents the concentration of oxygen in the microenvironment at the lattice site 166

and I represents the internalized concentration of oxygen in the cell at that lattice site. 167

C ′ = −uC + sI

I ′ = uC − sI
(4)

When using the local method, we solve this equation for each cell. Due to the linearity 168

of this equation, we can even solve this equation using a matrix exponential. By using a 169

fixed time step for solving this equation, then we can store this matrix exponential to be 170

reused for the entire simulation. 171

In the global method, Eq 4 is used for each (region, type) pairing with the state 172

variables representing the average concentrations within a region i occupied by cell type 173

k. The same matrix exponential as in the local method can be used for each (region, 174

type) pair. This then produces a solution to the extracellular concentration within 175

region i for each cell type k, which must be combined to get a new average 176

concentration in the region. To do this, we set qik to be the proportion of region i 177

occupied by cell type k and let Cik(t) be the extracellular component of the solution on 178

t ∈ [0, tf ]. Note that the qik will vary throughout the simulation due to cellular events 179

such as proliferation, apoptosis, and movement. The final average concentration across 180

all of region i is then the weighted average of these concentrations at tf and the 181

unchanged initial concentration Ci(0) = Cik(0) from the unoccupied sites of region i. It 182

is given in Eq 5. 183

Ci(tf ) =
∑
k

qikCik(tf ) +

(
1−

∑
k

qik

)
Ci(0)

= Ci(0) +
∑
k

qik (Cik(tf )− Cik(0))

(5)

In Eq 4, it is possible that the uptake and secretion rates vary by cell type, e.g. 184

u = uk. In our model, we assume that proliferating and quiescent cells do not differ in 185

these parameters. 186
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In the hybrid method, we perform the same steps as in the global method, but due 187

to the spatial resolution we keep through diffusion, we can then apply average the 188

extracellular concentrations for each (region, type) pairing to that specific set of lattice 189

sites rather than averaging across each region using Eq 5. 190

When we consider a quorum factor, we assume that cells secrete this factor at a 191

constant rate independent of any internalized concentration and that there is no need to 192

track cellular uptake. Thus, we call this an export process, borrowing nomenclature 193

from PhysiCell, and it is described simply by Eq 6. We use the explicit solution of this 194

equation to update the concentration of the quorum factor at all lattice sites containing 195

a cell after solving the exchange equation and before moving on to the intracellular 196

signaling. In the global method, these contributions are averaged across each region. 197

C ′ = e (6)

Intracellular signaling 198

Intracellular signaling describes any reactions that occur with at least one molecular 199

state variable that is unique to that cell, for example cell surface receptors or proteins in 200

a signaling pathway (Fig 1E). Since oxygen is used by cells in aerobic respiration, that 201

is the intracellular signaling in our model. Because our goal is to demonstrate the 202

viability of the global method, we take a simplified approach to this well-established 203

chemical reaction, assuming that all cells have a constant amount of glucose and so the 204

intracellular ODE is just in the single state variable, I, representing the internalized 205

oxygen concentration. It is given in Eq 7. 206

I ′ = −kaerI
6 (7)

where kaer determines the rate of this reaction and thus combines both the assumed 207

constant glucose concentration and the actual rate of the reaction. While this equation 208

is separable, we do not solve it with that method because that does not generalize to 209

most intracellular reactions. We instead use the direct Euler method. While the local 210

method solves Eq 7 once per cell, the global and hybrid methods solve this once for each 211

(region, type) pair. 212

Solving the global method in a single ODE 213

With the global method, it is possible to solve the molecular dynamics for a given 214

substrate with a single ODE. The state variables are the mean internalized 215

concentrations for each (region, type) pair as well as one concentration per region for 216

the freely diffusing substrate. This makes for a total of nregions × (ncell types + 1) state 217

variables. All of the equations describing the global method are summed up with one 218

exception. The effects of cellular exchange are continuously averaged across the entire 219

region rather than making temporary concentrations for the diffusing substrate 220

accessible to each cell type. This allows for accurate PK and diffusion dynamics which 221

are being updated at the same time as the exchange dynamics. To accomplish this, we 222

use Eq 8. As above, i indicates values in region i, k indicates values associated with cell 223

type k, and qik is the proportion of region i that is occupied by cell type k. 224

C ′
i =

∑
k

qik (−uCi + sIik) .

I ′ik = uCi − sIik

(8)
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Quiescence 225

After each time the molecular dynamics are solved, all cells are checked to see if their 226

internal oxygen levels result in a phenotype change. We do this by comparing the 227

internal oxygen concentration against a threshold value, Ithresh. Any proliferating cells 228

below this threshold are relabeled as quiescent; quiescent cells above the threshold are 229

relabeled as proliferating. 230

We also consider the case where quiescence is treated as an event (like proliferation, 231

movement, and apoptosis) rather than being determined by the internalized oxygen 232

concentration. For this, we assume that above a threshold Imax, a cell will not become 233

quiescent, so the quiescence rate is 0. Below a threshold Imin < Imax, a cell has a 234

constant, maximal quiescence rate of qmax. For Imin < I < Imax, the quiescence rate is 235

linearly interpolated between these two value so that it looks like a ramp-down function. 236

Results 237

Quiescence as an intracellular threshold 238

To show the accuracy and speed of the global method, we begin using both the local 239

and global methods to simulate a growing group of cells on a 100× 100 lattice over five 240

days with 8 samples of each method. Oxygen enters the microenvironment from the 241

bottom boundary where we assume the only relevant vasculature is. Using this 242

information, we set up the global method so that the regions are level sets of the 243

distance from lattice points to the blood vessel, i.e. each region is a horizontal strip one 244

cell width wide (see Fig 1A). In solving the four differential equations in the global 245

method, we solve them sequentially in the same manner as we do the local method. All 246

the differential equations in the global method are solved using a matrix exponential 247

except the intracellular signaling for which we use direct Euler. The same methods are 248

used for the local method except the diffusion equation is solved using an LOD method. 249

The agreement between these two methods on cell counts is apparent throughout the 250

simulation and they never differ in average by more than 5% in the proliferating 251

compartment (Fig 2AC) or by more than 10% in the quiescent compartment (Fig 2BD). 252

On internalization of oxygen by cell type, the agreement is even stronger with the 253

relative difference being bounded by 4% and 2% for proliferating and quiescent cells, 254

respectively (Fig S2 FigA-D). We also show that the concentration of oxygen 255

throughout the microenvironment is similarly preserved by the global method (Fig S2 256

FigEF). This agreement is further corroborated by the cellular events underlying the 257

population dynamics (Fig S3 Fig). 258

The spatial arrangements of the two cells types are in agreement between the two 259

methods in terms of average distance to vasculature (Fig 2EF). One difference between 260

the two methods that can be observed in comparing Figures 2IJ is that the regions in 261

the global method are more homogeneous than the corresponding locations in the local 262

method. That is, a single rectangular strip in the global method is much more likely to 263

be all proliferating or all quiescent (Fig S4 Fig). When we look at the relative 264

codensities, however, we see that this difference does not translate into a difference in 265

proximity to the other cell type (Fig S5 FigA). 266

When we look at the wall times for these simulations, we see that the local method 267

takes 5 times as long as the global method (Fig 2G). If we use MATLAB’s ode45 268

instead of the matrix exponential to solve all the ordinary differential equations in both 269

methods, the local method takes 350 times as long as the global method (Fig 2H). Even 270

if ode45 is used just for the intracellular signaling, the local method still takes 334 271

times longer (Fig S6 Fig). 272
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Fig 2. The global method agrees with the local method. Eight samples of each
method are shown. Shaded area in A-F represents ±1 SD from the mean. A.
Proliferating cell population in both methods. B. Quiescent cell population. C-D.
Percent difference from the average population in the local method. E-F. Mean distance
of proliferating (E) and quiescent (F) cells from the vasculature at the bottom of the
microenvironment. G. Wall time of each method when using direct Euler to solve the
intracellular signaling ODEs. H. Wall time of each method when using a Runge-Kutta
method to solve the intracellular signaling ODEs for only 2 minutes. I-J. Snapshots of
the local (I) and global (J) methods at t = 2d. Proliferating cells are in blue, quiescent
cells are in orange.

Quiescence as an event 273

To test if the global method can capture the intra-region heterogeneity observed in the 274

local method (Fig S4 Fig) while still maintaining accuracy, we change quiescence so that 275

it is an event cells can undergo, analogous to proliferation, death, and movement. In 276

this way, quiescence is a stochastic process that is not solely determined by the region a 277

cell occupies. We see that the two methods have similar levels of agreement as before, 278

though the global method maintains a 5% difference in the proliferating compartment 279

through Day 5 (Fig 3). The snapshots at Day 2 show noticeable cellular heterogeneity 280

within certain regions for both methods (Fig 3HI). Indeed, the two methods show very 281

similar intra-region heterogeneity (Fig S4 Fig) and the relative codensities of each cell 282

type remain in agreement as well (Fig S5 FigB).

Fig 3. The global method agrees with the local method when quiescence is
modeled as an event. Eight samples of each method are shown. Direct Euler was
used to solve the intracellular signaling ODE. See caption for Fig 2.

283

For all of these setups, we can also use the hybrid method. While the hybrid method 284

is slower than the global method, it still outperforms the local method (Fig S7 FigG), 285

maintains accuracy at the macroscale (Fig S7 FigA-F), and also captures some of the 286

microscale dynamics around individual cells (Fig S7 FigIJ). 287

Chemotaxis 288

To test the validity of the global method in a context where cells can move along 289

gradients at the molecular level, we allow for the quiescent cells to chemotax along the 290

oxygen gradient. Across all our metrics, we continue to see agreement between the two 291

methods (Fig 4A-F). This includes the quiescent compartment migrating en masse 292

towards the blood vessel at the bottom (Fig 4F). Note how the average distance 293

approaches 500 µm in both methods whereas previously the average distance was closer 294

to 1000 µm (Fig 2F and Fig 3F). This is because the quiescent compartment shows 295

similar preferences for moving along the oxygen gradient (Fig 4GH). In these 296

simulations, the global method is three times faster than the local method (Fig S8 297

FigA). The intracellular signaling ODEs were solved using the direct Euler method. 298

Quorum factor 299

To continue adding complexity to the model in an effort to further test the global 300

method, we allow proliferating tumor cells to respond to a secreted substrate we call a 301

quorum factor by chemotaxing along that gradient. This will cause the proliferating 302

tumor cells to cluster together. The molecular dynamics for this quorum factor only 303
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Fig 4. The global method agrees with the local method when quiescent cells
chemotax along the oxygen gradient. Eight samples of each method are shown.
Direct Euler was used to solve the intracellular signaling ODE. A-F. See caption for Fig
2. G-H. Distribution of all proportions of moves that are along the oxygen gradient by
type in the local (G) and global (H) method. Specifically, for each sequence of moves an
agent performs while in a single state, the proportion of those moves along the gradient
is computed. These proportions are concatenated across all eight samples. Note: spikes
in the quiescent histograms correspond to rational numbers with small denominators,
e.g., 2/3 and 3/4. I-J. Snapshots of the local (I) and global (J) methods at t = 5d.
Snapshots are given at a later time point to show the effect of chemotaxis. Proliferating
cells are in blue, quiescent cells are in orange.

include diffusion, degradation, and export by both proliferating and quiescent cells. We 304

also implement this in a 3D microenvironment where the vasculature is assumed to be a 305

spherical shell surrounding the center of the microenvironment. In these simulations, we 306

initialize the agents in the center of the microenvironment to grow a spheroid. Because 307

of these modeling assumptions, we define regions in the global method for oxygen 308

dynamics based on the distance from the center of the microenvironment. In so doing, 309

we partition in the microenvironment into 60 concentric spherical shells–the 3D 310

analogue of annuli–with the outermost shells being disconnected because they would 311

otherwise extend beyond the microenvironment box. For quorum factor, because we 312

know from the running the local method that the agents will form a spheroid, we also 313

use concentric shells for regions when solving the quorum factor dynamics. We only 314

present simulations that used the global method to solve the quorum factor dynamics, 315

choosing to continue focusing on the differences in the local and global methods in 316

solving the oxygen dynamics. It is entirely possible to simulate the model with a using 317

different methods for different substrates. 318

The two methods produce qualitatively similar results though the global method 319

produces slightly more proliferating cells and fewer quiescent cells (Fig 5A-D). When we 320

look at the simulations at Day 15 (Fig 5HI), we see that the spheroids look qualitatively 321

similar despite the difference in cell counts. We also compare the radius of the quiescent 322

core as wells as the thickness of the proliferating shell between the two methods. These 323

are common features of tumor spheroids, a model commonly used in studies of cancer. 324

Not only do we see a similarity from the snapshots in Fig 5HI, but we also see that the 325

two methods agree across the simulation (Fig 5EF). 326

The simulations using the global method were on average 12 times faster than those 327

using the local method (Fig 5E). Recall, that this difference is only attributable to using 328

the global method for oxygen dynamics as the quorum factor dynamics are always 329

solved using the global method. Furthermore, the difference in cell counts noted above 330

means the global method has more events to simulate because quiescent cells neither 331

proliferate nor undergo quiescence. Quiescent cells also have slower apoptosis and 332

movement rates. Finally, the intracellular signaling dynamics were solved using direct 333

Euler; a Runge-Kutta method or other more sophisticated ODE solver would result in 334

an even greater difference in wall time. 335

Discussion 336

We have shown here that the global method for simulating ABMs is sufficiently robust 337

to handle discrete effects of the molecular scale on the cellular scale. In doing so, we 338

extend the class of ABMs for which this method can prove useful. We also demonstrated 339

that the global method can successfully capture the process of chemotaxis along a 340
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Fig 5. The global method agrees with the local method when vasculature
surrounds the microenvironment in 3D. Eight samples of each method are shown.
Direct Euler was used to solve the intracellular signaling ODE. See caption for Fig 2. E.
Mean thickness of the proliferating shell. Measured by computing the difference in
maximal and minimal distances of proliferating cells from the center of the
microenvironment within each subset of a partition of the microenvironment and using
a weighted average thereof. F. Mean distance of quiescent cells from the center of the
microenvironment.

gradient, even when the dynamics for that substrate are solved using the global method. 341

The global method has previously been shown to work well in the context of 342

continuous changes to cell fate decisions [8]. Though continuous changes need not be 343

understood as small changes, they are nonetheless categorically different from a common 344

occurrence in cellular biology: change of state. This adds a level of complexity to the 345

modeled system that the global method needed to be carefully crafted to address. As 346

cells change states, the processes they engage in and the rates at which they undertake 347

these processes can change. Thus, a natural question for the global method is whether it 348

can successfully capture these changes in its coarse-grained version of the system. 349

We took one of the most fundamental biologically processes that results in a discrete 350

change to cell states, aerobic respiration, and used that as our paradigm for phenotype 351

switching. This process is well-studied and of interest across fields in biology as 352

production of energy is essential for life. By creating an ABM in which proliferating 353

cells switch to a quiescent state in a hypoxia-dependent manner, we showed that the 354

global method quickly and accurately reproduces the local method. 355

When relying on a direct Euler method for solving the nonlinear intracellular 356

signaling ODEs, the global method outperformed the local method with approximately 357

a fourfold speedup. The speedup magnified to over 300-times when we switched to an 358

adaptive Runge-Kutta method, which many nonlinear ODEs would require for an 359

accurate solution. We acknowledge that the task at hand, solving intracellular signaling 360

ODEs for each cell, is embarrassingly parallel, opening up the possibility for parallel 361

computing to reduce this speedup. However, the common concern for simulation time of 362

an ABM is not around how long a single simulation requires, but how long an entire 363

cohort of simulations requires. This is because many samples from the solution space 364

must be drawn to understand the distribution imposed by the stochastic effects. These 365

cohorts, in turn, are often one of many for any number of higher-level goals such as 366

parameter estimation or therapy design. Thus, even though parallel computing can 367

reduce the wall time of a single simulation, it still uses computing resources that could 368

otherwise be spent solving another simulation at the same time. 369

By looking at both the growth dynamics and the spatial distribution of cells, we 370

observe that the global method produces accurate simulations with respect to the local 371

method. Across most of the metrics we look at, the percent difference between the two 372

methods does not exceed 10%. Even in cases where it does, the qualitative behavior 373

between the two methods is strikingly similar. We have included videos of the 374

simulations with the online version that the reader can compare. That the two methods 375

have qualitative agreement means that similar conclusions can be drawn using either 376

method. For example, sensitivity to specific parameters will be preserved between the 377

two methods, even if the they differ quantitatively. 378

We also explore how cell state-dependent chemotaxis affects the accuracy of the 379

global method. Chemotaxis is a common feature of many ABMs with molecular 380

dynamics. It also adds an additional level of interplay between the molecular and 381

cellular levels that affects agent location. This creates a feedback loop in which the 382

oxygen gradient affects the agent location, which then affects the oxygen gradient near 383
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the agent at its new position. We see that the global method closely follows the local 384

method in the resulting motion of the cells. 385

We finally show that the global method works in the context of phenotype switching 386

for 3D simulations with vasculature surrounding the growing spheroid. The global 387

method reproduced the two layers of the growing spheroid from the local method: a 388

hypoxic core and a normoxic outer shell. Thus, the global method can capture 389

geometries that are not linear. 390

The global method still has room for improvements and future innovations to be 391

adaptable to a wider range of phenomena. As one example, the parameters governing 392

cells can vary from cell-to-cell within a given cell type as is the case in studies that 393

include evolution [13–15]. If these parameters affect the cellular exchange or the 394

intracellular signaling modules of the molecular dynamics, then the mean dynamics of 395

these processes depend on the distribution of state variables as well as parameters. One 396

possible approach would be to incorporate stochastic signaling in the global method in 397

order to mimic the variability of cell signaling within the microenvironment. These 398

perturbations can be derived from experiments that quantify the variability of cell 399

signaling in a tissue both spatially and temporally. For example, if data showed that a 400

particular signal was dependent on distance from blood vessels but with quantifiable 401

variability within regions defined by their distance from blood vessels, then the output 402

of the global method can be perturbed to match these observations. 403

Another avenue for innovation is handling two substrates that are involved in the 404

same intracellular signaling reaction. One obvious solution presents itself: if we insist 405

that the regions for one of the substrates is a refinement of the regions for the other, 406

then we can solve the intracellular reactions using the finer regions. A clear corollary to 407

this is to use the regions for one substrate to refine those of the other, which can be 408

done for any choice of regions corresponding to the relevant geometry for any substrate. 409

However, this can lead to large numbers of regions, slowing down the global method and 410

reducing its utility. Worse yet, if one substrate is solved with the local method, then the 411

intracellular signaling must be performed per cell. Can we adapt the global method to 412

these conditions to maintain both the speed and accuracy of the global method? 413

One last direction for further understanding the accuracy of the global method we 414

will discuss here is contact-mediated intercellular signaling. While we explored in this 415

work how the global method can work as cells switch between two phenotypes, the 416

physical interaction between neighboring cells is limited to blocking both movement and 417

proliferation. However, cell-cell interactions are far richer than this alone. In particular, 418

immune cell interactions with each other and with antigen-expressing cells leads to 419

specialized behaviors that can be modulated by diffusing substrates. How does the 420

global method perform when, for example, an immune cell and a cancer cell respond to 421

separate diffusing substrates that both change the interaction? 422

Conclusion 423

The global method speeds up all aspects of research involving ABMs: from model 424

development through to model predictions. It can be used to build intuition about an 425

ABM one is building before performing computationally expensive runs using the local 426

method. We have demonstrated the ability of the global method in several typical use 427

cases for ABMs. There are still more phenomena to be considered in this framework. 428

Beyond those discussed above, cancer alone provides the examples of interstitial fluid 429

pressure, enhanced permeability and retention, tortuous vasculature, and inhomogeneity 430

of the extracellular matrix [16–18]. Cellular interactions with the extracellular matrix 431

(ECM) and draining lymph nodes can be appended onto this list as well. We will 432

continue demonstrating the utility of the global method in more and more of these cases 433
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and thus opening up this tool for more and more people to take advantage of. 434

Supporting information 435

S1 Fig. Oxygen concentrations in the local method suggest regions to use 436

in the global method. All panels show a snapshot from a simulation without any 437

cells after a steady state has been achieved. A. Blood vessels are located on the bottom 438

of the 2D microenvironment. B. Blood vessels are located along the entire boundary of 439

the 2D microenvironment. C. Blood vessels are located in a spherical shell centered in 440

the microenvironment. Concentrations are shown within this shell. The first octant 441

relative to the center of the microenvironment has been cut away to show the 442

concentration in the interior. 443

S2 Fig. Oxygen concentrations in simulations relating to Fig 2. Shaded 444

areas represents ±1 SD from the mean. A. Average internalized oxygen concentration in 445

proliferating cells. B. Average internalized oxygen concentration in quiescent cells. C-D. 446

Percent difference between the two methods in A-B above, respectively. E. Average 447

oxygen concentration throughout the microenvironment. F. Percent difference between 448

the two methods in E. 449

S3 Fig. Comparison of events in simulations relating to Fig 2. A. Number of 450

proliferations. B. Percent difference between the two methods in A. C. Number of 451

contact inhibitions. D. Percent difference between the two methods in C. E. Number of 452

apoptotic events 453

S4 Fig. Comparison of the intra-regional heterogeneity in the local and 454

global methods. Each panel shows a heatmap of the composition of all regions 455

throughout the simulation and across all samples. The x-axis indicates how many 456

proliferating cells are in the region. The y-axis indicates how many quiescent cells are in 457

the region. The heatmap is restricted to only regions that contained at least one of both 458

cell types, otherwise the values along the axes would dominate the values shown here. 459

Top row: quiescence is determined based on a threshold value for the internalized 460

oxygen. Bottom row: quiescence is an event that cells can stochastically undergo based 461

on internalized oxygen. 462

S5 Fig. Comparison of the relative codensities in the local and global 463

methods. Each set of axes shows the codensity of one cell type (in the column) relative 464

to another (in the row) for both the local and global methods. Shaded area represents 465

±1 SD from the mean. A. Quiescence modeled as a threshold. B. Quiescence modeled 466

as an event. 467

S6 Fig. Comparison of wall times between the two methods when solving 468

the intracellular signaling with MATLAB’s ode45 and every other 469

differential equation as described in Table 2. Simulations were ran until 470

t = 2min. One sample was run for each method. 471

S7 Fig. Comparison of the local and hybrid methods. Compare to Fig 2. 472
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S8 Fig. Extended results of simulations related to Fig 4. A. Wall time 473

distributions for the two methods. B. Comparison of movements downward (along 474

oxygen gradient) against all movement for both cell types across both methods. Each 475

point represents all movements within one continuous time window in which a agent is 476

in a constant state. C. Heat maps of the four scatter plots shown in B. 477
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