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Supplementary Figure 6: Radius of gyration as an order parameter for learning
protein phase structure. Radii of gyration for proteins in the CAMEO validation set
(orange) as a function of sequence length over training time, plotted on a log-log scale
against experimental structures (blue). Legends show equations of best fit curves, computed
using non-linear least squares. The training steps chosen correspond loosely to the four
phases of dimensional growth.
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Supplementary Figure 7: Contact prediction for beta sheets at different ranges.
Binned contact F1 scores (8A threshold) for beta sheets of various widths as a function of
training step at different residue-residue separation ranges (SMLR > 6 residues apart; LR >
24 residues apart, as in Xu et al. 2021)). Sheet widths are weighted averages of sheet thread
counts within each bin, as in Figure .

G.6 Secondary structure recovery of class-stratified models

In Figure [6/C, we show predictions of two class-stratified models for two CAMEO chains. For
a more comprehensive picture, we report mean reduced-state DSSP recall and F1 over the
entire CAMEO validation set for both models in Supplementary Table [2]

G.7 Characteristics of class-stratified training sets

We note in the main text that domains in the class used to train the “Mainly alpha” class
elision still contain some beta sheets, and vice versa. To quantify this, in Supplementary
Figure [§ we show the distribution of alpha helices and beta sheets of different sizes in the
two class elision training sets based on 1,000 randomly chosen samples.

H Known issues during training

During and after the primary OpenFold retraining experiment, we discovered a handful of
minor implementation errors that, given the prohibitive cost of retraining a full model from
scratch, could not be corrected. In this section, we describe these errata and the measures
that we have taken to mitigate them.
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Ablated CATH category Training set Mean CAMEO IDDT-Ca
(T)opology 100% avail. T 0.806
50% avail. T 0.786
10% avail. T 0.678
5% avail. T 0.567
(A)rchitecture 100% avail. A 0.795
50% avail. A 0.763
10% avail. A 0.627
5% avail. A 0.586
(C)lass Class 1 (“Mostly alpha”) 0.689
Class 2 (“Mostly beta”) 0.713

Supplementary Table 1: Data elision models evaluated on CAMEOQO validation
set. Rows correspond to CATH elisions reported in Figure [6] except evaluations reported
here are based on the CAMEQ validation set.

Model Reduced S.S. | Recall | F1 score
“Mostly alpha” Helix 0.894 0.800
Strand 0.737 0.766
Coil 0.507 0.801
“Mostly beta” Helix 0.843 0.824
Strand 0.887 0.856
Coil 0.515 0.823

Supplementary Table 2: Secondary structure recovery by class-stratified models.
Recall and F1 scores for reduced secondary structure categories derived using DSSP. Results
are shown for the two class-stratified models from the final panel of Figure [6]B, here evaluated
on the CAMEQ validation set. The reduced secondary state scheme described in Appendix

is used.
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Supplementary Figure 8: The “Mostly alpha” CATH class contains some beta
sheets, and vice versa. Counts for alpha helices and beta sheets in the mostly alpha
and mostly beta CATH class-stratified training sets from Figure [6] based on 1,000 random
samples. Counts are binned by size, defined as the number of residues for alpha helices and
number of strands for beta sheets.
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H.1 Distillation template error

As described in the main text, OpenFold/AlphaFold2 training consists of three phases, of
which the first is the longest and most determinative of final model accuracy. During this
first phase of the main OpenFold training run, a bug in the dataloader caused distillation
templates to be filtered entirely, such that OpenFold was only presented with templates for
PDB chains, which constitute ~25% of training samples, and no self-distillation set chains.
The issue was corrected for later phases, which were run slightly longer than usual to com-
pensate.

Although the accuracy of the resulting OpenFold model matches that of the original
AlphaFold2 in holistic evaluations, certain downstream tasks that exploit the template stack
(Ovchinnikov 2022)) do not perform as well as the original AlphaFold2. There is evidence,
for instance, that OpenFold disregards the amino acid sequence of input templates while
AlphaFold2 does not. However, after the bug was corrected, follow-up experiments involving
shorter training runs showed template-usage behavior at parity with AlphaFold2. Thus any
current and future OpenFold-based training runs will not be affected by this issue. Further-
more, OpenFold can be run with the original AlphaFold2 weights in cases where templates
are expected to be important, to take advantage of the new inference characteristics without
diminution of template-related performance.

H.2 Gradient clipping

OpenFold, unlike AlphaFold2, was trained using per-batch as opposed to per-sample gradient
clipping (first noted by the UniFold team (Li et al. 2022))). UniFold experiments show that
models trained using the latter clipping technique achieve slightly better accuracy.

H.3 Training instability

Our primary training run was performed before we introduced the changes described in
Appendix [C.2l While we have no reason to believe that the instabilities we observed there
are a result of a bug in the OpenFold codebase, as opposed to an inherent limitation of
the AlphaFold2 architecture, the former remains a possibility. It is unclear how potential
issues of this kind may have affected runs that—Ilike our primary training run—appeared to
converge at the expected rate.
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