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Abstract 19 

Evidence for positivity and optimism bias abounds in high-level belief updates. 20 

However, no consensus has been reached regarding whether learning asymmetries 21 

exists in more elementary forms of updates such as reinforcement learning (RL). In 22 

RL, the learning asymmetry concerns the sensitivity difference in incorporating positive 23 

and negative prediction errors (PE) into value estimation, namely the asymmetry of 24 

learning rates associated with positive and negative PEs. Although RL has been 25 

established as a canonical framework in interpreting agent and environment 26 

interactions, the direction of the learning rate asymmetry remains controversial. Here, 27 

we propose that part of the controversy stems from the fact that people may have 28 

different value expectations before entering the learning environment. Such default 29 

value expectation influences how PEs are calculated and consequently biases 30 

subjects’ choices. We test this hypothesis in two learning experiments with stable or 31 

varying reinforcement probabilities, across monetary gains, losses and gain-loss 32 

mixtures environments. Our results consistently support the model incorporating 33 

asymmetric learning rates and initial value expectation, highlighting the role of initial 34 

expectation in value update and choice preference. Further simulation and model 35 

parameter recovery analyses confirm the unique contribution of initial value 36 

expectation in accessing learning rate asymmetry. 37 

 38 
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Author Summary 40 

While RL model has long been applied in modeling learning behavior, where value 41 

update stands in the core of the learning process, it remains controversial whether and 42 

how learning is biased when updating from positive and negative PEs. Here, through 43 

model comparison, simulation and recovery analyses, we show that accurate 44 

identification of learning asymmetry is contingent on taking into account of subjects’ 45 

default value expectation in both monetary gain and loss environments. Our results 46 

stress the importance of initial expectation specification, especially in studies 47 

investigating learning asymmetry.  48 

 49 

 50 
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Introduction 53 

When interacting with the uncertain environment, humans learn by trial-and-error, 54 

incorporating information into existing beliefs to accrue reward and avoid punishment, 55 

as reinforcement learning theory prescribes [1]. When an action leads to better-than-56 

expected outcome and thus a positive prediction error is generated, such action tends 57 

to be repeated; in contrast, if an action is followed by a worse-than-expected outcome 58 

(negative prediction error), the tendency to repeat that action is reduced. Early 59 

reinforcement learning models typically assume that people’s sensitivities (learning 60 

rates) towards positive and negative prediction errors are the same[1-3]. Recently, 61 

however, evidence starts to emerge that the impacts of relatively positive and negative 62 

outcomes might be different[4-9], and distinct neural circuits may subserve learning 63 

from positive and negative prediction errors[10, 11].  64 

Surprisingly, no consensus has been reached regarding the direction of learning 65 

asymmetry. In cases of high-level and ego-related belief updates, it has been shown 66 

that people tend to overestimate the likelihood of positive events and underestimate 67 

the likelihood of negative ones, a bias termed unrealistic optimism, possibly to maintain 68 

self-serving psychological status [12-16]. For example, when faced with new 69 

information about adverse life events, participants updated their beliefs more in 70 

response to desirable information (better than expected) than to undesirable 71 

information (worse than expected) [17-19] (but also see [20, 21]). However, results for 72 

the learning asymmetry in more elementary forms of updates such as reinforcement 73 
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learning are rather mixed. While some studies using standard reinforcement learning 74 

paradigms have found that humans’ positive learning rates were larger than the 75 

negative ones, demonstrating an optimistic reinforcement learning bias [4, 22, 23]. 76 

Other studies, however, yielded opposite results with negative learning rates larger 77 

than the positive ones [6, 7, 24], consistent with the prevalent psychological 78 

phenomenon “bad is stronger than good” [25]. 79 

We hypothesize that part of the discrepancies in the previous literatures stems 80 

from the often less appreciated fact that the initial or default value expectation (𝑄  in 81 

a Q-learning framework) plays a critical role in identifying the direction of learning 82 

asymmetry. In a standard two-arm bandit Q-learning paradigm, action value is updated 83 

by the product of learning rate (α) and PE (δ), which is the difference between obtained 84 

reward (𝑅 ) and action value (𝑄 ) of previous trial for specific trial t. Intuitively, setting 85 

the initial action value 𝑄  would have a direct impact on the calculation of immediate 86 

PE [26]. For example, if the endowed initial action value is lower than the true value 87 

per the action being selected, the positive prediction errors are up-scaled and negative 88 

ones down-scaled, creating an ostensible positivity bias (learning rate associated with 89 

positive PE is bigger than that of the negative PE). On the contrary, a negativity bias 90 

can emerge if the initial action value is mis-specified to be higher than the true value. 91 

However, a majority of recent studies focused on the role of learning rate in capturing 92 

participants’ behavior whereas considered 𝑄  as a mundane initialization parameter 93 

without a consensus as to how to initialize 𝑄 . Indeed, while some recent studies set 94 
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𝑄  to zero, probably reflecting the fact that participants possess no information about 95 

options before entering the task [6-8, 23, 27, 28]; other studies adopted 𝑄  as the 96 

median or mean values of the possible option outcomes, corresponding to an a priori 97 

expectation of receiving different outcomes with equal probabilities [4, 28-30]. Few 98 

studies treated 𝑄  as a free parameter [31], due to the belief that the impact of initial 99 

expectation should be “washed out” after enough trials of learning.  100 

However, it is plausible that there are significant individual differences in the initial 101 

expectation. Such initial expectation could reflect the internal motivation, or response 102 

vigor that participants carry into the task [32, 33]. In addition, the initial expectation 103 

might be susceptible to instructions or context cues, which have been shown to have 104 

clear impacts on participants’ choice behavior [31, 33-35]. Furthermore, contrary to the 105 

standard view, the initial value expectation may have long-lasting effects on 106 

subsequent choices due to the intricate interplay between choice selection and action 107 

value update. For example, if upfront interactions with a certain option widen the action 108 

value gap due to the specification of certain initial action values, then the lower valued 109 

option is less likely to be selected, making it harder to learn the true value of that option 110 

[6]. Therefore, RL models that do not take initial expectations into account may risk 111 

attributing variance in choice behavior to different causes, and also affect the 112 

estimation of the underlying learning rates.  113 

To verify this hypothesis, we conducted two experiments where subjects were 114 

asked to select between probabilistically reinforced stimuli in the stable (Experiment 1) 115 
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and random-walk (Experiment 2) probability environments. Two groups of subjects 116 

repeatedly chose from pairs of options with probabilistic binary reward outcomes to 117 

earn monetary rewards, avoid losses or both. We tested different variants of RL models 118 

against participants’ behavior with the focus on learning asymmetry and initial 119 

expectations. Our results showed that the RL model with asymmetric learning rates 120 

and individualized initial expectations performed best in both experiments 1 & 2. 121 

Further simulation and recovery analyses confirmed our results and demonstrated the 122 

characteristic impacts on learning asymmetry by omitting the initial expectation.  123 

 124 

Results 125 

Logistic regression and computational models 126 

Twenty-eight subjects (one excluded due to technical problems) participated 127 

Experiment 1, where they were asked to choose from pairs of visual stimuli that were 128 

partially reinforced with fixed probabilities (Fig 1A). Experiment 1 consisted of two 129 

blocks (monetary gain and loss) and each block consisted of four pairs of options and 130 

their probabilities for winning (in Gain block) or losing (in Loss block) were 40-60%, 131 

25-75%, 25-25% and 75-75%, respectively. Each pair of options was grouped into a 132 

mini-block and consisted of 32 trials.  133 

Mixed-effect logistic regression (lme4 package in R v3.3.3 [36]) showed that 134 

subjects’ choices were sensitive to the past reward history (last trial outcome on stay 135 

probability: 𝛽 = 0.958, p < 0.001), indicating that subjects did pay attention to the tasks 136 
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and learned by trial-and-error. To test our hypothesis concerning learning asymmetry 137 

and initial expectation, we fitted the data with a standard Q-learning model assuming 138 

different learning rates for positive and negative prediction errors with individual initial 139 

expectation (A-VI). We also fitted three variants of this model, one with fixed initial 140 

expectation (A-FI, the initial expectation was 0.5 in gain, -0.5 in loss and 0 in mix 141 

condition), one with symmetric learning rates and initial expectation (S-VI), and lastly 142 

the one with fixed initial expectation and symmetric learning rates (S-FI). Deviance 143 

information criterion (DIC) analysis and Bayesian model selection indicated that the A-144 

VI model performed the best in explaining subjects’ behavior with the protected 145 

exceedance probability (PXP) for the A-VI model at 99.9% (Fig 1C).  146 

 147 

Learning asymmetry revealed by the inclusion of initial expectation 148 

As most of the previous literatures investigating learning asymmetry did not consider 149 

that initial expectation may vary across subjects, we specifically examined the 150 

difference of learning rates estimated from the A-VI and A-FI models. We found the 151 

direction of learning asymmetry suggested by these two models were different. While 152 

the positive learning rates appeared to be larger than the negative learning rates 153 

according to the A-FI model in both gain and loss conditions (Fig 2A, though not 154 

statistically significant, p = 0.265 for gain and p = 0.506 for loss, paired t-test), 155 

consistent with the positivity hypothesis [4, 22, 23], such pattern reversed course by 156 

incorporating initial expectation variation (A-VI model) in both the gain (Fig 2B, p < 157 
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0.001, paired t-test) and the loss condition (Fig 2B, p < 0.001, paired t-test). Importantly, 158 

there was no significant Pearson correlation between learning rates and initial 159 

expectation (𝑄  ) in either gain or loss condition (in the best model, A-VI model), 160 

confirming the unique contribution of 𝑄  in explaining participants' learning behavior 161 

(r = -0.120, p = 0.550 between 𝑄  & positive learning rate: 𝛼 ; r = 0.235, p = 0.237 162 

between 𝑄  & negative learning rate: 𝛼  in the gain condition; r = 0.017, p = 0.935 163 

between 𝑄  & 𝛼 , r = 0.362, p = 0.064 between 𝑄  & 𝛼 , in the loss condition).  164 

Despite the learning asymmetry reversal by considering individual 𝑄  in the A-VI 165 

model, however, closer examination of the learning rates estimated from the A-VI and 166 

A-FI models showed interesting correlation. Indeed, 𝛼   and 𝛼   were strongly 167 

correlated with their counterparts between the two models both for gain (𝛼 : r = 0.958, 168 

p < 0.001; 𝛼 : r = 0.937, p < 0.001; Fig 2C) and loss conditions (𝛼 : r = 0.832, p < 169 

0.001; 𝛼 : r = 0.959, p < 0.001; Fig 2D), suggesting the relative rank of the individual 170 

difference in learning rates (positive or negative) is well preserved in both A-VI and A-171 

FI models. 172 

In experiment 1, we also included 25-25% and 75-75% blocks which according to 173 

previous literature might provide crucial evidence to support the optimistic 174 

reinforcement learning hypothesis [26, 28, 37]. We also tested such hypothesis and 175 

found that the ‘preferred response’ rate (PRR), a term defined as the choice rate of the 176 

option most frequently chosen by the subject and potentially reflects the tendency to 177 

overestimate certain option value, was correlated with 𝑄 . More specifically, PRR was 178 
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only negatively correlated with 𝑄  in the 75-75% gain condition (r = -0.598, p = 0.001; 179 

Fig 2F) and 25-25% loss condition (r = -0.398, p = 0.04; Fig 2G) where there was 180 

considerable mismatch between participants’ mean 𝑄  (mean 𝑄  = 0.170 and -0.815 181 

in the gain and loss conditions) and the true action value (0.75 in the 75-75% gain 182 

condition and -0.25 in the 25-25% loss condition, respectively), indicating that PRR 183 

might instead be driven by the rather inaccurate initial expectation. Indeed, when the 184 

initial expectation was close to the true option value (25-25% gain condition and 75-185 

75% loss condition), such correlation was not observed (Fig 2E, r = -0.263, p = 0.185 186 

in the 25-25% gain condition; Fig 2H, r = -0.267, p = 0.178 in the 75-75% loss condition). 187 

These results suggest that as the discrepancy between individual and true 𝑄  grows 188 

larger, participants are more likely to experience extreme PEs and hence stick with an 189 

option that in fact has no obvious advantage.  190 

 191 

Model simulation and parameter recovery 192 

To comprehensively investigate the influence of initial expectation on the estimation of 193 

learning rates, we further performed a model simulation analysis. We systematically 194 

varied the levels of the initial expectation (𝑄  = 0, 0.25, 0.5, 0.75, 1) as well as the 195 

asymmetry of the positive and negative learning rates ( 𝛼 ,𝛼  (0.2, 0.6), (0.3, 0.5), 196 

(0.4, 0.4), (0.5, 0.3), (0.6, 0.2)) to simulate datasets using the A-VI model. Each 197 

combination of parameters generated 30 datasets with each dataset consisted of 30 198 

hypothetical subjects, resulting in 750 (25 x 30) datasets in total. We then applied the 199 
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same model fitting procedure with A-VI and A-FI models to the simulated datasets. For 200 

the purpose of exposition, we only simulated the gain condition. 201 

As expected, the parameters were well-recovered by the A-VI model for all the 202 

parameter combinations (Fig 3A-C). On the contrary, when fitting without considering 203 

initial expectation differences across subjects (A-FI, 𝑄 0.5), both the positive and 204 

negative learning rates showed a systematic deviation from their true underlying 205 

values (Fig 3D-E). More specifically, when 𝑄 0.5, the positive learning rates were 206 

overestimated and the negative learning rates underestimated; whereas the positive 207 

learning rates were underestimated and the negative learning rates overestimated 208 

when 𝑄 0.5. The reason for such biases is due to the fact that when the true 𝑄  209 

deviates from the assumed 𝑄 0.5 , prediction errors caused by the misspecification 210 

of initial expectation can only be absorbed by rescaling the learning rates. Further 211 

learning rate asymmetry analysis demonstrated this pattern: the learning rate 212 

asymmetry (𝛼 𝛼 ) was over estimated when the true initial expectation 𝑄 0.5 213 

and underestimated when 𝑄 0.5  (Fig 3F). Furthermore, asymmetric learning 214 

model with another typical assumption of initial value (𝑄 0) was also fitted to the 215 

simulation data and again produced estimation biases (Supplementary Fig 2), with the 216 

learning rate asymmetry ( 𝛼 𝛼  ) underestimated when the true 𝑄 0 217 

(Supplementary Fig 2C).   218 

 219 
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We also directly examined the estimated learning asymmetries with the posterior 220 

distribution of 𝜇 , the hyperparameter of the learning asymmetry in the A-VI and A-FI 221 

models for the simulated data (Fig 1b). For each combination of the underlying 222 

parameters, the estimated 𝜇  from the 30 datasets were pooled together to form the 223 

posterior distribution of 𝜇  (Fig 4). For the A-VI model, the learning asymmetry was 224 

correctly recovered for all initial expectation levels and learning rate pairs (Fig 4A). 225 

However, the learning asymmetry was only partially recovered for the A-FI model (Fig 226 

4B, Supplementary Fig 3). Consistent with the learning rate estimation bias mentioned 227 

before, if 𝑄 0.5, the estimated positive learning rate tended to be larger than the 228 

negative learning rate (even if the true positive and negative learning rates were 229 

identical, or the true positive learning rate was smaller than the negative one) (Fig 4B 230 

red shaded areas). Likewise, if 𝑄 0.5, the estimated negative learning rate tended 231 

to be larger than the positive one (Fig 4B red shaded areas).  232 

 233 

Generalization of the initial expectation effect to non-stable learning 234 

environment 235 

To test the obstinate effect of initial expectation on learning behavior, we further 236 

collected participants’ choices in a non-stable learning environment (Experiment 2), 237 

where the reward (or punishment) probability of options gradually evolved over time 238 

(random walk with boundaries) and the learning sequence is longer than the stable 239 

environment (Fig 5A and 5B). In this experiment, we also included another condition 240 
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of mixed valence options, where the outcome of an option is either positive (+10 points) 241 

or negative (-10 points). 30 subjects participated in this experiment. Similar model 242 

fitting procedure was applied, and the model comparison analysis found that the A-VI 243 

model outperformed the other three alternatives, with its protected exceedance 244 

probability larger than 99.9% (Fig 5C). Again, A-FI and A-VI models produced different 245 

learning rate asymmetry (Fig 5D-E). While A-FI model estimation only revealed 246 

significant learning asymmetry between positive and negative learning rates in the loss 247 

and mix conditions (p < 0.001 and p < 0.001 respectively, paired t-test) but not in the 248 

gain condition (p = 0.161; Fig 5D), the A-VI model showed consistent biased learning 249 

pattern across all three conditions, with the negative learning rate significantly larger 250 

than the positive learning rate (all ps < 0.001; Fig 5E). The learning rates revealed by 251 

these two models were also significantly correlated in all three conditions (Figs 5F-H; 252 

gain 𝛼 : r = 0.816, p < 0.001; gain 𝛼 : r = 0.916, p < 0.001; loss 𝛼 : r = 0.849, p < 253 

0.001; loss 𝛼 : r = 0.828, p < 0.001; Mix 𝛼 : r = 0.900, p < 0.001; Mix 𝛼 : r = 0.919, 254 

p < 0.001). Similarly, we also ran model simulation and parameter recovery analysis 255 

for the gain trials in Experiment 2 (Fig 6), and the results confirmed that not specifying 256 

the initial expectation caused biased estimation of both the positive and negative 257 

learning rates: 𝛼  was overestimated and underestimated when 𝑄  was smaller or 258 

bigger than 0.5, respectively (Fig 6D). 𝛼 , however, was mainly underestimated (Fig 259 

6E). The difference between 𝛼   and 𝛼   was mainly overestimated when 𝑄 0.5 260 

and slightly underestimated when 𝑄 0.5 (Fig 6F). Finally, posterior distribution of 261 
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𝜇  in experiment 2 confirmed that learning asymmetry could be correctly identified at 262 

different 𝑄   levels when 𝑄   was treated as an individual parameter (Fig 7A), 263 

whereas mis-specification of learning difference would occur as a by-product of 264 

ignoring the heterogeneity of initial expectations (Fig 7B). Biased learning asymmetry 265 

was also induced when 𝑄   was fixed to be 0 in A-FI model recovery analysis 266 

(Supplementary Fig 3-4). 267 

  268 

Discussion 269 

In two experiments, we tested and verified the hypothesis that the initial expectation 270 

has a profound impact on participants’ choice behavior, as opposed to the general 271 

assumption that so long as the trial numbers are long enough, the effect of initial 272 

expectation would be “washed out”. Interestingly, as a consequence, we also found 273 

that learning asymmetry (positive and negative learning rates) estimation can be 274 

consistently biased depending on the distance between the assumed and the true 275 

underlying initial expectation levels. We systematically tested these results in both 276 

stable (Experiment 1) and slowly evolving random-walk (Experiment 2) probabilistic 277 

reinforcement learning environments. For both experiments, the model with 278 

asymmetry learning rate and initial expectation parameters (A-VI) fitted subjects’ 279 

behavior best, suggesting the initial expectation parameter could capture additional 280 

variance of subjects’ behavior, above and beyond what can be explained by the 281 

learning asymmetry.  282 
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Previous literatures have linked state or action values to psychological 283 

mechanisms such as incentive salience, which maps “liked” objects or actions to 284 

“wanted” ones [33]. This line of research emphasized the critical role played by 285 

dopamine in assigning incentive salience to states or actions [38, 39]. Other research 286 

suggests that such value expectations also affect the strength or vigor of responding 287 

in free-operant behaviors [40], possibly with the evolvement of tonic dopamine. The 288 

motivational characteristic of action value suggests it is not only critical for generating 289 

PE, but also influencing how PE is obtained through choice selection. For example, 290 

when subjects were endowed with low expectations to start the gain task and received 291 

reward, the rather large positive PE would drive the selected option value up such that 292 

subjects tend to stick with this option and miss the opportunity to explore the other 293 

option. This is indeed what we observed in the equal probability conditions in 294 

experiment 1 (Fig. 2E-H): when subjects’ initial expectations (𝑄 ) deviate from true 295 

option values, there were negative correlations between 𝑄   and the preferred 296 

response rates (Fig 2F&G); however, such correlation disappeared when 𝑄   was 297 

more consistent with option value (Fig 2E&H).  298 

It is interesting to note that after removing the shadowing effects of initial 299 

expectation, results from both experiments revealed a consistent negativity bias in 300 

learning: people learn faster from negative PEs than from positive ones. This result 301 

holds across valence (gain and loss) and option reinforcement probability structures 302 

(stable and random-walk). Despite recent interests on learning asymmetries in belief, 303 
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value and group impression updating [16, 17, 26, 37, 41], questions still remain 304 

regarding the direction and magnitude of the asymmetry. Although evidence starts to 305 

emerge to support a positivity bias (𝛼 𝛼 ) ranging from high-level belief update to 306 

more elementary forms of updates such as reinforcement learning [17, 26, 37], other 307 

studies seem to support a negativity bias (𝛼 𝛼 ) in learning [42-47]. One possibility 308 

to reconcile such discrepancy is by considering participants’ belief about the casual 309 

structure of the environment. For example, it has been shown that if the participants 310 

infer that experienced good (or bad) outcomes are due to a hidden cause, rather than 311 

the outcome distribution, they would learn relatively less from these outcomes, thus 312 

generating the putative negativity (or positivity) bias [16]. Here we propose another 313 

possibility: learning asymmetry estimation may be over-shadowed by participants’ 314 

initial expectation. Indeed, computational modeling analysis may yield learning 315 

asymmetry with different directions depending on the specification of default 𝑄 , even 316 

when learning is symmetric (Fig 3F and Fig 6F).  317 

It should also be noted that the relative rank of the individual difference in learning 318 

rates (positive or negative) is well preserved, with or without the consideration of initial 319 

expectations. In fact, correlation analyses of both the 𝛼  and 𝛼  from the A-FI and 320 

the A-VI models showed they were positively correlated across different conditions 321 

(Figs 2C-D; Fig 5F-H). However, when inferences are to be drawn about learning 322 

asymmetry, that is, the comparison of 𝛼  and 𝛼 , the effect of initial expectation starts 323 

to emerge. Previous literatures have shown that other factors such as response 324 
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autocorrelation might also influence whether learning asymmetry can be identified and 325 

proposed model-free methods to mitigate estimation bias [48, 49]. Our current study 326 

adds to this line of research by demonstrating the necessity of including initial 327 

expectation level to better capture subjects’ learning behavior in different learning 328 

environments (stable and random-walk reinforcement probability), different outcome 329 

valences (gain, loss or mixed reward) and different lengths of learning sequences 330 

(short or long).  331 

In summary, here we demonstrate that initial expectation level plays a significant 332 

role in identifying learning asymmetry in a variety of learning environments, supported 333 

by both computational modeling and model simulation and parameter recovery 334 

analyses. Our findings help pave the way for future studies about learning asymmetry, 335 

which has been implicated in a range of learning and decision making biases in both 336 

healthy people [15, 50-52], as well as those who suffer from psychiatric and 337 

neurological diseases [53, 54].  338 

Methods 339 

Ethics statement 340 

The experiments had been approved by the Institutional Review Board of School of 341 

Psychological and Cognitive Sciences at Peking University. All subjects gave informed 342 

consent prior to the experiments. 343 

 344 

Subjects 345 
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The study consisted of two experiments. 28 subjects participated in Experiment 1 (14 346 

female; mean age 22.3  3.2), of which one participant (male) was excluded from 347 

analysis due to technical problems. 30 subjects participated in Experiment 2 (16 348 

female; mean age 22.1  2.4) and one participant (male) was excluded due to the 349 

exclusive selection of one-side option on the computer screen during the experiment 350 

(97%).  351 

 352 

Behavioral tasks 353 

In each experiment, subjects performed a probabilistic instrumental learning task in 354 

which they chose between different pairs of visual cues to earn monetary rewards or 355 

avoid monetary losses. In Experiment 1, characters from the Agathodaemon alphabet 356 

were used as cues and their associative outcome probability were stationary. Outcome 357 

valence was manipulated in two blocks: in the Gain block, the possible outcomes for 358 

each cue were either gaining 10 points or zero, whereas in the Loss block, outcomes 359 

were either losing 10 points or zero. In each block there were four probability pairs of 360 

40/60%, 25/75%, 25/25% and 75/75%, respectively. Probability conditions were 361 

grouped into mini-blocks, with 32 trials for each condition. There’s a minimum of 5 362 

seconds’ rest between mini-blocks, and a minimum of 20 seconds’ rest between two 363 

blocks. The visual cues for each condition were randomly selected, and the 364 

assignment of probabilities to the cues were counterbalanced across conditions. 365 

Participants started with two practice mini-blocks (5 trials each) before the experiment 366 
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using different visual cues and outcome probabilities. At the end of the experiment, 367 

points earned by the participants were converted to monetary payoff using a fixed ratio 368 

and participants earned ¥45 on average.  369 

Within each block, a trial started with a fixation cross at the center of the computer 370 

screen (1 s), followed by the presentation of cue pairs (maximum 3 s), during which 371 

subjects were required to choose either the left or right cue by pressing the 372 

corresponding buttons on the keyboard. An arrow (0.5 s) appeared under the cue (Fig 373 

1A) to indicate the chosen option immediately after subjects made their choices, 374 

followed by the outcome of that trial. If subjects responded faster than the 3s time limit, 375 

the remaining time was added to the duration of fixation presentation of next trial. If no 376 

choice was made within the 3s response time window, a text message “Please respond 377 

faster” was displayed for 1.5 s and subjects needed to complete the trial again to 378 

ensure 32 choice selections were collected for each pair of cues.  379 

The task design of experiment 2 was similar to experiment 1, and subjects were 380 

required to choose between two slot machines. The major distinction of experiment 2 381 

was that the outcome probabilities of the stimuli followed a random-walk scheme 382 

instead of remaining stable [31, 55]. At the beginning of the task, slot machine outcome 383 

probabilities were independently drawn from a uniform distribution with boundaries of 384 

[0.25, 0.75]. Following each trial, the probabilities were diffused either up or down, 385 

equiprobably and independently, by adding or subtracting 0.05. The updated 386 

probabilities were then reflected off the boundaries [0.25, 0.75] to maintain them within 387 
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the range. We tested three types of outcome valence as Gain, Loss, and Mix (in which 388 

the possible outcomes were either earning 10 points or losing 10 points) blocks. Each 389 

block consisted of choosing from a pair of slot machines for 100 trials. The color of slot 390 

machines was randomly selected, and the order of the three blocks were 391 

counterbalanced.  392 

 393 

Computational models 394 

The Q-learning algorithm has been used extensively to model subjects’ trial-by-trial 395 

behavior during learning [56-59]. It assumes subjects learn by updating the expected 396 

value (𝑄 value) for each action based on the prediction error 𝛿 . In our study, we 397 

allowed the learning rates for positive and negative prediction errors to be different. 398 

After every trial 𝑡, the value of the chosen option is updated as follows: 399 

𝑄  
𝑄  𝛼 ∙ 𝑟𝑡 𝑄𝑡 , 𝑖𝑓 𝛿  0
𝑄  𝛼 ∙ 𝑟𝑡 𝑄𝑡 , 𝑖𝑓 𝛿  0                  (1) 400 

The term 𝑟 𝑄  is the prediction error 𝛿  in trial 𝑡 and we set the reward, 𝑟401 

 1, 0, 1  for losing, 0, and winning, respectively. 𝛼   and 𝛼   are the positive and 402 

negative learning rates and are constrained in the range of [0, 1]. The initial expectation 403 

for each option, 𝑄 , is set as a free parameter, constrained in the range between the 404 

worst and the best outcome of that option. We assumed the initial expectation for all 405 

options were the same for each individual. We refer to this model as the asymmetric 406 

reinforcement learning model with variable initial expectation (A-VI). 407 
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The probability of choosing one option over the other is described by the softmax 408 

rule, with the inverse temperature 𝛽 constrained in [0, 20]: 409 

𝑝 𝑐 1  
 ∙                       (2) 410 

Here, 𝑄  and 𝑄  are the 𝑄 value for left and right options in trial 𝑡. We also 411 

considered other variant models of RL. The first one is A-FI, where the initial 412 

expectation 𝑄  were set at the mean outcome in the gain, loss and mix blocks (0.5, -413 

0.5 and 0) respectively, corresponding to an initial expectation of 50% chance of 414 

receiving either outcome. The second one is S-VI, where the learning rates for positive 415 

and negative prediction errors are the same (𝛼 𝛼 ). The last one is S-FI, where 416 

𝑄 s were set at the mean outcomes and with identical learning rates for positive and 417 

negative prediction errors. For the fixed initial expectation models (A-FI and S-FI), we 418 

also tested their performance with 𝑄 0 in the gain and loss conditions. 419 

 420 

Bayesian hierarchical modeling procedure and model comparison 421 

We applied a Bayesian hierarchical modeling procedure to fit the models. In contrast 422 

to the traditional point estimate method, such as maximum likelihood, the Bayesian 423 

hierarchical method can estimate the posterior distribution of the parameters at the 424 

individual level as well as the group level in a mutually constraining fashion to provide 425 

more stable and reliable parameter estimation [60-62]. Take the example of A-VI model 426 

(Fig 1B), 𝑟 ,  refers to the outcome received by subject 𝑖 at trial 𝑡 1 and 𝑐 ,  is 427 

the choice of subject 𝑖 at trial 𝑡. The individual-level parameters were transformed 428 
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using the Φ transformation, the cumulative density function of the standard normal 429 

distribution, to constrain the parameter values in their corresponding boundaries. In 430 

order to directly capture the effect of interest [62, 63], i.e. the learning rate asymmetry, 431 

we modeled the negative learning rate as the sum of the positive learning rate and the 432 

difference between negative and positive learning rates. Specifically, for each 433 

parameter 𝜃 (𝜃 ∈ 𝑄 ,𝛼 ,𝛽 ) with 𝜃 ,𝜃  as its boundary, 𝜃  𝜃  Φ 𝜃  434 

 𝜃  𝜃 . Parameters 𝜃′ were drawn from hyper normal distributions with mean 435 

𝜇   and standard deviation 𝜎  . A normal prior was assigned to the hyper means 436 

𝜇  ~ 𝑁 0, 2  and a half-Cauchy prior to the hyper standard deviations 𝜎  ~ 𝐶 0, 5 . 437 

Negative learning rate was specified as 𝛼  Φ 𝛼   𝛿 , where 𝛿 was set the same 438 

way as 𝜃′. The three alternative models were specified in a similar manner. Data from 439 

different outcome valence conditions was modeled separately. 440 

Model fitting was performed using R (v3.3.3) and RStan (v2.17.2). For each model, 441 

6000 samples were collected after a burn-in of 4000 samples on each of four chains, 442 

leading to a total of 24,000 samples collected for each parameter (representing the 443 

posterior distribution of the corresponding parameter). For each parameter, we 444 

computed a trimmed mean by discarding 10% samples from each side to obtain the 445 

robust estimation of the corresponding parameters [64]. 446 

Given the parameter samples, we computed deviance information criterion (DIC) 447 

for each model and used it to compare our candidate models’ performance [65]. We 448 

further calculated the protected exceedance probability (PXP), which indicates the 449 
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probability that a specific model is the best model among the candidates, based on the 450 

group-level Bayesian model selection method [66, 67]. 451 

 452 

Model simulations and parameter recovery 453 

To test the robustness of our results, we performed a comprehensive parameter 454 

recovery analysis. For each task (stable or random-walk probability scheme), we 455 

generated hypothetical choices using the best performing model (A-VI model) with 456 

different initial expectation levels and different learning rates levels. We tested the gain 457 

condition parameter recovery for both experiment 1 (Fig 3 and Fig 4) and 2 (Fig 6 and 458 

Fig 7), respectively. Specifically, we considered five levels of initial expectation, where 459 

𝑄  equals 0, 0.25, 0.5, 0.75 and 1, and five pairs of positive and negative learning 460 

rates, where 𝛼 ,𝛼  equals to (0.2, 0.6), (0.3, 0.5), (0.4, 0.4), (0.5, 0.3) and (0.6, 0.2). 461 

For each combination of the initial expectation and learning rates, we simulated 30 462 

datasets, leading to a total of 750 (30 x 25 𝑄   and learning rates combinations) 463 

datasets for each task. Each dataset consists of 30 hypothetical subjects. 𝛽 was fixed 464 

to 5 for all datasets. For each dataset, we fitted models with and without parameterizing 465 

the initial expectation (where initial expectation was 0.5 or 0) using the same Bayesian 466 

model fitting method described above. 467 

 468 

 469 

 470 
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Fig 1. Experimental design and computational model of experiment 1 (stable 

probability). (A). Trial procedure of experiment 1. (B) Illustration of the hierarchical 

Bayesian modeling procedure. (C) Model comparison results. 
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Fig 2. Model results of experiment 1. (A-B). Learning rates for gain and loss 

conditions estimated by the A-FI (A) and A-VI models(B). (C-D). Learning rate 

correlations between A-FI and A-VI models in the gain (C) and loss (D) conditions. (E-
F). The correlation between preferred response rate (PRR) and 𝑄  (from A-VI model) 
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in the gain 25-25% (E) and gain 75-75% (F) blocks. (G-H). Correlations of 𝑄  and 
PRR in the loss 25-25% (G) and loss 75-75% (H) blocks. 
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Fig 3. Simulation and parameter recovery for the Gain condition of experiment 

1. Choice data were simulated using different combinations of positive/negative 

learning rates and initial expectations. Then, these data were fitted by the A-VI (A-C) 

and A-FI (D-F) models. The A-VI model faithfully retrieved the underlying parameters 

(A-C) whereas the A-FI model showed consistent deviation in parameter recovery (D-

F). Error bars denote standard deviations across simulated subjects. 
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Fig 4. Recovered learning rate asymmetry for experiment 1 gain condition. The 

posterior distribution of 𝜇 , the hyper parameter of learning asymmetry for the A-VI 

model (A) and A-FI model (B). Light green in each distribution indicates faithful 

recovery (A-VI), whereas red shows the wrong categorization (A-FI).  
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Fig 5. Experiment results of experiment 2. (A). A sample trial for experiment 2. (B). 

Example payoff probability sequences for the two slot machines (purple and orange). 

(C). Model comparison results for the 4 candidate models. (D-E). Consistent pattern of 

learning asymmetry was observed under the A-VI model for the gain, loss and mix 

conditions (E) but not for the A-FI (D) model. (F-H) Learning rates are positively 

correlated between A-FI and A-VI model estimation for all the gain (F), loss (G) and 

mix conditions (H).  
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Fig 6. Simulation and parameter recovery for experiment 2 Gain condition. 1. 

Choice data were first simulated using different combinations of positive/negative 

learning rates and initial expectations and then submitted for model fitting and 

parameter recovery by the A-VI (A-C) and A-FI (D-F) models. The A-VI model faithfully 

retrieved the underlying parameters (A-C) whereas the A-FI model showed consistent 

deviation in parameter recovery (D-F). Error bars denote standard deviations across 

simulated subjects. 
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Fig 7. Recovered learning rate asymmetry for experiment 2 Gain condition. The 

posterior distribution of 𝜇 , the hyper parameter of learning asymmetry for the A-VI 

model (A) and A-FI model (B). Light green in each distribution indicates faithful 

recovery (A-VI), whereas red shows the wrong categorization (A-FI).  
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STable 1. Model DICs. 

 

Model fitting results. Model 1, 3, 4 & 6 were reported in the main results. We also 

considered models where the 𝑄  was fixed at 0 instead of the mean outcome (model 

2 & 5) for gain and loss conditions. Across two experiments, the A-VI model (M6) 

consistently performed better than all the other candidates.  
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SFig 1. Learning rates estimated from Model 5 (M5) in two experiments. (A) In 

experiment 1, 𝛼  was significantly smaller than 𝛼  in the gain condition (paired t-test, 

p < 0.001) and larger in the loss condition (p < 0.001). (B) In experiment 2, 𝛼  was 

smaller and larger than 𝛼  in the gain and mix condition (ps < 0.001), respectively, 

and there was no significant difference between 𝛼  and 𝛼  in the loss condition (p = 

0.145).  
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SFig 2. Simulation and parameter recovery for experiment 1 Gain condition. 

Choice data were simulated using different combinations of positive/negative learning 

rates and initial expectations and then fitted by the A-FI model with initial expectation 

𝑄 0 (M5). Error bars denote standard deviations across simulated subjects. 
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SFig 3. Recovered learning rate asymmetry for the gain condition of experiment 

1. The posterior distribution of 𝜇 , the hyper parameter of learning asymmetry for the 

A-FI model with initial expectation 𝑄 0  (M5). Light green in each distribution 

indicates faithful recovery, whereas red shows the wrong categorization.  
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SFig 4. Simulation and parameter recovery for the gain condition of experiment 

2. Choice data were simulated using different combinations of positive/negative 

learning rates and initial expectations and then fitted by the A-FI model with initial 

expectation 𝑄 0  (M5). Error bars denote standard deviations across simulated 

subjects. 
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SFig 5. Recovered learning rate asymmetry for the gain condition in experiment 

2. The posterior distribution of 𝜇 , the hyper parameter of learning asymmetry for the 

A-FI model with initial expectation 𝑄 0  (M5). Light green in each distribution 

indicates faithful recovery, whereas red shows the wrong categorization.  
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