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Abstract 
Biomolecular condensates are intracellular membrane-less accumulations of proteins and other 
molecules at a higher concentration than the rest of the cell. The recent characterization of 
condensates as liquid-like assemblies has stimulated profound interest in how physical properties of 
condensates impact molecular biology. Intriguingly, condensates have been shown to be essential to 
multiple different cellular processes and underlying aspects of various diseases. Yet, the physics of 
condensate formation remains unsolved. Here, it is shown that intrinsically disordered protein-protein 
binding alone provides energetically favorable thermodynamics for condensate formation. The 
reduction in free energy achieved through increased binding at high condensate concentrations can 
overcome the entropic cost of de-mixing. Formation of condensates is governed by the ratio of total 
protein concentration to binding affinity ([protein]total/Kd). Yet, stable condensation is only possible 
through interactions with rapid binding dynamics. The model prediction and experimental observation 
that condensates are no longer formed at high [protein]total/Kd ratios redefines our understanding of 
condensate physics and impact on cellular biology. 

Main Text 
Biomolecular condensates are localized accumulations of macromolecules at concentrations above the 
dilute background that lack membrane boundaries. Condensates are characterized by: their ability to 
rapidly exchange most components with the surrounding environment (1); their liquid-like properties 
that allow them to flow, move and merge (2); their dependency on environmental conditions (3); the 
presence of oliqonucleotides (4); the abundance of fully intrinsically disordered proteins or proteins that 
contain intrinsically disordered regions (IDR) (5); their ability to rapidly form or dissolve (2); and, in cells, 
inclusion of multiple proteins (6). Condensates arise naturally in cells and can also be recreated in vitro 
in single protein or multiple component systems. Condensates are thought to be essential to cellular 
biology and critical in myriad human disease (7). However, the physics of condensate formation 
remains unclear. 

Fundamentally, to exist spontaneously, the presence of biomolecular condensates must produce an 
overall system free energy that is lower than dilute distribution of components. Thermodynamically, 
condensates produce a lower entropy of mixing than dilute distribution. Therefore, to achieve 
condensation there must be energetic advantages that overcome this entropic cost. Initial 
considerations of biomolecular condensates modeled their formation after the phenomenon known as 
liquid-liquid phase separation (LLPS) (2). LLPS arises when two or more liquids are mixed at 
concentrations where it is entropically favorable to exist in two phases - the entropic cost of 
condensation is less than the entropic loss that arises from restricted molecular orientations of the 
abundant liquid surrounding each of the less-abundant molecules. However, some physical properties 
of condensates do not fit the LLPS model (8). Thus, pure LLPS is likely not the mechanism of most 
condensate formation (9).  

Gelation (or percolation) is often used to describe condensate formation (10, 11). Because the 
presence of IDRs are essential for condensate formation (1), models from polymer chemistry have 
been leveraged to understand the physics of condensates. In describing polymer physics, Flory and 
Huggins (12, 13) initially showed that, depending on molecular interaction energies, polymers can 
phase separate into dense and dilute phases (11). In this model, the difference in free energy of 
polymer-polymer and polymer-solvent interactions can overcome the entropic cost of condensation at a 
critical concentration for the given system conditions. The energetic advantage of forming condensation 
through interaction energy is defined as the Flory-Huggins parameter χ: 
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where u is the energy of interaction that arises between protein (p) and solvent (s).  

Condensation occurs at very large χ values, suggesting that relatively high energy polymer-solvent 
interactions (ups) and/or relatively low energy polymer-polymer (upp) and solvent-solvent (uss) 
interactions are required. While instructive, the Flory-Huggins model is based on homopolymers that 
are not necessarily representative of the multiple different amino acids found in IDRs (14). Initially, the 
abundance of polar amino acids found in IDRs for which aqueous solutions are bad solvents, such as 
G, Q, N and S, were thought to produce a high χ value through high ups interactions (10, 15). Yet, 
observations that altered order of amino acids (16) and replacement of charged amino acids (17) 
prevents condensate formation demonstrate that high ups is not necessarily a driver of biomolecular 
condensates for all proteins. Therefore, since uss is a constant when amino acids are mutated or 
rearranged in IDRs, low upp must be a critical factor in condensation through the Flory-Huggins model. 
Given the flexibility of IDRs it is reasonable to approximate that protein-protein interactions are capable 
of achieving a minimum energy through amino acid interactions across the length of the IDR. In this 
scenario, a maximum χ is achieved when the number of interactions with upp < ups is high and the 
number of interactions where upp > ups is low. And, integration of the interaction energy for all 
interactions, upp and ups, defines the energy minimum for protein-protein interaction in the solvent. For 
two protein molecules binding, this integration is also the definition of binding affinity. 

Achieving low upp interactions while avoiding high upp interactions led to the model of IDR interactions 
known as “stickers and spacers” (17). In this model, stickers (low upp) in multivalent macromolecules 
ranging from single amino acids to structured binding domains, such as SUMO (18), can interact within 
multivalent molecules to form networks of macromolecules capable of condensing into dense regions 
with a dependency on the valency (19). Indeed, IDR sequences have been shown to determine the 
dense phase concentration and material properties of condensates (20, 21). Loss of a single sticker will 
increase the saturation concentration of condensate formation, but loss of a spacer should have little 
impact (14), suggesting that low upp interactions are the drivers of condensation. 

Yet, the fundamental question of how gelation-induced phase separation is impacted by complex 
environments, such as the cytoplasm, remains outstanding (9). This question is particularly acute with 
single amino acid sticker interactions within the cell where cognate sticker amino acids are abundant in 
solution and in other protein species. Based on the Flory-Huggins model, at low values of χ, where 
there are not large overall differences in upp and ups, the system will not phase separate, but instead 
form a macro-gel when higher concentrations are reached (9). In cells there are thousands of types of 
molecules that could interact with amino acids in IDRs, including molecules that achieve very low 
energy interaction energy with stickers. Thus, low ups interactions that have the same energy as low upp 
interactions will be prevalent. Therefore, it is likely that to achieve a minimum energy capable of driving 
condensation, interactions across a large percentage of the IDR need to be integrated. 

Here, let us consider that proteins interact through binding regions with a defined binding dissociation 
constant and not an ensemble of individual stickers and spacers (Fig. 1A). Integrating all the sticker 
interactions into one affinity value in this manner captures the previously observed dependencies on 
protein composition, valency and order. From this perspective, sequence mutations in disordered 
proteins that prevent condensate formation (17) do not merely remove sticker interactions, but 
decrease the overall affinity of protein binding. In a single protein species system, IDRs can interact 
with multiple proteins, but, here, to understand the impact of binding on condensation, only bivalent 
interactions (one protein binding to another) are considered. Several factors suggest that bivalent 
interactions exist, including the ability of all the low upp interactions to occur between just two IDR 
protein molecules. As a simple binding interaction defined by the dissociation constant, the degree of 
binding depends on the concentration (Fig. 1B) (22). To generalize this consideration, the amount of 
binding is a function of the ratio between total protein concentration and the dissociation constant 
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([protein]total/Kd). If a system is at low [protein]total/Kd, increasing the protein concentration will profoundly 
increase the fraction of bound protein (Fig. 1C). However, if the system is initially at high [protein]total/Kd, 
increasing the protein concentration has less of an impact on the fraction of bound protein.  

When a condensate is formed, the concentration in the condensate is higher than the initial system with 
no condensation, increasing the fraction of bound protein within the condensate (Fig. 1D). Critically, 
assuming the volume fraction of the condensate is less than the dilute region, the overall fraction of 
bound protein will be higher when condensates are present (Fig. S1A). This increase in total bound 
fraction upon condensation serves to decrease the effective dissociation constant of the system (Fig. 
1E). Therefore, condensation generates a lower free energy through increased binding (Fig. S1B), 
defined as ΔGbinding:  

where, R is the gas constant, T is the temperature, Kd is the binding affinity, and Kd,effective is the effective 
binding constant upon condensation. And, this shift in free energy is dependent on the total protein in 
the system and dissociation constant of binding, or [protein]total/Kd. Yet, with increased partition 
coefficient, the entropic cost of condensation will also increase (Fig. S1C), with the entropic cost 
calculated from: 

where, Mf,cond is the mole fraction in the condensate, Mf,dilute is the mole fraction in the dilute region, 
[protein]cond is the concentration in the condensate, [protein]dilute is the concentration in the dilute region 
and [protein]initial is the concentration in the absence of condensation.  

In total, the energetic impact of condensation will be the sum of the increased energy of de-mixing and 
decreased energy from binding (Fig. 1F) - here it is assumed that there are no enthalpic contributions 
to the energetic cost of de-mixing. If this sum is negative, the system will be thermodynamically stable 
when condensates are present. The value of the energetic advantage is also dependent on the volume 
fraction of the condensate (Fig. S1D). At a volume fraction of 1% and ignoring any concerns about 
condensate concentration saturation, the total energy minimum, and corresponding entropic cost and 
change in binding energy, can be calculated for multiple [protein]total/Kd values (Fig. 1G & S1E). At 
higher [protein]total/Kd the energetic advantage of condensation is lost as a substantial fraction of the 
protein is bound in the absence of condensation and, thus, the entropic cost outweighs the change in 
binding energy. Conversely, the total molar energy of condensation plateaus around a [protein]total/Kd 
ratio of 10-3 and remains at that point at increasingly lower ratios. However, there are physical 
limitations at very low ratios. To achieve low [protein]total/Kd ratios, either the protein concentration 
needs to be low or the dissociation constant needs to be high. For low protein concentrations the total 
change in energy becomes extremely low relative to the energy of the system and the overall change in 
free energy will approach thermal fluctuations making condensation unstable (Fig. 1H). Similarly, at 
large dissociation constants the relative binding affinity compared to other molecular interactions 
becomes small and the energetic binding advantage will disappear (Fig. 1I). Therefore, in the binding 
model for homotypic interactions, there exists a range of [protein]total/Kd values that enable condensate 
formation, bounded by a distinct high [protein]total/Kd ratio and a system dependent low ratio.  

However, the binding model is also reliant on the binding dynamics. Fluorescence microscopy 
experiments show that proteins readily exchange between the condensate and dilute region (23-29). In 
the binding model, at an energetic minimum, the condensate consists of bound and unbound protein, 
which are both at higher concentrations than in the dilute region. For unbound protein in the 
condensate, the entropic force to leave is balanced by the energetic advantage of existing at a high 
condensate concentration to increase the likelihood of binding (Fig. 2A). However, the bound protein 
does not have any energetic advantage to remain within the condensate and is only subject to the gain 
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in entropy upon diffusing into the dilute region. The change in protein concentration in an established 
condensate can be expressed as: Δ[protein]cond = unboundenter + 2•boundenter - (unboundleave + 
2•boundleave). The thermodynamic forces governing bound proteins suggest that boundleave >> 
boundenter, and at steady state Δ[protein]cond = 0. Therefore, at steady state, unboundenter = unboundleave 
+ 2•boundleave, creating a mass imbalance at equal diffusion rates.  

Yet, diffusion out of the condensates is a dynamic process, and over time, a bound protein pair will both 
diffuse and dissociate (Fig. 2B). If dissociation is fast relative to diffusion, when considering condensate 
protein flux, unbound protein is essentially equivalent to bound protein. And, within the condensate 
protein is more likely to be unbound than bound (Fig. 1F), suggesting that on the time scale of diffusion 
all protein is effectively unbound. Thus, the relative rates of diffusion and dissociation impact the ability 
of a condensate to exist (Fig. 2C). Recent measurements of IDR protein binding demonstrate that IDRs 
can interact through extremely fast dynamics, with koff rates ranging from 100 to 105 s-1 (30-32). 
Furthermore, in cells the dissociation rate will likely be faster than in vitro measurements due to the 
presence of competing binding molecules, which have been shown to increase koff by 20x in vitro (33). 
Critically, the dissociation rate has profound effects on binding dynamics. Stochastic simulations using 
the Gillespie algorithm (34) demonstrate the dynamics of protein interactions at different binding rates, 
despite generating the same steady state bound fraction (Fig. 2D). Conversely, measured diffusivity 
rates inside condensates are on the order of 10-3 to 10-1 µm2/s (23-28). Therefore, it is expected that 
IDR systems with fast binding rates exist at dynamics where bound protein dissociates before 
significant diffusion relative to the size of the typical condensate is achieved (Fig. 2E). This rapid 
dissociation, which is unique to IDR interactions, enables condensate formation through simple binding.  

Two well established aspects of condensate formation in vitro are; 1) a saturation protein concentration 
(Csat) that defines the low concentration boundary at which condensates form, and 2) altering system 
properties, such as increasing the salt concentration or heating the sample, among other biophysical 
changes, will impact the ability of condensates to form. From the perspective of the binding model 
presented here, the concentration dependency suggests that at low, non-condensate forming 
concentrations the system resides at very low [protein]total/Kd ratios, and increasing the protein 
concentration increases the [protein]total/Kd ratio into a range where condensation is thermodynamically 
favorable (Fig. 3A). While, the biophysical changes that impact condensates all have an effect on the 
binding affinity, leading to a change in [protein]total/Kd ratio that can occur in either direction. 

However, one area where the binding model presented here differs from existing condensate theory is 
the existence of a high [protein]total/Kd ratio where condensates will not form (Fig. 1G & 3A). The 
existing theory suggests that condensates form at any concentration above Csat (9), therefore the vast 
majority of condensate research does not explore protein concentrations above the Csat concentration. 
To test the binding model, full length human TDP-43 in PBS was imaged at increasing concentrations. 
Condensates were visible at concentrations up to 50 µM, however at 100 µM they were no longer 
present (Fig. 3B), suggesting the system reached a [protein]total/Kd > 0.1, and that the TDP-43 binding 
Kd is between 500 µM and 1 mM. Human Tau, using PEG as a molecular crowder (35), showed a 
similar loss of condensates at a higher [protein]total/Kd ratio (Fig. 3B). This loss of condensation 
phenomenon has also been observed with condensate-inducing molecules (4, 36, 37). In these 
systems, protein reentrance occurs with the addition of components ranging from small molecules to 
RNA. Introduction of these molecules forms condensates at IDR protein conditions below Csat, however, 
as the concentration of these condensate-inducing molecules increases, condensates eventually 
disappear. Based on previous findings (37), here, concentrations of Bis-ANS up to 50 µM formed 
condensates with 5 µM TDP-43 in 20 mM potassium phosphate, pH 6, but condensates were no longer 
present at 100 µM Bis-ANS (Fig. 3C). The driver of IDR proteins reentering the dilute region at high 
concentrations of condensate-inducing molecules is thought to be the concentration ratio of IDR protein 
to molecule (4, 38). Therefore, it would be expected that increasing the concentration of TDP-43 at 100 
µM Bis-ANS would cause condensate formation, however, this is not the case (Fig. 3C). Furthermore, 
increasing the concentration of TDP-43 at 50 µM Bis-ANS caused condensates to disappear. These 
results suggest that loss of condensation at high condensate-inducing molecule concentrations is 
driven by the high concentration alone - agreeing with heterotypic interaction results that are predicted 
by the binding model (Fig. S2A).  
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Condensate formation in the binding model is also dependent on the affinity of the binding interaction. 
Experimentally, TDP-43 condensate formation is dependent on the salt concentration (39), suggesting 
that salt changes the relative binding affinity. Indeed, when 100 mM NaCl was added to condensate-
forming Bis-ANS and TDP-43 concentrations, condensates were no longer present (Fig. 3D), 
suggesting that NaCl shifted the binding affinity outside the [protein]total/Kd condensation range. These 
results also demonstrate that the binding affinity governing condensation is relative and system 
dependent.  

Lastly, recent observations that the dilute region concentration and partition coefficient are dependent 
on the total protein concentration do not agree with the existing regular solution theory (40). The 
existing theory predicts that the partition coefficient remains constant and this experimental deviation 
was hypothesized to be driven by intracellular heterotypic multicomponent interactions (40). Yet, 
calculations from the binding model for homotypic interaction show both the partition coefficient and 
dilute region concentration are dependent on total concentration, suggesting that binding driven 
condensation produces the experimentally observed results (Fig. 3E). Here, to fit published 
experimental results (40), the total concentration was modeled from 1 µM to 100 µM, the volume 
fraction increased from 0.5% at 1 µM to 2% at 100 µM and the dissociation constant was fixed at 1 mM. 

The binding model also describes heterotypic binding interactions (Fig. S2A). Heterotypic interactions 
often have higher binding affinities than homotypic interactions (41, 42), which suggests this is a route 
for cellular protein condensation to occur at low protein concentrations. The binding model can also 
describe the binding energetic advantage of condensation where multiple molecules can bind to a 
single IDR or oligonucleotide (Fig. S2B). Here, the high [protein]total/Kd ratio where condensation is no 
longer energetically favorable depends on the number of monomers that can bind a polymer and the 
relative concentration of each component. Furthermore, it is energetically favorable for client proteins or 
molecules (18) with cognate binding regions on scaffold condensed IDR proteins to be incorporated 
into the condensates, provided the binding region does not overlap with the condensate forming binding 
region. The local accumulation of binding sites on IDRs presents a reduction in client binding energy 
that overcomes entropic cost of client condensation. Thus, for client molecules, there is no binding 
affinity or concentration limitation, and the energetic minimum depends on the number of client binding 
sites in the condensate (Fig. S2C).  

Overall, the binding model suggests condensation occurs within a range of energetically favorable 
[protein]total/Kd ratios (Fig. 4A). This range occurs for both homotypic and heterotypic interactions, 
where, for 1:1 binding, exceeding a maximum [molecule]total/Kd ratio based on the concentration of 
either interacting molecule will prevent condensation (Fig. S2A). The condensation [protein]total/Kd 
range relies upon the ability to generate a decrease in binding free energy that overcomes the entropic 
cost of condensation (Fig. 4B). Yet, because the dissociation must be fast and the binding reaction 
energetically significant, there exists a restricted range of dissociation constants and concentrations 
capable of generating condensates (Fig. 4C).  

Similar to the Flory-Huggins model, the binding affinity depends on amino acid interactions and will thus 
be dependent on the system. Experimentally, condensation has been shown to be dependent on 
properties such as system temperature (43), IDR phosphorylation (44), and buffering of electrostatic 
interactions (5, 45, 46), all of which alter the binding affinity. It has been previously suggested that 
condensates are assemblies that maintain disorder and form through transient protein-protein contacts 
(23). The binding model presented here describes the thermodynamic forces that enable these 
assemblies. Furthermore, the binding model suggests that rather than physical crosslinks among 
multivalent proteins being the cause of condensate formation (47), binding interactions provide enough 
thermodynamic stability to enable condensates. Interactions with multivalency will impart the same 
thermodynamic advantage as dimerization since, ultimately, regardless of the number of proteins each 
individual protein binds, the protein will be bound. And, the finding that at high [protein]total/Kd ratios 
condensates are no longer formed agrees with intracellular observations that high concentrations will 
dissolve condensates (48), suggesting that further exploration of high concentrations or properties that 
increase binding affinity will reveal more of the complex roles condensates play in molecular biology 
and disease.  
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Figures 
 

Figure 1: IDR binding provides an energetic advantage for condensation. A) Binding of IDR 
proteins can be described by a single dissociation constant that captures all the amino acid 
interactions. B) The fraction of bound protein is a function of the [protein]total/Kd ratio. C) The fraction of 
bound protein increases at higher protein concentration, dependent on the [protein]total/Kd ratio. D) 
Shifting from a diffuse state to one with condensates creates high local concentrations where the 
fraction of bound protein will increase. E) The effective Kd (calculated from the total bound and unbound 
protein) in a condensed state normalized to the diffuse state as a function condensate partition 
coefficient (ratio of protein concentration in the condensate to the dilute region) for multiple [protein]total/
Kd ratios. F) Change in total energy as a function of condensate partition coefficient for multiple 
[protein]total/Kd ratios. G) Total energy per mole of protein minimum for condensate formation as a 
function of [protein]total/Kd. H) Total energy or condensate formation as a function of [protein]total/Kd at a 
Kd of 1 mM. The gray area is a region of very low total energy arising from low protein concentration.  I) 
Absolute energy of binding as a function of [protein]total/Kd. at a protein concentration of 10 µM. The 
gray area is binding energy for Kd values > 10 mM. For all results, the condensate volume fraction is 
1%. 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted December 3, 2022. ; https://doi.org/10.1101/2022.12.02.518839doi: bioRxiv preprint 

https://doi.org/10.1101/2022.12.02.518839
http://creativecommons.org/licenses/by-nc-nd/4.0/


 

Figure 2: Binding dynamics enable stable condensate formation. A) Protein freely diffuses into and 
out of a condensate. Unbound protein is subject to entropic forces to leave the condensate but an 
energetic advantage to enter or remain. Bound protein is only subject to the entropic force to leave the 
condensate. B) Bound protein will diffuse during the bound lifetime before dissociating. C) Both 
dissociation (gray) and diffusion distance (red) (mean squared displacement) are rates that have 
distinct values that will govern the diffusion of bound proteins. At the intermediary rates (thick lines), 
dissociation will occur at an average time, which dictates how far the bound protein will diffuse 
dependent on the diffusivity. D) Bound fraction of stochastic simulations (n=100) for proteins with 
different binding rates, but the same Kd, and a single simulation showing the bound state of a single 
protein over time. E) A plot of 1/Koff vs. diffusivity, with expected condensate values in green. Shown are 
lines for mean squared displacement at multiple length scales. The purple triangle represents expected 
condensate values where bound protein will dissociate before it diffuses 1 nm.  
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Figure 3: The binding model accurately predicts condensate properties. A) Both the existing 
model and the binding model predict a Csat concentration where condensates spontaneously form. 
However, the existing model predicts condensates will be stable at any concentration above Csat, while 
the binding model predicts a high [protein]total/Kd ratio where condensation is no longer favorable. The 
binding model also predicts that binding affinity will impact condensate formation. B) DIC images of full 
length recombinant human TDP-43 in PBS or recombinant human Tau in PBS with 10% PEG at 
different concentrations, green outlines indicate condensate formation while red outlines indicate a lack 
of condensates. C) Fluorescent images of Bis-ANS and TDP-43 in 20 mM potassium phosphate at pH 
6. D) Fluorescent images of 50 µM Bis-ANS and 5 µM TDP-43 in 20 mM potassium phosphate at pH 6 
with or without 100 mM NaCl. E) Binding model calculations (blue) of homotypic interaction forming 
condensates showing dilute region concentration (top) and partition coefficient (bottom) as a function of 
total protein concentration. Shown in red are the regular solution theory expected values. All images, 
scale bar = 10 µm. 
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Figure 4: Condensation constraints based on the binding model. A) The binding model 
demonstrates there exists a range of [protein]total/Kd ratios where IDRs can form condensates with 
favorable thermodynamic energy. B) Condensation increases the fraction of protein binding, which 
causes a decrease in total energy. C) IDR systems capable of forming homotypic or heterotypic 1:1 
binding condensates are limited to certain dissociation constant values and and protein concentrations.  
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Methods and Materials 

Binding model calculations. 
All calculations were performed in Microsoft excel using equations that define the dissociation constant 
and the laws of mass balance.  

Protein condensates.  
Recombinant human TDP-43 and recombinant human Tau (R and D systems) were concentrated and 
solvent exchanged into either PBS or 20 mM potassium phosphate, pH 6.0, using 10 kDa MWCO 
microcentrifuge protein concentrator PES (Pierce). Solvent exchange was performed 4 times. Protein 
concentration was determined by BCA assay (Pierce). Bis-ANS (Caymen Chemical) was dissolved in at 
1 mM in 20 mM potassium phosphate, pH 6.0 and diluted as needed. Each sample was bath sonicated 
and imaged immediately in a glass bottom 96 well plate (CellVis). Images were acquired on a Nikon 
Ti-2 widefield microscope with a 60x/1.49NA oil objective. Condensates were visualized with DIC. Bis-
ANS was excited with a 405 laser and emission was collected through a quad laser TIRF filter cube.  

Stochastic simulation. 
Stochastic simulations of protein binding were performed using the Gillespie algorithm in Matlab. 
Simulations were run at a concentration of 1 μM protein and a heterotypic binding dissociation 
constant of 1 μM.  
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Supplemental Figures: 

Figure S1: Properties governing condensation in the binding model. A) Fraction of bound protein 
for homotypic interactions in the condensate, dilute region and total in the system as a function of 
partition coefficient. B) Change in free energy arising from binding for homotypic interactions as a 
function of the partition coefficient for various [protein]total/Kd values. C) Change in free energy arising 
from entropic cost for homotypic interactions as function of the partition coefficient for various 
[protein]total/Kd values. D) The impact of volume fraction on free energy minimum of condensation for 
homotypic interactions at different [protein]total/Kd values. E) The free energy of binding (blue) and 
entropic cost (red) for condensation as a function of the [protein]total/Kd ratio. Volume fraction = 1% for 
all results except (D).  
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Figure S2: Results from the binding model for heterotypic interactions. A) Total energy as a 
function of partition coefficient for a heterotypic interaction at multiple [protein]total/Kd ratios for both 
binding molecules, A and B. Partition coefficient is calculated from the most abundant molecule, here 
binding affinity remained constant. If either species exists above a ratio of 10-1 condensation is not 
energetically favorable. B) Total energy as a function of [protein]total/Kd ratio for heterotypic binding 
where multiple A molecules can bind a single B molecule. Shown are binding model results for 
multiple binding ratios. The static [protein]total/Kd ratio remained at 0.01, while the dynamic ratio is 
plotted - for 2, monomer (A), the plot is a function total energy vs. polymer (B) [protein]total/Kd values. 
C) Total energy as a function of client [protein]total/Kd ratio at a partition coefficient = 20 for heterotypic 
interactions where one component (scaffold) is not subject to entropic cost of condensation, e.g. it is 
condensed due to interactions with other molecules at other binding sites. Shown are plots for 
different amounts of scaffold concentrations in the condensate relative to the dissociation ratio of the 
client binding interaction. Volume fraction = 1% for all results. 
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