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Abstract 12 

Effective interactions with the environment rely on integration of multisensory 13 

signals: our brains must efficiently combine signals that share a common source, and 14 

segregate those that do not. Healthy ageing can change or impair this process. This functional 15 

magnetic resonance imaging study assessed the neural mechanisms underlying age 16 

differences in the integration of auditory and visual spatial cues. Participants were presented 17 

with synchronous audiovisual signals at various degrees of spatial disparity and indicated 18 

their perceived sound location. Behaviourally, older adults were able to maintain localisation 19 

accuracy, albeit with longer response times. At the neural level, they integrated auditory and 20 

visual cues into spatial representations along dorsal auditory and visual processing pathways 21 

similarly to their younger counterparts, but showed greater activations in a widespread 22 

system of frontal, temporal and parietal areas. According to multivariate Bayesian decoding, 23 

these areas encoded critical stimulus information beyond that which was encoded in the brain 24 

areas commonly activated by both groups. Surprisingly, however, the boost in information 25 

provided by these areas with age-related activation increases was comparable across the two 26 

age groups. 27 

This dissociation—between comparable response accuracy and information encoded 28 

in brain activity patterns across the two age groups, but age-related increases in response 29 

times and regional activations—suggests that older participants accumulate noisier sensory 30 

evidence for longer, to maintain reliable neural encoding of stimulus-relevant information 31 

and thus preserve localisation accuracy.   32 
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Introduction 33 

The effective integration of multisensory signals is central to our ability to 34 

successfully interact with the world. Locating and swatting a mosquito, for example, relies on 35 

spatial information from hearing, vision, and touch. When signals from different senses are 36 

known to come from a common cause, humans typically perform this integration process in a 37 

statistically near-optimal way, weighting the contribution of each input by its relative 38 

reliability [1–5] (i.e. inverse of variance; though also see e.g. [6,7]). However, determining 39 

specifically which signals share a common cause, and should thus be integrated, is 40 

computationally challenging. Young, healthy adults arbitrate between sensory integration and 41 

segregation in line with the predictions of normative Bayesian Causal Inference (BCI) [8–42 

12]: they bind signals that are close together in space and time, but process signals 43 

independently when they are spatially or temporally disparate and hence unlikely to share a 44 

common source. Recent fMRI and EEG research has revealed that, for audiovisual spatial 45 

signals, these operations take place dynamically across the cortical hierarchy that 46 

encompasses primary sensory areas as well as higher-level regions such as intraparietal 47 

sulcus and planum temporale [10,13]. Evidence also suggests that they interact with top-48 

down attentional processes [5,14–19]. 49 

Normal healthy ageing leads to a variety of sensory and cognitive changes, including 50 

loss of sensory acuity [20–22], reduced processing speed [23], and impaired attentional and 51 

working memory processes [24,25]. In multisensory perception, ageing has been associated 52 

with altered susceptibility to the sound-induced flash and McGurk illusions [26–30]; these 53 

age differences may be caused by various computational or neural mechanisms, including 54 

changes in sensory acuity, prior binding tendency, and attentional resources (for further 55 

discussion see [31]). By contrast, older adults perform in a way that is comparable to their 56 

younger counterparts on audiovisual integration of spatial signals (as indexed by the spatial 57 
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ventriloquist illusion) [32,33]. They arbitrate between sensory integration and segregation 58 

effectively, and weight signals in a way that is consistent with normative Bayesian Causal 59 

Inference. However, they sacrifice response speed to maintain this audiovisual localisation 60 

accuracy [32]. 61 

This raises the question of how older adults preserve audiovisual integration and 62 

spatial localisation performance, albeit with slower response times, in these intersensory 63 

selective attention paradigms. One possibility is that older adults rely on the same neural 64 

systems as younger adults, but neural processing takes longer to obtain comparable levels of 65 

accuracy. For instance, older adults may accumulate noisier audiovisual evidence for longer 66 

until they reach a decision threshold and commit to a response, as recently suggested by 67 

computational modelling of behavioural data [32]. Further, older adults may exert more top-68 

down attentional control during this accumulation process to attenuate internal sensory noise. 69 

This longer, and more attentionally demanding, evidence accumulation would be reflected in 70 

increased BOLD responses, particularly in higher-order association cortices (e.g. parietal 71 

cortices) for older relative to younger adults. Critically, however, because the regional BOLD 72 

response reflects the accumulated neural activity, the information about task-relevant 73 

variables that can be decoded from it should be comparable in both age groups.  74 

Alternatively, older adults may engage additional cortical regions to compensate for 75 

encoding deficits in the brain regions that are activated by both age groups. In this case, we 76 

would expect age differences not only in the magnitude of the regional BOLD responses, but 77 

also in their information content. In this latter case, the additional brain activations would 78 

encode more task-relevant information in older than in younger participants. 79 

To adjudicate between these two hypotheses, we presented healthy younger and older 80 

participants with synchronous audiovisual signals at varying degrees of spatial disparity in a 81 

spatial ventriloquist paradigm. In an auditory selective attention task, participants reported 82 
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the location of the auditory signal, whilst ignoring the task-irrelevant visual signals (which 83 

were spatially congruent or incongruent). Using multivariate pattern analysis (MVPA), we 84 

first tested whether the age groups similarly combined audiovisual signals into spatial 85 

representations along the dorsal visual and auditory spatial processing hierarchies that have 86 

previously been shown to be engaged in this task [10,13]. Whole-brain univariate analyses 87 

then delineated neural systems that were commonly activated by both age groups during the 88 

task, as well as systems showing greater activations in older participants. Finally, using 89 

multivariate Bayesian decoding (MVB) [34], we assessed whether the regions with greater 90 

activation in older adults encoded critical stimulus information (such as visual and auditory 91 

location or their spatial relationship) to a greater degree in older than younger adults.   92 
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Results 93 

Auditory spatial classification performance for older and younger 94 

adults  95 

We assessed whether ageing impacts the precision with which older adults encode 96 

sound location. In a spatial left-right classification task (outside the scanner), older and 97 

younger adults were presented with unisensory auditory stimuli sampled randomly from 10 98 

possible spatial locations along the azimuth. We fitted psychometric functions to the 99 

proportions of perceived ‘right’ responses individually for each participant and compared the 100 

JND (just-noticeable difference; i.e. spatial reliability or sensitivity) and PSE (point of 101 

subjective equality; left/right bias) between older and younger participants in two-sample t 102 

tests. We observed no significant differences in spatial precision or left/right bias between 103 

age groups; only a non-significant trend of larger JNDs (lower auditory spatial reliability) 104 

was evident in older adults: JND t(30) = 1.532, p = .136, d = 0.542; PSE t(30) = 0.527, p 105 

= .602, d = 0.186. This suggests comparable localisation performance for older and younger 106 

participant groups in an unspeeded auditory spatial classification task. 107 

Audiovisual integration behaviour for older and younger adults 108 

(inside the scanner) 109 

In the main experiment inside the scanner, participants were presented with 110 

synchronous auditory and visual signals at the same (i.e. congruent) or opposite (i.e. 111 

incongruent) locations sampled from four possible spatial locations (-15°, -5°, 5°, or 15° 112 

visual angle) along the azimuth. The experimental design thus conformed to a 4 (auditory 113 

location: -15°, -5°, 5°, or 15° azimuth) x 3 (sensory context: unisensory auditory, audiovisual 114 

congruent, audiovisual incongruent) factorial design (see Fig 1B). On each trial, participants 115 
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reported their perceived sound location as accurately as possible by pressing one of four 116 

spatially corresponding buttons with their right hand. For behavioural analysis, we pooled 117 

over hemifield and entered observers’ response accuracy and reaction times into a 2 118 

(eccentricity: small ± 5° vs. large ± 15°) x 3 (sensory context: unisensory auditory, 119 

audiovisual congruent, audiovisual incongruent) x 2 (age group: younger, older) mixed 120 

ANOVA. For localisation accuracy, this mixed ANOVA identified significant main effects of 121 

eccentricity and sensory context (see Table 1). Further, a small three-way (eccentricity x 122 

sensory context x age) interaction was observed, reflecting a slightly stronger visual influence 123 

on perceived sound location in older adults for audiovisual stimuli at large spatial disparities 124 

(see right panel of Fig 1C). This stronger audiovisual crossmodal bias in older adults was not 125 

observed in previous research that was performed outside the scanner [32]. This small 126 

discrepancy between studies may be explained by the adverse listening conditions inside the 127 

scanner that make it more difficult for observers to reliably arbitrate between sensory 128 

integration and segregation, even at large spatial disparities (see [9]). No other significant 129 

effects were observed.  130 

The corresponding 2 x 3 x 2 mixed ANOVA of participants’ median reaction times 131 

(inside the scanner) revealed main effects of age and sensory context as well as an interaction 132 

between sensory context and eccentricity (see Table 1). Older adults were overall slower than 133 

younger adults. Participants responded fastest to unisensory auditory stimuli, slower to 134 

audiovisual congruent stimuli, and slowest to audiovisual incongruent stimuli. The longer 135 

response times for audiovisual congruent compared to unisensory auditory stimuli is a 136 

surprising finding that may again be explained by the causal uncertainty invoked by the 137 

competing scanner noise. Because unisensory auditory, congruent audiovisual, and 138 

incongruent audiovisual stimuli were presented intermixed, observers needed to infer whether 139 

audiovisual signals came from the same source and should thus be integrated. Causal 140 
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inference becomes more challenging in adverse listening situations, placing extra attentional 141 

demands on our audiovisual trials that may outweigh any multisensory benefit. Further, as 142 

indicated by the significant interaction between eccentricity and sensory context, observers 143 

were slower to respond to more centrally than peripherally presented sounds, particularly in 144 

the unisensory auditory context. None of these effects significantly interacted with age, 145 

however. See Table 1 for detailed results of sound localisation responses and response times. 146 

In summary, while older adults were substantially slower than younger adults across all 147 

conditions, their auditory localisation performance was largely comparable to their younger 148 

counterparts.  149 
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Fig 1. Experimental design and behavioural results. 152 

(A and B) The experiment conformed to a 4 (auditory location) × 3 (sensory context: 153 

unisensory auditory, audiovisual congruent, audiovisual incongruent) factorial design. 154 

Auditory (white noise bursts) and visual signals (cloud of dots) were sampled from four 155 

possible azimuthal locations (-15°, -5°, 5°, or 15°). Auditory and visual stimuli were 156 

presented either at same (congruent) or opposite spatial locations (incongruent). Participants 157 

reported their perceived location of the sound. (C) Across-participants mean (± SEM) 158 

perceived sound locations as a function of the true sound location (x axis). Older and younger 159 

adults showed comparable central biases (i.e. deviations from the identity line) for unisensory 160 

and audiovisual congruent stimuli. For spatially incongruent stimuli, older adults showed a 161 

slightly stronger spatial bias in their perceived sound location towards the location of the 162 

incongruent visual signal. (D) Behavioural response times (pooled over left and right 163 

hemifields; across-participants means of condition-specific medians). Participants responded 164 

more slowly to audiovisual incongruent relative to audiovisual congruent and auditory-only 165 

stimuli. Older adults were significantly slower in all conditions, but this did not interact with 166 

any other factor.  167 
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Table 1. Results of mixed ANOVAs on mean auditory localisation responses and median 168 
reaction times during the spatial ventriloquist task (inside the scanner). 169 
  df       

    effect error F p ηp
2 

Mean localisation responses     
 

  Eccentricity 1 30 262.844 < .001 .898 
  Eccentricity x Age 1 30 3.970 .055 .117 
  Sensory context 1.144 34.335 51.117 < .001 .630 
  Sensory context x Age 1.144 34.335 0.646 .447 .021 
  Eccentricity x Sensory context 1.204 36.111 2.045 .159 .064 

  Eccentricity x Sensory context 
x Age 1.204 36.111 5.344 .021 .151 

  Age 1 30 2.189 .149 .068 
Median reaction times          

  Eccentricity 1 30 3.261 .081 .098 
  Eccentricity x Age 1 30 0.119 .733 .004 
  Sensory context 2 60 34.145 < .001 .532 
  Sensory context x Age 2 60 3.010 .057 .091 
  Eccentricity x Sensory context 1.575 47.236 6.095 .008 .169 

  Eccentricity x Sensory context 
x Age 1.575 47.236 1.944 .162 .061 

  Age 1 30 10.914 .002 .267 
Degrees of freedom Greenhouse-Geisser corrected for non-sphericity where applicable.  170 
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fMRI results 171 

We used fMRI to assess the commonalities and differences in the neural systems 172 

underlying audiovisual spatial processing between younger and older adults, in three steps. 173 

First, we characterised how younger and older participants integrate auditory and visual 174 

information into spatial representations along the dorsal audiovisual processing hierarchies, 175 

using support vector regression. Second, we identified commonalities and differences in 176 

regional BOLD responses for older and younger adults, using mass-univariate fMRI analyses. 177 

Third, we investigated whether age-related BOLD-response increases encode critical stimulus 178 

information (such as visual and auditory location or their spatial relationship) to a greater 179 

degree in older than younger adults, using multivariate Bayesian decoding (MVB) [34]. 180 

Decoding audiovisual spatial estimates using support vector regression 181 

Fig 2 shows the spatial locations decoded with support vector regression from 182 

regional BOLD-response patterns for unisensory auditory, congruent audiovisual, and 183 

incongruent audiovisual incongruent stimuli along the dorsal auditory and visual processing 184 

hierarchies (see also Tables 2 and 3). As previously reported for younger populations [10,13], 185 

primary auditory area A1 and “higher-level” auditory area planum temporale (PT) encoded 186 

mainly the sound location, while “low-level” visual areas V1-V3, posterior intraparietal 187 

sulcus (IPS 0-2) and, anterior intraparietal sulcus (IPS 3-4) represented the visual location. 188 

Importantly, the decoding profiles differed for congruent and incongruent audiovisual stimuli 189 

in all regions. In auditory area PT, incongruent visual inputs biased auditory spatial encoding 190 

mainly at small spatial disparities (i.e. a “neural ventriloquist effect”). These crossmodal 191 

biases broke down at large spatial disparities, when the brain infers that two signals come 192 

from different sources - thereby mirroring the integration profile observed at the behavioural 193 

level. Surprisingly, in visual areas we observed an influence of a displaced sound on the 194 
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decoded spatial location mainly at large spatial disparities. This pattern may be explained by 195 

the fact that at small spatial disparities, observers experience a ventriloquist illusion and thus 196 

perceive the sound shifted towards the visual signal. By contrast, at large spatial disparities 197 

(when observers are less likely to experience a ventriloquist illusion), a displaced sound from 198 

the opposite hemifield biases the spatial encoding in visual cortices via mechanisms of top-199 

down attention. As previously reported [10,13], these crossmodal interactions increased 200 

across the cortical hierarchy, being more pronounced in IPS and PT than in early visual and 201 

auditory cortices. 202 

These impressions were confirmed statistically by the 2 (eccentricity: small, large) x 3 203 

(sensory context: unisensory auditory, audiovisual congruent, audiovisual incongruent) x 2 204 

(age: younger, older) mixed ANOVAs of the decoded spatial estimates, separately for each 205 

region of interest (ROI) along the visual and auditory processing hierarchy (Table 2). We 206 

observed main effects of stimulus eccentricity for all ROIs, confirming that all regions 207 

encoded information about the location of the stimuli. Intriguingly, main effects of sensory 208 

context were also present in all ROIs, suggesting that even putatively unisensory regions held 209 

at least some information about whether a visual stimulus was present and/or its spatial 210 

congruence with the sound. We confirmed that these sensory context effects were not driven 211 

entirely by differences between unisensory auditory vs. audiovisual stimuli: a follow-up 212 

ANOVA that excluded the unisensory condition, so 2 (eccentricity: small, large) x 2 213 

(congruency: congruent vs incongruent) x 2 (age group: older vs. younger), revealed a 214 

significant main effect of congruency for all ROIs, and a significant congruence x 215 

eccentricity interaction in areas V1 – V3, IPS 0 – 2, and IPS 3 – 4 (for detailed results see 216 

tables in Supporting Information).  217 

Crucially, however, age had almost no effect on the locations decoded from the 218 

activation patterns along the auditory and visual spatial processing hierarchies (see Fig 3 and 219 
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Tables 2 and 3). We observed a single significant age-related effect across all ANOVAs: an 220 

age x sensory context interaction selectively in visual areas V1 to V3. However, in the 221 

follow-up ANOVA that excluded the unisensory auditory condition, the age x congruency 222 

interaction was not significant, and independent-samples t tests comparing the age groups in 223 

all conditions only revealed an age difference for unisensory stimuli at large eccentricities 224 

(t(30) = 2.623, p = .014 (uncorr.), d = 0.927; see leftmost panel of Fig 3A). Collectively, 225 

these results compellingly demonstrate that younger and older adults similarly combine 226 

auditory and visual signals into spatial representations in regions along the auditory and 227 

visual processing hierarchies.  228 
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 229 

 230 

Fig 2. fMRI multivariate decoding results (support vector regression) pooled over age 231 

groups. 232 

 (A) Across-participants mean (±1 SEM) decoded spatial locations for unisensory auditory 233 

(grey), audiovisual congruent (orange), and audiovisual incongruent (green) stimuli. (B) 234 

Difference between decoded stimulus locations for audiovisual incongruent relative to 235 

audiovisual congruent stimuli. Results for five ROIs are shown: visual regions (V1 - V3); 236 

posterior intraparietal sulcus (IPS 0 - 2); anterior intraparietal sulcus (IPS 3 - 4); planum 237 

temporale (PT); and primary auditory cortex (A1). Note that the x axis is labelled according 238 

to each region’s dominant sensory modality (i.e. visual location for V1-3 and IPS, auditory 239 

location for PT and A1) to allow for easier comparison between conditions and regions.  240 
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241 

Fig 3. fMRI multivariate decoding results (support vector regression) separately for older 242 

and younger adults. 243 

Across-participants mean (±1 SEM) decoded spatial locations for younger (blue) and older 244 

(red) participants for (A) unisensory auditory, (B) congruent audiovisual, and (C) incongruent 245 

audiovisual stimuli. Results for five ROIs are shown: visual regions (V1 - V3); posterior 246 

intraparietal sulcus (IPS 0 - 2); anterior intraparietal sulcus (IPS 3 - 4); planum temporale (PT); 247 

and primary auditory cortex (A1). Note that for incongruent conditions the location of stimuli 248 

in the region’s dominant sensory modality is plotted on the lower x axis (i.e. visual location for 249 

V1-3 and IPS, auditory location for PT and A1) to allow for easier comparison between 250 

conditions and regions. 251 

252 
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Table 2. Results of ANOVAs on SVR decoded responses in five ROIs (including 253 
unisensory auditory). 254 
  df       

    effect error F p ηp
2 

V1 - 3     
 

  Eccentricity 1 30 117.363 < .001 .796 
  Eccentricity x Age 1 30 0.874 .357 .028 
  Sensory context 1.568 47.036 328.707 < .001 .916 
  Sensory context x Age 1.568 47.036 5.281 .014 .150 
  Eccentricity x Sensory context 1.620 48.588 22.205 < .001 .425 
  Eccentricity x Sensory context x Age 1.620 48.588 3.165 .061 .095 
  Age 1 30 0.386 .539 .013 
IPS 0 - 2           
  Eccentricity 1 30 47.714 < .001 .614 
  Eccentricity x Age 1 30 2.075 .160 .065 
  Sensory context 1.656 49.671 108.823 < .001 .784 
  Sensory context x Age 1.656 49.671 0.170 .804 .006 
  Eccentricity x Sensory context 1.603 48.084 9.836 .001 .247 
  Eccentricity x Sensory context x Age 1.603 48.084 1.140 .318 .037 
  Age 1 30 1.845 .185 .058 
IPS 3 - 4           
  Eccentricity 1 30 5.152 .031 .147 
  Eccentricity x Age 1 30 1.894 .179 .059 
  Sensory context 2 60 14.072 < .001 .319 
  Sensory context x Age 2 60 0.954 .391 .031 
  Eccentricity x Sensory context 2 60 8.495 .001 .221 
  Eccentricity x Sensory context x Age 2 60 1.210 .305 .039 
  Age 1 30 0.125 .726 .004 
PT           
  Eccentricity 1 30 31.000 < .001 .508 
  Eccentricity x Age 1 30 0.112 .740 .004 
  Sensory context 2 60 10.694 < .001 .263 
  Sensory context x Age 2 60 1.275 .287 .041 
  Eccentricity x Sensory context 2 60 2.129 .128 .066 
  Eccentricity x Sensory context x Age 2 60 0.285 .753 .009 
  Age 1 30 0.216 .645 .007 
A1           
  Eccentricity 1 30 21.772 < .001 .421 
  Eccentricity x Age 1 30 0.092 .764 .003 
  Sensory context 2 60 4.239 .019 .124 
  Sensory context x Age 2 60 0.646 .528 .021 
  Eccentricity x Sensory context 2 60 0.044 .957 .001 
  Eccentricity x Sensory context x Age 2 60 0.155 .856 .005 
  Age 1 30 0.110 .743 .004 

Degrees of freedom Greenhouse-Geisser corrected for non-sphericity where applicable.  255 
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Conventional mass-univariate GLM analysis 256 

The above SVR analysis showed that regions along the auditory and visual spatial 257 

processing hierarchies integrate sensory signals into spatial representations similarly in both 258 

age groups. Using mass-univariate general linear model (GLM) analysis, we next 259 

investigated whether older and younger adults engage overlapping or partly distinct neural 260 

systems for audiovisual processing (i.e. all stimulus conditions > fixation). Moreover, we 261 

assessed the neural underpinnings of cognitive control and attentional operations that are 262 

critical for localising a sound when presented together with a spatially displaced visual signal 263 

(i.e. incongruent > congruent audiovisual stimuli; see Table 3, and Figs 4 and 5, for details).   264 
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 265 

  266 
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Fig 4. fMRI activation results for older and younger adults.  267 

Activations for all stimuli (i.e. pooled over auditory, audiovisual congruent and incongruent) 268 

relative to fixation are rendered on an inflated canonical brain (top row) and 269 

coronal/transverse sections (middle row). Green = conjunction over both age groups (AllOlder 270 

> FixationOlder) ∩ (AllYounger > FixationYounger). Purple = age related activation increases 271 

(AllOlder > FixationOlder) > (AllYounger > FixationYounger). For inflated brain: bright outlines = 272 

height threshold p < .05 whole-brain FWE-corrected. For visualisation purposes we also 273 

show activations at p < .001, uncorrected, as darker filled areas. Extent threshold k > 0 274 

voxels). For brain sections, height threshold p < .05 whole-brain FWE-corrected.  275 

Bottom row: Bar plots show mean (± 1 SEM) age differences in parameter estimates 276 

(arbitrary units) for audiovisual congruent, audiovisual incongruent, and unisensory auditory 277 

stimuli at 5° and 15° eccentricities, pooled over left and right stimulus locations, at the 278 

indicated peak MNI coordinates. Three illustrative anatomical regions are shown: left inferior 279 

frontal sulcus [IFS], left planum temporale [PT], and right intraparietal sulcus [IPS].  280 
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281 

Fig 5. Activation increases for incongruent > congruent audiovisual stimuli.  282 

Activation increases for incongruent relative to congruent stimuli (pooled over age groups) 283 

are rendered on an inflated canonical brain. Green areas = height threshold p < .05, whole-284 

brain FWE-corrected. For visualisation purposes we also show activations at p < .001, 285 

uncorrected, in yellow. Bar plots show parameter estimates (across-participants mean ± 1 286 

SEM; arbitrary units) for congruent, incongruent, and unisensory stimuli at 5° and 15° 287 

eccentricities, pooled over left and right auditory (and in audiovisual conditions, visual 288 

locations), at the indicated MNI peak coordinates in three anatomical regions: left anterior 289 

insula, left supplementary motor area (SMA), and right precuneus.  290 

.CC-BY-NC 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted January 29, 2023. ; https://doi.org/10.1101/2023.01.28.526027doi: bioRxiv preprint 

https://doi.org/10.1101/2023.01.28.526027
http://creativecommons.org/licenses/by-nc/4.0/


 22 

Effects of stimuli and task relative to fixation 291 

A conjunction analysis over age groups revealed stimulus-induced activations in a 292 

widespread neural system encompassing key areas of the auditory spatial processing 293 

hierarchy such as left planum temporale, extending into left inferior parietal lobe and 294 

intraparietal sulci bilaterally (AllOlder > FixationOlder) ∩ (AllYounger > FixationYounger) [35,36]. 295 

At a lower threshold of significance, we also observed stimulus-induced activations in the 296 

right hemisphere from right planum temporale into inferior parietal lobe and bilateral insulae. 297 

Moreover, we observed common activations related to response selection and motor 298 

processing in left precentral gyrus/sulcus and right cerebellum. 299 

 Next, we identified regions with greater activations for older relative to younger 300 

adults by testing for the interaction (AllOlder > FixationOlder) > (AllYounger > FixationYounger). 301 

We observed activation increases for older adults in dorsolateral prefrontal cortices along the 302 

inferior frontal sulcus. Interestingly, increased activations for older adults were often found 303 

adjacent to the regions that were commonly activated for both groups. For instance, we 304 

observed greater activations in the lateral plana temporalia extending into more posterior 305 

superior temporal cortices. Likewise, the parietal activations extended from the activation 306 

clusters observed for both age groups more posteriorly. Moreover, older adults showed 307 

increased activations in the inferior frontal sulcus, a region previously implicated in cognitive 308 

control of audiovisual processing tasks [37,38]. In summary, older adults showed increased 309 

activations relative to younger adults along the spatial auditory pathways from temporal to 310 

parietal and frontal cortices.  311 

The opposite contrast (AllYounger > FixationYounger) > (AllOlder > FixationOlder) revealed 312 

no activations that were significantly greater in the younger age group. 313 
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Effects of audiovisual spatial incongruency 314 

Consistent with previous research [14,37–39], incongruent relative to congruent 315 

audiovisual stimuli increased activations in a widespread attentional and cognitive control 316 

system including medial and lateral posterior parietal cortices, inferior frontal sulcus and 317 

bilateral anterior insulae (i.e. Incong > Cong, pooled over age groups). However, none of 318 

these incongruency effects interacted with age group after whole-brain correction (IncongOlder 319 

> CongOlder) > (IncongYounger > CongYounger) or (IncongYounger > CongYounger) > (IncongOlder > 320 

CongOlder). 321 

322 
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Table 3. Mass univariate fMRI analysis – results. 323 
Region Coordinates z-score p-value 

(FWE*) 
O(All > Fixation) ∩ Y(All > Fixation)      
 R. cerebellum 22 -54 -24 > 8 < .001 
 R. cerebellum 6 -62 -16 6.9 < .001 
 R. cerebellum 8 -72 -16 5.9 < .001 
 L. precentral gyrus -36 -20 64 > 8 < .001 
 L. precentral sulcus -32 -4 58 > 8 < .001 
 L. intraparietal sulcus -46 -34 42 > 8 < .001 
 L. supplementary motor area -4 0 56 > 8 < .001 
 R. superior frontal sulcus 24 -2 50 5.7 < .001 
 L. thalamus -14 -18 6 5.4 0.002 
 L. intraparietal sulcus -18 -68 54 5.4 0.002 
 R. precentral gyrus 52 4 42 5.1 0.005 
 L. planum temporale -40 -36 10 5.1 0.007 
 L. anterior insula -30 18 8 5.0 0.009 
 L. superior frontal gyrus -16 -6 68 5.0 0.011 
 R. intraparietal sulcus 14 -66 52 4.9 0.014 
 R. superior temporal gyrus 58 -34 14 4.8 0.027 
Incong > Cong (Pooled over age groups)      
 R. precuneus 8 -54 50 5.2 < .001 
 L. supplementary motor area -6 10 50 5.0 < .001 
 L. superior frontal sulcus -26 6 58 5.0 < .001 
 L. superior frontal sulcus -26 -2 48 4.9 < .001 
 L. anterior insula -28 26 4 5.0 < .001 
 R. superior frontal sulcus 24 2 54 4.8 < .001 
 R. anterior insula  32 26 -4 4.8 < .001 
 L. superior frontal sulcus -30 -2 62 4.7 < .001 
O(All > Fixation) > Y(All > Fixation)      
 L. inferior frontal sulcus -46 30 28 7.3 < .001 
 L. precentral gyrus -38 -8 54 6.6 < .001 
 L. supplementary motor area -8 -8 64 6.3 < .001 
 L. superior frontal sulcus -20 -8 56 5.8 < .001 
 L. superior temporal gyrus -60 -40 12 5.8 < .001 
 L. planum temporale -46 -34 16 5.6 .001 
 L. supramarginal gyrus -50 -44 22 5.4 .001 
 R. intraparietal sulcus 28 -58 50 5.6 .001 
 R. precuneus 12 -62 62 5.5 .001 
 R. intraparietal sulcus 24 -62 56 5.0 .011 
 R. precentral sulcus 48 -4 52 5.6 .001 
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 R. supplementary motor area 8 18 46 5.5 .001 
 R. inferior frontal sulcus 36 2 36 5.4 .002 
 L. precuneus -10 -64 58 5.3 .002 
 L. intraparietal sulcus -26 -70 50 5.2 .004 
 R. superior frontal sulcus 26 -6 56 5.2 .004 
 R. supplementary motor area 10 6 56 5.2 .005 
 R. superior frontal sulcus 26 6 54 5.2 .005 
 L. precentral sulcus -46 6 34 5.1 .007 
 L. precentral sulcus -50 -8 46 5.0 .012 
 L. intraparietal sulcus -28 -54 46 4.9 .014 
 L. superior temporal pole -52 14 -4 4.9 .018 
 R. inferior frontal sulcus 38 14 26 4.9 .019 
 L. intraparietal sulcus -24 -62 58 4.8 .031 
 L. intraparietal sulcus -44 -40 34 4.7 .037 
 L. anterior insula -30 24 0 4.7 .047 

*p values whole-brain corrected for family-wise errors at the voxel level.   324 
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Multivariate Bayesian decoding 325 

The activation increases for older relative to younger adults raise the critical question 326 

of whether/how they contribute to sound localisation performance in older adults. Do these 327 

activations encode information about task-relevant variables such as stimulus location or 328 

audiovisual congruency, thereby enabling older adults to maintain auditory localisation 329 

accuracy? To address this question, we used model-based multivariate Bayesian decoding, 330 

which allows one to compare the ability of activation patterns in different brain regions to 331 

predict target variables. Specifically, we compared the predictive ability of three candidate 332 

ROIs: i. the regions activated jointly by older and younger adults [O∩Y], ii. the regions 333 

activated more by older than younger adults [O>Y], and iii. the union of the two [O>Y ∪ 334 

O∩Y].  We computed multivariate Bayesian decoding models separately for four target 335 

variables that relate to stimulus properties such as visual location, auditory location and 336 

spatial disparities (VisL ≠ VisR, AudL ≠ AudR, Incong5 ≠ Cong5, and Incong15 ≠ Cong15). 337 

To match the number of features across ROIs we limited each model to the most significant 338 

1000 voxels in each ROI (see Materials and Methods for details). Summed over participants, 339 

log model evidence was greater for the [O>Y] than for the [O∩Y] ROI for all target 340 

variables, suggesting that older participants show greater activations in regions that encode 341 

stimulus-relevant information in both age groups. Indeed, as shown in Fig 4, the age-related 342 

activation increases are found particularly in planum temporale and parietal cortices that have 343 

previously been shown to be critical for encoding spatial information about auditory and 344 

visual stimuli and their spatial congruency [10,40,41]. Moreover, the union model [O>Y ∪ 345 

O∩Y] outperformed the more parsimonious models [O∩Y] and [O>Y] for each of the target 346 

variables. Bayesian model selection indicated that the protected exceedance probability was 347 

above 0.81 for the union model across all target variables in both age groups (see Fig 6). 348 

These model comparison results collectively show that, in both age groups, the regions with 349 
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greater activations in older adults [O>Y] encode significant information about task-relevant 350 

variables that is complementary to the information encoded in regions commonly activated 351 

by younger and older adults [O∩Y].  352 

Next, we asked whether this increase in stimulus and task-relevant information for 353 

[O>Y] regions is more prevalent or important in older adults, as they show more activations 354 

in these regions. To address this question, we assessed whether the union [O>Y ∪ O∩Y] 355 

relative to the more parsimonious models [O∩Y] and [O>Y] won more frequently in the 356 

older age group. Contrary to this conjecture, there were no significant age differences in the 357 

frequency with which the union model was the winning model for predicting any of the four 358 

target variables (χ² tests of association, p > .05).   359 
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360 

Fig 6. Results of multivariate Bayesian decoding analysis (MVB). 361 

Comparison of three ROIs ([O∩Y], [O>Y] or union of both: [O>Y ∪ O∩Y]) in their ability 362 

to predict stimulus related target variables: visual location, auditory location, 363 

congruent/incongruent at 5° and congruent/incongruent at 15°. (A) Log model evidences, 364 

summed over participants, are shown separately for each target variable and age group. (B) 365 

Random-effects Bayesian model comparison across the three ROIs, separately for each target 366 

variable and age group: protected exceedance probabilities for each ROI and target variable 367 

are shown.   368 
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To further explore possible age differences, we investigated the relative contributions 369 

of the three ROIs to the encoding of task-relevant variables in older and younger participants 370 

by entering the difference in log model evidence for the union [O>Y ∪ O∩Y] ROI relative to 371 

the O∩Y ROI for each older and younger participant into Mann-Whitney U tests, separately 372 

for each of the four target variables. None of these tests revealed any significant differences 373 

between age groups across the VisL ≠ VisR, AudL ≠ AudR, and Incong5 ≠ Cong5 target 374 

variables, p > .05. Only for the Incong15 ≠ Cong15 target variable did we observe a small, 375 

non-significant trend for a greater “boost” in model evidence for the union [O>Y ∪ O∩Y] 376 

ROI, relative to the O∩Y ROI, for older adults compared to younger adults, U = 69.000, p 377 

= .052, one tailed (Bonferroni corrected for the comparisons across the four target variables).  378 

Taken together, these results suggest that task-relevant information is encoded in each 379 

of the ROIs and, in particular, in the ROIs that are more strongly activated by older adults 380 

[O>Y], suggesting that older adults boost activations in brain regions that are critical for task-381 

performance and encoding stimulus-relevant information. Further, the information encoded in 382 

the conjunction [O∩Y] and the ‘greater activation’ [O>Y] ROIs were not redundant but at 383 

least partly complementary, so that the union ROI [O>Y ∪ O∩Y] outperformed both of those 384 

more parsimonious models. Crucially, however, this was true for both older and younger 385 

adults. Likewise, the additional information gained by adding the ‘greater activation’ [O>Y] 386 

ROI to the conjunction [O∩Y] ROI was comparable in both age groups. These results 387 

suggest that older adults show increased activations in brain areas that are important for 388 

encoding stimulus- and task-relevant information to match the encoding capacities of their 389 

younger counterparts.  390 
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Discussion 391 

Healthy ageing leads to deficits in sensory processing and higher-order cognitive 392 

mechanisms. Nevertheless, older adults have been shown to maintain the ability to 393 

appropriately integrate and segregate audiovisual signals to aid stimulus localisation [32,42]. 394 

The present study investigated the neural mechanisms that support this maintenance of 395 

performance.  396 

Consistent with previous research [20,32,42,43], our behavioural results suggest that 397 

older adults were largely able to maintain spatial localisation accuracy for unisensory 398 

auditory and congruent audiovisual stimuli, but took substantially longer to respond than their 399 

younger counterparts. For spatially incongruent audiovisual stimuli we observed small but 400 

significant differences between the age groups. Specifically, at the larger (30°) spatial 401 

disparity, older adults’ sound localisation responses were more biased towards the location of 402 

the spatially conflicting visual stimulus. These stronger audiovisual spatial biases were not 403 

observed in previous behavioural research [32,42], and we suggest that they result from the 404 

greater attentional resources that are needed to arbitrate between integration and segregation 405 

of audiovisual signals in the noisy environment of the MRI scanner. Background noise 406 

reduces a target sound’s signal-to-noise ratio, increasing the attentional resources required to 407 

identify and locate it, particularly in the presence of a highly salient and incongruent visual 408 

distractor (as in our large audiovisual disparity condition). As argued in a recent review [31], 409 

the greatest effects of ageing on multisensory integration are often found in situations of high 410 

attentional demand featuring, for example, noise or distractor signals (see e.g. [44–46]). 411 

Future behavioural research could further explore this hypothesis by assessing the effects of 412 

ageing on spatial localisation in a ventriloquist task under various degrees of background 413 

noise. 414 
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At the neural level, our multivariate analysis showed that audiovisual interactions 415 

increase progressively across the cortical hierarchy, as previously shown in human 416 

neuroimaging and neurophysiology studies [10,13,14,47–49]. Primary auditory cortices (A1) 417 

encoded primarily the location of the auditory component of the stimuli, and early visual 418 

cortices (V1 – V3) mainly that of the visual component, but small significant effects of 419 

sensory context and even audiovisual spatial congruency were observed even in these 420 

primary sensory areas. Again, these findings align nicely with a wealth of studies showing 421 

audiovisual interaction effects in primary sensory cortices [39,50–53]. Interestingly, a 422 

displaced visual stimulus biased the spatial encoding mainly at small spatial disparities in 423 

planum temporale, thereby mirroring the profile of crossmodal biases observed at the 424 

behavioural level. By contrast, a displaced auditory stimulus biased the spatial encoding 425 

mainly at large spatial disparities in visual cortices. The latter suggests that the crossmodal 426 

biases on spatial representations decoded from visual cortices arise mainly from top-down, 427 

possibly attentional, influences. At small spatial disparities the perceived location of the less 428 

spatially reliable sound is shifted towards the visual location, and thus does not affect spatial 429 

encoding in visual cortices. At large spatial disparities, audiovisual integration is attenuated 430 

or even abolished, so a spatially displaced sound may exert top-down attentional influences 431 

on the activation patterns in visual cortices. 432 

Critically, however, none of these effects depended on age. Fig 3 shows that decoded 433 

stimulus locations were near identical in older and younger adults for unisensory auditory, 434 

congruent audiovisual, and incongruent audiovisual stimuli in all regions of interest. These 435 

results suggest that healthy ageing does not significantly alter how the brain integrates 436 

audiovisual inputs into spatial representations along the auditory or visual cortical pathways. 437 

Despite these remarkably similar decoding profiles across the auditory and visual 438 

hierarchies between the two age groups, we observed significantly greater BOLD responses 439 
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across an extensive network of frontal, temporal, and parietal regions for older adults in the 440 

spatial localisation task. This is in line with previous work showing age-related increases in 441 

BOLD response, especially in frontal and parietal regions, in a wide variety of situations [54–442 

57], including those that involve processing of complex multisensory stimuli [58]. In the 443 

present study, older adults showed greater activations in areas including superior temporal 444 

cortices (including plana temporalia), as well as inferior frontal sulci and intraparietal sulci. 445 

Some of these areas were adjacent to, or even partly overlapped with, those activated by both 446 

age groups (i.e. task-relevant activations above baseline were present in both groups, but 447 

were greater in older adults).  448 

This dissociation between age-related increases in regional BOLD responses, and 449 

comparable decoding profiles along the audiovisual pathways, raises the question of what 450 

these activation increases contribute to task performance. What is their functional role? In 451 

this study we aimed to distinguish between two possible mechanisms. First, older adults may 452 

compensate for their noisier sensory inputs via top-down attentional mechanisms and longer 453 

accumulation of noisy evidence into a decision variable in higher order association areas such 454 

as frontoparietal cortices [59,60]. Indeed, recent computational modelling of audiovisual 455 

spatial localisation responses has suggested that older adults maintain spatial localisation 456 

accuracy by accumulating noisier sensory information for longer until a decision threshold is 457 

reached, and a response elicited [32]. Longer and more protracted evidence accumulation 458 

would be reflected in greater BOLD responses [38] for older than younger adults; yet, the 459 

regions with greater activations in older adults [O>Y] would contribute similarly to encoding 460 

relevant stimulus-relevant information (e.g. spatial location, congruency) across both age 461 

groups. 462 

Second, older adults may recruit additional areas to compensate for processing and 463 

representational encoding deficits in other regions. This idea has previously been suggested 464 
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for a variety of scenarios in which older adults also showed increased activations [54,61,62] 465 

(though see also [56,63]). In this latter case, we would expect that the age-related activation 466 

increases encode information about task-relevant variables more strongly in older than in 467 

younger adults. 468 

To adjudicate between these two potential neural mechanisms, we applied 469 

multivariate Bayesian analysis to compare the information about auditory location and 470 

audiovisual congruency that is encoded in areas with (1) joint activations in both age groups 471 

[O∩Y], (2) increased activations in older adults [O>Y], and (3) the union of those two sets of 472 

regions [O>Y ∪ O∩Y]. As expected, all three sets of regions encoded task-relevant 473 

information about sound location and audiovisual spatial disparity. Further, model 474 

comparison indicated that the ‘increased activations model’ outperformed the conjunction 475 

model. Yet, the union model still outperformed both more parsimonious models that included 476 

only one set of regions. Collectively, these results suggest that older adults enhance 477 

activations in brain areas that are critical for encoding stimulus-relevant information and that 478 

these regions provide stimulus-relevant information that is distinct (i.e. not redundant) from 479 

the information provided by the brain areas with joint activations. Crucially, this was true for 480 

both younger and older adults. Further, the boost in explanatory power when adding the 481 

[O>Y] ROI was also comparable in older and younger adults. Collectively, these results 482 

support our first proposed mechanism: that older adults engage similar neural systems for 483 

audiovisual integration, but need to accumulate noisier sensory evidence for longer, and exert 484 

greater top-down attentional control to enable reliable neural encoding of stimulus-relevant 485 

information, thus maintaining spatial localisation accuracy. Put differently, because older 486 

adults accumulate noisy evidence for longer, we observe age-related activation increases in 487 

the frontoparietal system. Further, this longer evidence accumulation allows older adults to 488 

obtain spatial representations of comparable spatial precision as their younger counterparts, 489 
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which is reflected in the comparable spatial decoding accuracy at the neural level and spatial 490 

localisation accuracy at the behavioural level across age groups.  491 

In conclusion, older adults have longer response times and greater frontoparietal 492 

activations than their younger counterparts. Yet, despite differences in BOLD-response 493 

magnitude, the spatial and stimulus-relevant information encoded in these regions is 494 

comparable across the two age groups. This dissociation—between comparable response 495 

accuracy and information encoded in brain activity patterns across the two age groups, but 496 

age-related increases in response times and regional activations—suggests that older 497 

participants accumulate noisier sensory evidence for longer, to maintain reliable neural 498 

encoding of stimulus-relevant information and thus preserve localisation accuracy.   499 
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Materials and Methods 500 

Participants 501 

Twenty younger and twenty-nine older adults were initially recruited from participant 502 

databases for a behavioural screening session. Two older adults were excluded from the study 503 

due to the presence of MRI contraindications, three failed to score above 24 on the Montreal 504 

Cognitive Assessment [64], and one reported taking antidepressant medication. A further 505 

seven older, and three younger, adults were excluded for insufficient gaze fixation in the 506 

behavioural task (see below for details). One younger participant could not be contacted 507 

following the behavioural session. Therefore, 16 younger (mean age = 24.19, SD = 4.56, 10 508 

female) and 16 older (mean age = 70.75, SD = 4.71, 12 female) adults took part in all three 509 

experimental sessions. Those 32 included participants had normal or corrected-to-normal 510 

vision, reported no hearing impairment, and were able to distinguish left from right sounds 511 

with a just-noticeable difference (JND) of below 10°. The study was approved by the 512 

University of Birmingham Ethical Review Committee. All participants gave informed 513 

consent and were compensated for their time in cash or research credits. 514 

Stimuli 515 

Visual stimuli consisted of an 80ms flash of 20 white dots (diameter of 0.4° visual 516 

angle), whose locations were sampled from a bivariate Gaussian distribution with a standard 517 

deviation of 2.5° in horizontal and vertical directions, presented on a black background.  518 

Auditory spatialised stimuli (80 ms duration) were created by convolving a burst of 519 

white noise (with 5 ms onset and offset ramps) with spatially specific head-related transfer 520 

functions (HRTFs) based on the KEMAR dummy head of the MIT Media Lab [65]. Sounds 521 

were generated independently for every trial and presented with a 5ms on/off ramp.  522 
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Design and procedure (for main experiment inside the MRI 523 

scanner) 524 

In a spatial ventriloquist paradigm, participants were presented with synchronous 525 

auditory and visual signals at the same or different locations. The auditory signal originated 526 

from one of four possible spatial locations (-15°, -5°, 5°, or 15° visual angle) along the 527 

azimuth. For any given auditory location, a synchronous visual signal was presented at the 528 

same spatial location (audiovisual congruent trial), at the symmetrically opposite location 529 

(audiovisual incongruent trial), or was absent (unisensory auditory trial). On each trial, 530 

observers reported the sound location as accurately as possible by pressing one of four 531 

spatially corresponding buttons with their right hand. Thus, our design conformed to a 4 532 

(auditory location: -15°, -5°, 5°, or 15° azimuth) x 3 (sensory context: unisensory auditory, 533 

audiovisual congruent, audiovisual incongruent) factorial design (see Fig 1B), though for 534 

behavioural statistical analyses on performance accuracy and response times we pooled over 535 

hemifields and rearranged the conditions into a 2 (eccentricity: ± 5° or ± 15°) x 3 (sensory 536 

context: unisensory auditory, audiovisual congruent, audiovisual incongruent) factorial 537 

design (see below). Participants fixated a central cross (white; 0.75° diameter) throughout the 538 

experiment. Trials were presented with a stimulus onset asynchrony (SOA) of 2.3 s. To 539 

increase design efficiency, the activation trials were presented in a pseudorandomised fashion 540 

interleaved with 6.9 s fixation periods approximately every 20 trials. The experiment 541 

included 10 trials (per condition, per run) x 12 conditions x 11 five-minute runs (split over 542 

two separate days). 543 

Experimental setup 544 

Stimuli were presented using Version 3 of the Psychophysics Toolbox [66], running 545 

on MATLAB 2014b on an Apple MacBook. Auditory stimuli were presented at 546 
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approximately 75 dB SPL through Optime 1 electrodynamic headphones (MR Confon). 547 

Visual stimuli were back-projected by a JVC DLA-SX21E projector onto an acrylic screen, 548 

viewed via a mirror attached to the MRI head coil. The total viewing distance from eye to 549 

screen was 68cm. Participants responded using infrared response pads (Nata Technologies) 550 

held in the right hand. 551 

Behavioural testing session (outside the scanner) 552 

Participants took part in a total of three experimental sessions on three separate days 553 

(one behavioural, two MRI). In the first (behavioural) session they underwent training and 554 

screening.  555 

First, in a left/right forced-choice spatial classification task, participants were 556 

presented on each trial with an auditory stimulus randomly at one of ten locations between -557 

15° and 15° azimuth (-15°, -10°, -5°, -3°, -1°, 1°, 3°, 5°, 10°, 15°) and indicated via a two-558 

choice button press whether they perceived the sound as coming from the left or right.  559 

Second, they were trained to learn the mapping between the auditory locations (-15°, -560 

5°, 5°, and 15°) and the four corresponding buttons used in the main ventriloquist paradigm. 561 

Via a four-choice key press, participants localised a sound that was presented randomly from 562 

one of the four locations on each trial. Feedback was provided after each response: correct 563 

responses were rewarded with a green square presented at the correct/responded location; 564 

incorrect responses resulted in a red square presented at the responded location, followed by a 565 

green square presented at the correct location. Participants completed up to five 20-trial 566 

blocks, stopping early if localisation accuracy (i.e. correct button responses) reached 90% in 567 

any block.  568 

Third, participants completed two blocks of the spatial ventriloquist paradigm used 569 

during the two MRI scanning sessions. During these blocks, the scanner noise recorded from 570 
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an fMRI sequence was played over speakers at a level that approximately matched that 571 

experienced in the scanner (after adjustment for headphone attenuation). Analyses on data 572 

from this session are included in the Supporting Information. 573 

Because many older adults find remaining still for extended periods of time 574 

challenging and painful, we were unable to perform reliable eye tracking during fMRI 575 

scanning due to the associated extra setup and calibration times. Therefore, to minimise the 576 

possibility of eye movement confounds in the fMRI data, we instead screened participants 577 

beforehand for their ability to maintain central fixation during the task. Throughout the two 578 

blocks of the ventriloquist paradigm, participants’ eye movements were recorded via a Tobii 579 

EyeX eye tracker. A custom MATLAB script was used to remove blinks and identify 580 

saccades. For each participant, the peak location (i.e. furthest from fixation) of every 581 

recorded saccade was entered as the outcome variable in a linear regression analysis, with 582 

visual stimulus location as the predictor variable. Any participant for whom the stimulus 583 

location significantly predicted peak saccade location was not invited back for the MRI 584 

sessions. In this way, participants with stimulus-driven saccades were excluded from the 585 

study (seven older adults, three younger; see Participants subsection).  586 

Analysis of behavioural data 587 

Auditory spatial classification task (outside the MRI scanner) 588 

For each observer, we computed the proportion of ‘perceived right’ for each of the ten 589 

locations. These ten data points can be predicted by the psychometric function ψ: 590 

𝜓𝜓(𝑥𝑥;𝑎𝑎,𝛽𝛽, 𝛾𝛾, 𝜆𝜆) =  𝛾𝛾 + (1 − 𝛾𝛾 − 𝜆𝜆)𝐹𝐹(𝑥𝑥;𝛼𝛼,𝛽𝛽) 591 

with 592 

𝐹𝐹(𝑥𝑥;𝛼𝛼,𝛽𝛽) =
𝛽𝛽
√2𝜋𝜋

�𝑒𝑒𝑥𝑥𝑒𝑒 (−
𝛽𝛽2(𝑥𝑥 − 𝛼𝛼)2

2
)

𝑥𝑥

−∞

 593 
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Using a Nelder-Mead optimisation algorithm, as implemented in the Palamedes 594 

toolbox (Version 1.10.3) [67] for MATLAB, we fitted a four-parameter (α, β, λ, γ) 595 

cumulative Gaussian function to these data. The parameters of this function were the mean of 596 

the distribution α (i.e. point of subjective equality, PSE), the slope parameter β, (i.e. the 597 

reciprocal of the participant’s spatial uncertainty), and the lapse parameters λ and γ (i.e. the 598 

probability of incorrectly responding right when stimuli were perceived to be on the left, and 599 

vice versa). We calculated each participant’s just-noticeable difference, a measure of spatial 600 

uncertainty, as the reciprocal of the fitted slope (JND = 1/β). 601 

The point of subjective equality (PSE) and the just noticeable difference (JND) for 602 

each subject were entered into separate independent-samples t-tests to compare older and 603 

younger adults. Note that a JND of less than 10° was specified as an inclusion criterion (all 604 

participants met this requirement). Results of equivalent Bayesian analyses are included in 605 

the Supporting Information. 606 

Spatial ventriloquist paradigm (inside and outside the MRI scanner) 607 

For each participant, we calculated the mean auditory localisation response for each 608 

combination of auditory and visual locations. To reduce the complexity of the analyses, we 609 

pooled over the two hemifields by multiplying the average localisation responses to stimuli 610 

where the sound was in the left hemifield with -1. Likewise, we pooled the response times 611 

over the two hemifields. Hence, instead of four auditory locations, we modelled eccentricity 612 

with two levels (large ±15° versus small ±5° visual angle). Subject-specific mean auditory 613 

localisation responses were entered into a 2 (eccentricity: small, large) x 3 (sensory context: 614 

unisensory auditory, audiovisual congruent, audiovisual incongruent) x 2 (group: younger, 615 

older) mixed ANOVA with the group factor as the only between-subjects factor. Please note 616 

that for audiovisual incongruent trials, small and large eccentricity directly maps onto small 617 
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and large audiovisual spatial disparity. A similar mixed ANOVA was conducted on 618 

participants’ condition-specific median reaction times (again pooled over hemifields). Results 619 

of equivalent Bayesian analyses are included in the Supporting Information. 620 

MRI data acquisition 621 

A 3T Philips MRI scanner with 32-channel head coil was used to acquire both T1-622 

weighted anatomical images (TR = 8.4 ms, TE = 3.8 ms, flip angle = 8°, FOV = 288 mm x 623 

232 mm, image matrix = 288 x 232, 175 sagittal slices acquired in ascending direction, voxel 624 

size = 1 x 1 x 1 mm) and T2*-weighted axial echoplanar images with bold oxygenation level-625 

dependent (BOLD) contrast (gradient echo, SENSE factor of 2, TR = 2800 ms, TE = 40 ms, 626 

flip angle = 90°, FOV = 192 mm x 192 mm, image matrix 76 x 76, 38 transversal slices 627 

acquired in ascending direction, voxel size = 2.5 x 2.5 x 2.5 mm with a 0.5 mm interslice 628 

gap).  629 

Each participant took part in two one-hour scanning sessions, performed on separate 630 

days. In total (pooled over the two days), eleven task runs of 115 volumes each were acquired 631 

(i.e. 1265 scanning volumes in total). Each scanning session also involved a further 115-632 

volume resting-state run, during which participants were instructed to fixate a central cross. 633 

Four additional volumes were discarded from each scanning run prior to the analysis to allow 634 

for T1 equilibration effects. 635 

fMRI data analysis 636 

 Our fMRI analysis assessed the commonalities and differences in audiovisual spatial 637 

processing and integration between younger and older adults by combining three 638 

complementary methodological approaches. First, we used multivariate pattern decoding with 639 

support vector regression to characterise how auditory and visual information are combined 640 
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into spatial representations along the dorsal visual and auditory processing hierarchies in 641 

younger and older participants. Second, we used conventional mass-univariate analyses to 642 

investigate how congruent and incongruent audiovisual stimulation influences univariate 643 

BOLD responses across the entire brain. Third, we used multivariate Bayesian decoding 644 

(MVB) to assess how the neural systems that show greater activations for older adults, as 645 

well as those that were activated in both groups, encode information about the spatial location 646 

or congruency of audiovisual stimuli. 647 

Preprocessing and within-subject (first-level) general linear models 648 

MRI data were analysed in SPM12 [68]. Each participant’s functional scans were 649 

realigned/unwarped to correct for movement, slice-time corrected, and coregistered to the 650 

anatomical scan. For multivariate pattern decoding (i.e. support vector regression and 651 

multivariate Bayesian decoding), these native-space data were spatially smoothed with a 652 

Gaussian kernel of 3mm FWHM. For mass-univariate analyses and multivariate Bayesian 653 

decoding, the slice-time-corrected and realigned images were normalised into Montreal 654 

Neurological Institute (MNI) space using parameters from segmentation of the T1 structural 655 

image [69], resampled to a spatial resolution of 2 x 2 x 2 mm3 and spatially smoothed with a 656 

Gaussian kernel of 8 mm full-width at half-maximum.  657 

The following processing steps were conducted separately on both native-space and 658 

MNI-transformed data. Each voxel’s time series was high-pass filtered to 1/128Hz. The fMRI 659 

experiment was modelled in an event-related fashion with regressors entered into the design 660 

matrix after convolving each event-related unit impulse (coding the stimulus onset) with a 661 

canonical hemodynamic response function and its first temporal derivative. In addition to 662 

modelling the 12 conditions in our 4 (auditory location: -15°, -5°, 5°, or 15° visual angle) x 3 663 

(sensory context: unisensory auditory, audiovisual congruent, audiovisual incongruent) 664 

.CC-BY-NC 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted January 29, 2023. ; https://doi.org/10.1101/2023.01.28.526027doi: bioRxiv preprint 

https://doi.org/10.1101/2023.01.28.526027
http://creativecommons.org/licenses/by-nc/4.0/


 42 

within-subject factorial design, the model included the realignment parameters as nuisance 665 

covariates to account for residual motion artifacts. For the mass-univariate analysis and the 666 

multivariate Bayesian decoding analysis, the design matrix also modelled the button response 667 

choices as a single regressor to account for motor responses. To enable more reliable 668 

estimates of the activation patterns, we did not account for observers’ response choices in the 669 

support vector regression analysis that is reported in this manuscript (sound locations and 670 

observers’ sound localisation responses were highly correlated). However, a control analysis 671 

confirmed that the fMRI decoded spatial locations did not differ across age groups when 672 

observers’ spatially specific responses were also modelled. 673 

Correcting BOLD response for age-related changes in vascular reactivity 674 

To account for age-related changes in vascular reactivity, we corrected the BOLD-675 

response amplitude (i.e. parameter estimates pertaining to the canonical hemodynamic 676 

response function) in each voxel in the MNI-normalised data based on the resting state 677 

fluctuation amplitude (RSFA or scan-to-scan signal variability)[70,71]. Resting-state data 678 

were preprocessed exactly as the task (i.e. spatial ventriloquist) data (i.e realigned/unwarped, 679 

slice-time corrected, coregistered to the anatomical image, normalised to MNI space, 680 

resampled, and spatially smoothed with a Gaussian kernel of 8 mm FWHM). We applied 681 

additional steps to minimise the effect of motion, and other nuisance variables, on the signal. 682 

First, we applied wavelet despiking [72] and linear and quadratic detrending. The BOLD 683 

response over scans was then residualised with respect to the following regressors: white 684 

matter signal (the mean across all voxels containing white matter, according to SPM’s 685 

automated segmentation algorithm, was taken for each volume, and the time-varying signal 686 

included as a regressor); cerebrospinal fluid signal (using the same procedure as with white 687 

matter); and movement parameters (and their first derivatives). The signal was then 688 
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bandpass-filtered at 0.01-0.08Hz to maximise the contribution of physiological factors to the 689 

signal fluctuation. The standard deviation of the remaining variation across scans at each 690 

voxel was calculated to create the final RSFA map (separately for each scanning day). The 691 

parameter estimates in each voxel, condition and subject were standardised by dividing by the 692 

relevant RSFA value prior to further analysis. 693 

Decoding audiovisual spatial estimates using support vector regression 694 

Using multivariate pattern decoding with support vector regression (SVR), we 695 

investigated how younger and older adults combine auditory and visual signals into spatial 696 

representations along the auditory and visual processing hierarchies. The basic rationale of 697 

this analysis is as follows: We first train a model to learn the mapping from fMRI activation 698 

patterns in regions of interest to stimulus locations in the external world based solely on 699 

congruent audiovisual stimuli. We then use this learnt mapping to decode the spatial locations 700 

from activation patterns of the incongruent audiovisual signals. In putatively unisensory 701 

auditory regions, locations decoded from fMRI activation patterns for incongruent trials 702 

should therefore reflect only the sound location (irrespective of the visual location); in 703 

unisensory visual regions, decoded locations should reflect only the visual location; and in 704 

audiovisual integration regions, the decoded locations should be somewhere between the 705 

auditory and visual locations. Hence, the locations decoded from activation patterns for 706 

audiovisual incongruent stimuli provide insights into how regions combine spatial 707 

information from vision and audition. 708 

For the multivariate decoding analysis, we extracted the parameter estimates of the 709 

canonical hemodynamic response function for each condition and run from voxels of the 710 

regions of interest (i.e. fMRI activation vectors; see definition of region of interest section 711 

below). The parameter estimates pertaining to the canonical hemodynamic response function 712 
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defined the magnitude of the BOLD response to the auditory and audiovisual stimuli in each 713 

voxel. Each fMRI activation vector for the 12 conditions in our 4 (auditory location) x 3 714 

(sensory context) factorial design was based on 10 trials within a particular run. Activation 715 

vectors were normalised to between zero and one. 716 

For each of the five regions of interest along the visual and auditory processing 717 

hierarchies we trained a SVR model (with default parameters C = 1 and γ = 1/n features, as 718 

implemented in LIBSVM 3.17 [73], accessed via The Decoding Toolbox Version 3.96 [74]) 719 

to learn the mapping from the fMRI activation vectors to the external spatial locations based 720 

on the audiovisual spatially congruent conditions from all but one of the 11 runs. This learnt 721 

mapping from activation patterns to external spatial locations was then used to decode the 722 

spatial location from the fMRI activation patterns of the unisensory auditory, audiovisual 723 

congruent, and audiovisual incongruent conditions of the remaining run. In a leave-one-run-724 

out cross-validation scheme, the training-test procedure was repeated for all 11 runs. The 725 

decoded spatial estimates for each condition were then averaged across runs. As in the 726 

behavioural analysis, we pooled over hemifield by multiplying the decoded spatial estimates 727 

from trials that presented auditory stimuli in the left hemifield with -1. We entered these 728 

condition-specific decoded spatial estimates (pooled over hemifields) into a 2 (eccentricity: 729 

small [±5°], large [±15°] visual angle) x 3 (sensory context: unisensory auditory, audiovisual 730 

congruent, audiovisual incongruent) x 2 (age: younger, older participants) mixed ANOVA at 731 

the second (random effects) level separately for each region of interest. For analyses and 732 

plotting, incongruent conditions were labelled based on the location of the stimulus that 733 

corresponds with the ROI’s dominant sensory modality: V1 - V3, IPS 0-2, and IPS3-4 734 

responses were labelled based on the location of the visual stimulus; PT and A1 were labelled 735 

based on the location of the auditory stimulus. Results of equivalent Bayesian analyses are 736 

included in the Supporting Information. 737 
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Regions of interest for SVR analysis 738 

For the SVR analyses, all five regions of interest (ROI) were defined based on 739 

inverse-normalised group-level probabilistic maps along the auditory and visual processing 740 

streams, consistent with our previous research [5,10,13,14,51]. Left and right hemisphere 741 

maps were combined. Visual (V1 – V3) and intraparietal sulcus (IPS 0 – 2, IPS 3 – 4) ROIs 742 

were defined using retinotopic maximum probability maps [75]. Primary auditory cortex (A1) 743 

was defined based on cytoarchitectonic maximum probability maps [76]. The planum 744 

temporale (PT) was defined based on labels of the Destrieux atlas [77,78] , as implemented in 745 

Freesurfer 5.3.0 [79].  746 

Conventional second-level mass-univariate analysis 747 

Using conventional mass-univariate analysis, we next characterised activations for 748 

audiovisual stimuli relative to fixation, and audiovisual spatial incongruence, across the entire 749 

brain, and compared between older and younger participants. At the first level, condition-750 

specific effects for each participant were estimated according to the general linear model (see 751 

earlier section) and passed to a second-level ANOVA as contrasts. Inferences were made at 752 

the second level to allow for random effects analysis and population-level inferences [80].  753 

At the random effects (i.e. group) level we tested for: 754 

1. Effects present in both age groups for all stimuli (unisensory auditory, audiovisual 755 

congruent, and audiovisual incongruent) relative to fixation:  756 

• (AllOlder > FixationOlder) ∩ (AllYounger > FixationYounger) 757 

2. Age group differences in the effects of all stimuli relative to fixation:  758 

• (AllOlder > FixationOlder) > (AllYounger > FixationYounger) 759 

• (AllYounger > FixationYounger) > (AllOlder > FixationOlder) 760 

3. The effect of audiovisual spatial incongruence, averaged across age groups: 761 
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• Incong > Cong 762 

4. The interaction between audiovisual spatial incongruence and age group: 763 

• (IncongOlder > CongOlder) > (IncongYounger > CongYounger) 764 

• (IncongYounger > CongYounger) > (IncongOlder > CongOlder) 765 

Unless otherwise stated, activations are reported at p < .05 at the voxel level, family-766 

wise error (FWE) corrected for multiple comparisons across the entire brain. 767 

Multivariate Bayesian decoding 768 

We assessed the extent to which activations identified by the mass-univariate analysis 769 

contributed to encoding of visual or auditory location, and their spatial relationship, in 770 

younger and older participants. Our key question was whether regions with greater 771 

activations for older than younger adults contribute more to encoding these task-relevant 772 

variables. 773 

To address this question, we used multivariate Bayesian Decoding (MVB), as 774 

implemented in SPM12 [34], which estimates the set of activation patterns that best predicts a 775 

particular target variable such as visual or auditory location using hierarchical parametric 776 

empirical Bayes. Critically, because each MVB model predicts a target variable (e.g. auditory 777 

location left vs. right) based on activation patterns, we can assess the relative contributions of 778 

different ROIs to encoding a particular target variable using Bayesian model comparison. In 779 

other words, we can use standard procedures of Bayesian model comparison to assess 780 

whether activation patterns in specific regions or sets of regions are better at encoding 781 

environmental properties. In particular, MVB allows us to ask whether areas with increased 782 

BOLD responses in older than younger adults make a critical contribution to information 783 

encoding (see below).  784 
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Because the decoding of a target variable based on a large number of voxel 785 

activations (relative to a small number of scans) is an ill-posed problem, MVB imposes priors 786 

on the pattern weights at the second level of the hierarchical model. The model also includes 787 

an overall sparsity (hyper) prior accommodating the assumption that only a few patterns 788 

make a large contribution to predicting the target variable. The pattern weights (i.e. the 789 

unknown parameters defining the mapping between activation pattern and target variable) are 790 

assigned to nested sets, in which each pattern within a subset has equal variance. A greedy 791 

search algorithm iteratively optimises this nested partitioning of pattern weights to maximise 792 

the free energy as an approximation to the log model evidence. MVB estimation furnishes the 793 

log evidence for a particular model that embodies a hypothesis about the relationship between 794 

patterns of voxel activation and a target variable [34,81]. The model evidence can then be 795 

used to compare different models using Bayesian model selection (BMS) at the group (i.e. 796 

random effects) level [82].  797 

Specifically, we used MVB to compare representations of stimulus properties 798 

between three functionally defined ROIs:  799 

1. Activations that are common to younger and older participants (referred to in 800 

the following as O∩Y), as specified by the conjunction (using the conjunction 801 

null [35,36]): (AllOlder > FixationOlder) ∩ (AllYounger > FixationYounger). 802 

2. Activations that were enhanced for older relative to younger participants 803 

(referred to as [O>Y]), as specified by: (AllOlder > FixationOlder) > (AllYounger > 804 

FixationYounger). 805 

3. The union [O>Y ∪ O∩Y] of each of the above two ROIs.  806 

These regions of interest were defined based on the respective inverse normalised 807 

statistical comparisons at the random effects group level, using a leave-one-participant-out 808 
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scheme. They were constrained to include only the 1000 voxels with the greatest t value for 809 

the respective comparisons; the union ROI [O>Y ∪ O∩Y] was created by randomly sampling 810 

500 voxels from each of the two component ROIs. 811 

For each ROI we fitted four independent MVB models, predicting different target 812 

variables: 813 

1. Visual location (VisL ≠ VisR) 814 

2. Auditory location (AudL ≠ AudR) 815 

3. Incongruency with 5° eccentricity (Incong5 ≠ Cong5) 816 

4. Incongruency with 15° eccentricity (Incong15 ≠ Cong15) 817 

Both predictor and target variables were residualised with respect to effects of no 818 

interest (i.e. all GLM covariates other than those involved in the target contrast). 819 

The MVB analysis thus included the following steps: 820 

First, we assessed whether information is encoded in a more sparse or distributed 821 

fashion in each region by comparing models in which patterns are individual voxels (i.e. 822 

‘sparse’) versus clusters (i.e. smooth spatial prior). In our data the sparse model (in which the 823 

weights of individual voxels are optimised) outperformed the smooth model across all 824 

analyses (paired-sample t-tests of log model evidences, p < .001), so we will focus 825 

selectively on the results from this model class.  826 

We also ensured that the target variables could be decoded reliably from each ROI by 827 

comparing the evidence for each ‘model of interest’ with the evidence of models in which the 828 

design matrix had been randomly phase shuffled (i.e. stimulus onset times uniformly shifted 829 

by a random amount; this was repeated 20 times, and the mean of the log model evidence was 830 

taken; see e.g. [56] for a similar approach). Using t tests, we compared the difference in real 831 

versus shuffled model evidences and confirmed that the real models performed significantly 832 

.CC-BY-NC 4.0 International licenseperpetuity. It is made available under a
preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in 

The copyright holder for thisthis version posted January 29, 2023. ; https://doi.org/10.1101/2023.01.28.526027doi: bioRxiv preprint 

https://doi.org/10.1101/2023.01.28.526027
http://creativecommons.org/licenses/by-nc/4.0/


 49 

better for all ROIs and target variables (p < .05, one tailed) except Incong15 ≠ Cong15 in the 833 

O∩Y ROI, t(31) = 1.24, p = .113. 834 

Next, and more importantly, we assessed which of the three candidate ROIs (i.e. 1. 835 

[O∩Y], the conjunction of activations in older and younger; 2. [O>Y], activation increases in 836 

older relative to younger adults; or 3. [O>Y ∪ O∩Y], the union of ROIs 1 and 2) is the best 837 

model or predictor for each of the target variables, separately for the older and younger 838 

groups, by performing Bayesian model selection at the random effects (group) level, as 839 

implemented in SPM12 [82]. We report log model evidence values, as well as the protected 840 

exceedance probability that a given model is better than any of the other candidate models 841 

beyond chance [83]. If the regions with greater activations in older (relative to younger) 842 

adults make critical contributions to encoding the task-relevant target variable, we would 843 

expect the model evidence for the union [O>Y ∪ O∩Y] to exceed that of the conjunction 844 

model [O∩Y].  Further, we formally assessed whether the frequency with which each ROI 845 

model “won” differed between age groups using a χ² test of association (one test per target 846 

variable). We report p values after Bonferroni correction for multiple (i.e. four target 847 

variables) comparisons. 848 

Finally, we investigated whether the set of regions with greater activations for older 849 

participants (i.e. [O>Y] ROI) contributes more to the encoding of the critical target variables 850 

in older adults by comparing the difference in log model evidence for the union [O>Y ∪ 851 

O∩Y] ROI relative to the joint [O∩Y] ROI between older and younger adults in a non-852 

parametric Mann-Whitney U tests separately for each of the four target variables (VisL ≠ 853 

VisR, AudL ≠ AudR, Incong5 ≠ Cong5, and Incong15 ≠ Cong15). We report p values after 854 

Bonferroni correction for multiple (i.e. four target variables) comparisons. Full output from 855 

these and the above-mentioned χ² tests, as well as Bayesian equivalents, are available in the 856 

Supporting Information.  857 
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