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Understanding how genetic variation affects gene expression is essential for a complete picture of the functional pathways that give rise to complex traits. Although numerous studies have established that many genes are differentially expressed in distinct human tissues and cell types, no tools exist for identifying the genes whose expression is differentially regulated. Here we introduce DRAB (Differential Regulation Analysis by Bootstrapping), a gene-based method for testing whether patterns of genetic regulation are significantly different between tissues or other biological contexts. DRAB first leverages the elastic net to learn context-specific models of local genetic regulation and then applies a novel bootstrap-based model comparison test to check their equivalency. Unlike previous model comparison tests, our proposed approach can determine whether population-level models have equal predictive performance by accounting for the variability of feature selection and model training. We validated DRAB on mRNA expression data from a variety of human tissues in the Genotype-Tissue Expression (GTEx) Project. DRAB yielded biologically reasonable results and had sufficient power to detect genes with tissue-specific regulatory profiles while effectively controlling false positives. By providing a framework that facilitates the prioritization of differentially regulated genes, our study enables future discoveries on the genetic architecture of molecular phenotypes.

1. Introduction. Differential gene expression analysis is among the most common techniques in computational biology. It is used to compare the RNA transcript abundance of a gene between two different biological contexts or experimental conditions, and to determine whether the difference is greater than what would be expected due to natural random variation. A wide variety of statistical tools have been developed for differential expression analysis, from simple $t$-tests to sophisticated Bayesian approaches (Pan (2002); Bullard et al. (2010); Soneson and Delorenzi (2013); Seyedsinasabiallah, Laiho and Elo (2015)). When applied to tissue-specific gene expression measurements, such as those available from the Genotype-Tissue Expression (GTEx) Project (Lonsdale et al. (2013); The GTEx Consortium (2020)), differential expression analysis can identify a set of genes whose expression is significantly different between two given tissues.

Gene expression studies can also provide insight into the genetic architecture of complex human diseases. Indeed, many recent approaches have sought to uncover causal loci by considering the functional pathways through which genes affect traits (Gallagher and Chen-Plotkin (2018); Wong et al. (2021)). A notable example is the transcriptome-wide association study (TWAS) framework, which prioritizes disease-relevant genes by testing for association with genetically regulated expression levels (Gamazon et al. (2015); Gusev et al. (2016)).
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TWAS has been applied in over a thousand studies and has led to a number of innovative methodological extensions (Barbeira et al. (2018); Hu et al. (2019); Yang et al. (2020); Lin et al. (2022)). The GTEx Project, for instance, utilized TWAS and related methods to characterize genetic effects on the transcriptome across human tissues and to link these regulatory mechanisms to trait and disease associations (The GTEx Consortium (2020); Barbeira et al. (2021)).

Yet despite the ubiquity of differential expression analysis and the importance of understanding how genetic regulation induces differences in gene expression, a fundamental problem remains poorly studied: when does the genetic regulation of expression differ between various tissue and cellular contexts?

This question is challenging to answer for at least two reasons. First, differential regulation is distinct from differential expression. For some genes, differences in expression levels are driven by fluctuations in tissue or cell microenvironment rather than by differences in networks of genetic regulatory activity. As a result, the presence of differential gene expression does not necessarily imply that context-specific patterns of genetic regulation exist. By the same reasoning, differentially regulated genes may not actually be differentially expressed. Second, the genetic architecture of gene expression is complex. Whereas context-specific gene expression levels can be easily quantified, genetic regulatory profiles might differ between biological contexts in a myriad ways. For example, consider two human tissues: different variants might be responsible for regulating gene expression in each tissue, or the same variants might have different effect sizes, or one tissue might be enriched in expression quantitative trait loci (eQTLs) relative to the other. Therefore, patterns of genetic regulation cannot be summarized by a single index or compared using classical statistical tests.

In this paper we introduce DRAB (Differential Regulation Analysis by Bootstrapping), a statistical method for determining whether gene-level genetic regulation is significantly different between two tissues or other biological contexts. The premise of our approach is to train penalized regression models that capture the context-specific effects of local genetic variation on gene expression, and then to statistically test whether those models have equal predictive performance on an independent test set. During the training process each model learns the particular regulatory patterns present in the context that it is trained on, and so testing for model equivalency effectively tests whether the genetic regulation of expression is equivalent between those contexts. To perform such a test without conditioning on a specific pair of trained models, we develop a novel bootstrap-based model comparison framework. The DRAB test accounts for the uncertainty of performing feature selection and model fitting on randomly sampled training sets, allowing us to interpret it as a test of equivalency between population-level models of genetic regulation. As such, DRAB directly addresses both of the challenges outlined above. To our knowledge this is the first statistical method for identifying genes with tissue-specific (or other context-specific) patterns of genetic regulation.

We demonstrate DRAB by applying it to whole-genome sequencing and mRNA gene expression data from 23 selected human tissues in the GTEx v8 data release (The GTEx Consortium (2020)). We show that our method is able to control type I error and has sufficient power to detect tissue-specific differences in genetic regulatory profiles, while conventional model comparison tests yield many spurious results. By evaluating a broad array of tissue pairs, we confirm that the genetic regulation of gene expression is more similar in biologically related tissues (e.g. different brain tissues) than in unrelated tissue pairs (e.g. blood and brain tissues). In particular, we identify sets of genes whose expression is differentially regulated between blood and various brain regions, between distinct nervous system tissues, and between a variety of other selected tissue pairs. To facilitate further discovery we make an R implementation of DRAB available on GitHub, along with supporting bash scripts for data processing (https://github.com/MykMal/drab).

2.1. Overview of DRAB. Consider a gene $g$, and let $A$ and $B$ denote two tissues, disease states, or other biological sample types. The purpose of DRAB is to test the null hypothesis that the cis-genetic regulation of $g$ is equivalent in context $A$ and context $B$. To do this, DRAB first trains elastic net models in each context to predict the expression of $g$ from single nucleotide polymorphisms (SNPs) located near the gene. The training algorithm simultaneously performs feature selection and model fitting, so that the resulting models capture context-specific patterns of genetic regulation in cis for gene $g$. Then DRAB tests whether those context-specific models are statistically equivalent using a novel model comparison test on an independent test set. Our proposed model comparison test differs from previous approaches in that it accounts for the uncertainty of learning a regression function on randomly sampled training sets, which we estimate through bootstrap resampling. The two stages of DRAB are visualized in Figure 1 and detailed below. In practice, DRAB automatically repeats this process for each gene on a user-specified list of genes. Note that individual-level genotype and gene expression data are required.

2.2. Stage 0: data pre-processing. Let $D_A$ be the training set for context $A$, $D_B$ be the training set for context $B$, and $D_T$ be the test set. In subsequent stages of DRAB, $D_A$ and $D_B$ are used for training context-specific models of genetic regulation, while $D_T$ is used for comparing the two models’ predictive performance. To ensure a fair comparison, we assume that $|D_A| = |D_B|$ and $D_T \cap (D_A \cup D_B) = \emptyset$. That is, the two training sets must have the same cardinality and each be independent from the test set. The training and test sets do not need to be pre-specified when running DRAB, however, since the program will automatically create the largest possible training sets $D_A, D_B$ from the provided input data and then set aside the remaining data for the test set $D_T$. The only requirement in practice is that the input data for contexts $A$ and $B$ are not completely overlapping, since full overlap would make it impossible to form an independent test set.

DRAB begins by extracting SNPs that are located within the cis-locus of $g$, which we define as ranging from 500 kilobase pairs upstream of the gene’s transcription start site to
500 kilobase pairs downstream of its transcription end site. We refer to the variants within this region as cis-SNPs. Then multiple linear regression is performed to adjust the expression of \( g \) and the genotypes of each cis-SNP for a set of user-specified covariates. These regression models are fit separately on the sets \( D_A, D_B, \) and \( D_T \) to preserve their independence. Thus, a total of \( 3(p + 1) \) models are fit, where \( p \) is the number of cis-SNPs belonging to \( g \). Next we center and standardize the expression residuals, as well as the residuals of each cis-SNP, to have a mean of zero and a variance of one. As a last step, we remove any monomorphic cis-SNPs. The normalized residuals are subsequently used as the expression and genotype values in the main stages of DRAB.

2.3. Stage 1: model training. DRAB independently trains two parametric machine learning models: model \( M_A \) and model \( M_B \). Model \( M_A \) is trained to predict the (adjusted) expression levels of gene \( g \) in context \( A \), using data from the individuals in training set \( D_A \). Similarly, model \( M_B \) is trained to predict the (adjusted) expression levels of gene \( g \) in context \( B \), using data from the individuals in training set \( D_B \). Both models are given the same set of (adjusted) cis-SNPs as features, but differ in their response variables and training sets.

In particular, we use Gaussian family elastic net models (Zou and Hastie (2005)). The elastic net is a penalized regression method that linearly combines the \( L_1 \) norm from lasso regression (Tibshirani (1996)) and the \( L_2 \) norm from ridge regression (Hoerl and Kennard (1970)). Consequently, the elastic net performs simultaneous regularization and variable selection, making it appropriate for learning sparse models from high-dimensional data with correlated features. Given genotype dosage vectors \( x_i \in \mathbb{R}^p \) and gene expression measurements \( y_i \in \mathbb{R} \) for individuals \( i = 1, \ldots, N \), the elastic net minimizes the objective function

\[
\min_{(\beta_0, \beta) \in \mathbb{R}^{p+1}} \frac{1}{2N} \sum_{i=1}^{N} (y_i - \beta_0 - x_i^T \beta)^2 + \lambda \left( \frac{1 - \alpha}{2} \| \beta \|_2^2 + \alpha \| \beta \|_1 \right),
\]

where \( \lambda \geq 0 \) is a complexity parameter and \( 0 \leq \alpha \leq 1 \) controls the relative weight of each penalty. We fix the mixing parameter \( \alpha \) at \( \alpha = 0.5 \), which tends to either select or leave out entire groups of correlated features (Zou and Hastie (2005)). As a result, \( M_A \) and \( M_B \) each select the groups of cis-eQTLs that are specific to the contexts they are trained on. By performing both feature selection and model fitting, the elastic net efficiently learns tissue-specific patterns of cis-genetic regulation.

To train the elastic net models, DRAB relies on the R package \texttt{glmnet} (Friedman, Hastie and Tibshirani (2010); Tibshirani et al. (2012)). The \texttt{glmnet} package dynamically computes a grid of values for the tuning parameter \( \lambda \), ensuring that the grid covers the entire range of possible solutions. Then we use 5-fold cross validation to select the value of \( \lambda \) that yields the most parsimonious model whose cross-validated error is within one standard deviation of the minimum. DRAB utilizes this approach instead of selecting the best possible \( \lambda \) because sparse models tend to outperform more polygenic models at transcriptome prediction (Wheeler et al. (2016); Fryett, Morris and Cordell (2020)).

Note that other algorithms for regression and feature selection could be justifiably used here instead of a linear model with the elastic net penalty. Our proposed model comparison test relies on empirical distributions and can thus be performed with any parametric regression models. However, the elastic net algorithm offers several desirable properties that make it the most natural choice for our application. Most importantly, the elastic net selects sparse groups of context-specific SNPs and learns context-specific weights for each selected SNP. This makes DRAB robust to the high dimensionality of genetic architectures and the inherent complexity of linkage disequilibrium between eQTLs involved in transcriptional regulation. Moreover, the elastic net is commonly used for transcriptome imputation in TWAS (Gamazon et al. (2015); Barbeira et al. (2018); Gillies et al. (2018); Wu et al. (2018); Guo et al.
(2021)) and previous research has shown that it outperforms several other machine learning algorithms at this task (Okoro et al. (2021)).

2.4. **Stage 2: testing model equivalency.**

2.4.1. **Limitations of conditional approaches.** Our goal is to conduct a model comparison test in order to determine whether the stage 1 models $M_A$ and $M_B$ are statistically equivalent at the population level with respect to some loss function $L$. The standard practice for model comparison is to evaluate both models on an independent test set and compare their prediction errors. When a formal decision is desired, one can test the null hypothesis that the prediction errors are equal. For regression learning tasks, in particular, a paired samples $t$-test on the squared residual errors is used. Here we explain why such approaches are inadequate for assessing whether context-specific models of genetic regulation are equivalent.

To distinguish the fitted stage 1 models from the theoretical population-level models, we will use the notation $\hat{M}_j = \hat{M}_j(D_j)$ to signify the model trained on set $D_j$ for $j = A, B$. We assume that the trained models are consistent for the true models: $\hat{M}_j \xrightarrow{p} M_j$ as $|D_j| \to \infty$ for $j = A, B$. That is, we assume that the finite-sample fitted models converge in probability to the true population-level models as the training sample sizes increase to infinity. Now let $L_i(\hat{M}_j; D_T)$ denote the squared prediction residual for model $\hat{M}_j$ and individual $i \in D_T$. Then the average difference in prediction errors between model $\hat{M}_A$ and model $\hat{M}_B$ on the test set $D_T$ is

$$\Delta L(\hat{M}_A, \hat{M}_B; D_T) = \frac{\sum_{i=1}^{|D_T|} \left( L_i(\hat{M}_A; D_T) - L_i(\hat{M}_B; D_T) \right)}{|D_T|}. \quad (2)$$

The paired samples $t$-test relies on three assumptions: prediction errors are “paired” between the two models, each pair is independent of the rest, and the pairwise differences are approximately normally distributed. The first assumption is satisfied because prediction errors for both models are computed on the same test set, so $L_i(\hat{M}_A; D_T)$ and $L_i(\hat{M}_B; D_T)$ form a pair for each individual $i \in D_T$. We follow the precedent in large-scale genetics studies of assuming that genotyped individuals are unrelated, which ensures that the second assumption is satisfied. Finally, the third assumption follows from the central limit theorem for a sufficiently large test set.

The paired samples $t$-test statistic is given by

$$T = \frac{\Delta L(\hat{M}_A, \hat{M}_B; D_T)}{\sqrt{\text{Var}\left( \Delta L(\hat{M}_A, \hat{M}_B; D_T) \right)}}. \quad (3)$$

Variance can be estimated in the standard way as

$$\text{Var}\left( \Delta L(\hat{M}_A, \hat{M}_B; D_T) \right) = \frac{\sum_{i=1}^{|D_T|} \left( \Delta L_i - \Delta L(\hat{M}_A, \hat{M}_B; D_T) \right)^2}{|D_T|(|D_T| - 1)} \quad (4)$$

where $\Delta L_i = L_i(\hat{M}_A; D_T) - L_i(\hat{M}_B; D_T)$. Under the null hypothesis that models $\hat{M}_A$ and $\hat{M}_B$ have equal predictive performance with respect to $L$, the statistic $T$ follows a Student’s $t$-distribution with $|D_T| - 1$ degrees of freedom.

Although this model comparison framework is commonly used in the statistical learning literature, it has a major limitation. By definition, the $t$-test described above determines whether the mean difference between prediction errors for model $\hat{M}_A$ and model $\hat{M}_B$ is zero.
Importantly, it pertains to the fitted models $\hat{M}_A, \hat{M}_B$ rather than the theoretical population-level models $M_A, M_B$. For some applications, conditioning on the trained models is satisfactory or even desired; but in our case ignoring the uncertainty associated with model training would lead to a greatly inflated false positive rate.

It is well known that models pick up finite-sample errors during the training process. For example, fitting the same linear regression model on two separate data sets will yield different predictor coefficients—even if both data sets are randomly sampled from a common population. The stochastic nature of data sampling becomes especially problematic when performing feature selection, since the same feature selection algorithm might choose different sets of features when applied to different random samples from the same population (Kalousis, Prados and Hilario (2007); Nogueira, Sechidis and Brown (2018)). The issue of model training uncertainty is further exacerbated in algorithms that have a stochastic component, such as cross validation. Such algorithms are known to select different sets of features when repeatedly trained on exactly the same data set (Cadiou and Slama (2021)). Therefore, the elastic net algorithm that we use in stage 1 suffers from instability both due to the uncertainty of tuning the $\lambda$ hyper-parameter using cross validation and the uncertainty of estimating coefficients on randomly sampled finite training sets.

As a result of these dual uncertainties associated with performing feature selection and model fitting, the trained stage 1 models $cM_A$ and $cM_B$ can be significantly different even when the theoretical models $M_A$ and $M_B$ are equivalent. The aim of DRAB is to compare the population-level patterns of genetic regulation between contexts $A$ and $B$, so testing for equivalency between the trained models $\hat{M}_A$ and $\hat{M}_B$ would lead to erroneous conclusions. In fact, we show in Section 3.2 that attempting to use the standard $t$-test for comparing models of genetic regulation yields unacceptable results.

2.4.2. The DRAB model comparison test. To mitigate the problem of model training variability, we developed a new model comparison test based on the non-parametric bootstrap. Unlike the standard model comparison approach described above, our test explicitly accounts for the uncertainty of feature selection and model fitting. Hence, it can be interpreted as testing whether the theoretical population-level models, $M_A$ and $M_B$, are statistically equivalent. Our proposed test is inspired by recent work on hypothesis testing for black-box models (Wasserman, Ramdas and Balakrishnan (2020); Dai, Shen and Pan (2022)), but it is methodologically novel and conceptually distinct.

The key insight behind the DRAB model comparison test is that we avoid conditioning on the fitted models $\hat{M}_A$ and $\hat{M}_B$, instead estimating what the paired samples $t$-test statistic would be under the true models of genetic regulation. Formally, we wish to test the null hypothesis

$$(5) \quad H_0 : E_{D_T} \left[ \Delta L(M_A, M_B; D_T) \right] = 0,$$

which states that the population means of the prediction errors of models $M_A, M_B$ are equal with respect to the loss function $L$. It is intuitive to imagine the following statistic for this test:

$$(6) \quad T_\infty = \frac{\Delta L(M_A, M_B; D_T)}{\sqrt{Var(\Delta L(M_A, M_B; D_T))}}.$$

But the theoretical population-level models $M_A$ and $M_B$ are unknown by definition! We therefore resort to approximating the numerator of $T_\infty$ and its variance.

Since $\hat{M}_A, \hat{M}_B$ are consistent for $M_A, M_B$ by our earlier assumption, the naive estimator for $\Delta L(M_A, M_B; D_T)$ will yield good results as long as the training data sets are sufficiently
large. Thus, we approximate the numerator of $T_\infty$ by substituting in the full-sample trained models:

$$\Delta L(M_A, M_B; D_T) \approx \Delta L(\bar{M}_A, \bar{M}_B; D_T).$$

Now let $\Delta L^{(1)}, \ldots, \Delta L^{(K)}$ be $K$ non-parametric bootstrapped replicates of $\Delta L$. That is, for each $k = 1, \ldots, K$ we create the sets $D_A^{(k)}$ and $D_B^{(k)}$ by randomly sampling with replacement from $D_A$ and $D_B$, respectively, such that $|D_A^{(k)}| = |D_A|$ and $|D_B^{(k)}| = |D_B|$. Then on each set $D_A^{(k)}$ we train a model to predict expression in context $A$, and denote it by $\bar{M}_A^{(k)} = \bar{M}_A(D_A^{(k)})$. Similarly, on each set $D_B^{(k)}$ we train a model to predict expression in context $B$, and denote it by $\bar{M}_B^{(k)} = \bar{M}_B(D_B^{(k)})$. Finally, for each $k$ we compute

$$\Delta L^{(k)} = \Delta L(\bar{M}_A^{(k)}, \bar{M}_B^{(k)}; D_T).$$

The resulting empirical distribution of $\Delta L^{(1)}, \ldots, \Delta L^{(K)}$ approximates the sampling distribution of $\Delta L$ across all possible context-specific training sets (Efron and Tibshirani (1993)).

To estimate the variance of $\Delta L(M_A, M_B; D_T)$, we decompose it using the law of total variance. Observe that

$$Var_{D_T}(\Delta L(M_A, M_B; D_T)) =$$

$$= E_{D_A, D_B} \left[ Var_{D_T} \left( \Delta L(M_A, M_B; D_T) \mid M_A = \bar{M}_A, M_B = \bar{M}_B \right) \right] +$$

$$+ Var_{D_A, D_B} \left( E_{D_T} \left( \Delta L(M_A, M_B; D_T) \right) \mid M_A = \bar{M}_A, M_B = \bar{M}_B \right)$$

$$= E_{D_A, D_B} \left[ Var_{D_T} \left( \Delta L(M_A, \bar{M}_B; D_T) \right) \right] +$$

$$+ Var_{D_A, D_B} \left( E_{D_T} \left( \Delta L(\bar{M}_A, M_B; D_T) \right) \right)$$

$$\approx Var_{D_T} \left( \Delta L(M_A, \bar{M}_B; D_T) \right) + Var_{D_A, D_B} \left( \Delta L(\bar{M}_A, M_B; D_T) \right)$$

$$\approx \bar{Var} \left( \Delta L(M_A, \bar{M}_B; D_T) \right) + \frac{1}{K} \sum_{k=1}^{K} \left( \Delta L^{(k)} - \frac{1}{K} \sum_{j=1}^{K} \Delta L^{(j)} \right)^2.$$

Note that in the last line we used the bootstrap distribution of $\Delta L$ to approximate the variance of $\Delta L(\bar{M}_A, \bar{M}_B; D_T)$ across all possible training sets. Thus, in the denominator of $T_\infty$ we estimate

$$Var(\Delta L(M_A, M_B; D_T)) \approx$$

$$\approx \bar{Var} \left( \Delta L(\bar{M}_A, \bar{M}_B; D_T) \right) + \frac{1}{K} \sum_{k=1}^{K} \left( \Delta L^{(k)} - \frac{1}{K} \sum_{j=1}^{K} \Delta L^{(j)} \right)^2.$$

This variance estimate can be interpreted as the sum of two sources of uncertainty. The first term accounts for the uncertainty of the estimator $\Delta L$ computed on the test set $D_T$, so it will converge to zero as $|D_T| \to \infty$. The second term, on the other hand, accounts for the uncertainty of the estimated (i.e. trained) models $\bar{M}_A$ and $\bar{M}_B$, so it will converge to zero only when $|D_A| \to \infty$ and $|D_B| \to \infty$. In other words, the first term pertains to the sampling
variability of the test set $D_T$ while the second term pertains to the sampling variabilities of the training sets $D_A$ and $D_B$. Including both sources of variance is the primary innovation of the DRAB test, which allows it to overcome the limitations of model comparison tests that condition on a specific pair of fitted models.

Putting everything together, our proposed DRAB test statistic is

$$T_{DRAB} = \frac{\sum L(\widehat{M}_A, \widehat{M}_B; D_T)}{\text{Var}(\sum L(\widehat{M}_A, \widehat{M}_B; D_T)) + \frac{1}{K} \sum_{k=1}^{K} (\Delta L^{(k)} - \frac{1}{K} \sum_{j=1}^{K} \Delta L^{(j)})^2}.$$  

We claim that under the null hypothesis stated in Equation 5, the $T_{DRAB}$ statistic approximately follows a Student’s $t$-distribution with $|D_T| - 1$ degrees of freedom. Our proposed statistical test expressly accounts for the variability in estimating $M_A$ and $M_B$ through model training, and so it can be used to determine whether the true theoretical models are statistically equivalent. If the bootstrap-based DRAB test rejects the null hypothesis of model equivalency, we conclude that the patterns of genetic regulation for gene $g$ are significantly different in contexts $A$ and $B$.

### 3. Results.

#### 3.1. Data preparation.

To validate DRAB and demonstrate its use, we applied it on data from the GTEx v8 release (The GTEx Consortium (2020)). In particular, we downloaded individual-level whole-genome sequencing data as a Variant Call Format (VCF) file from the database of Genotypes and Phenotypes (dbGaP), under accession number phs000424.v8.p2. Extensive sample quality control procedures, variant quality control procedures, and read-aware phasing had already been performed on the genotype data as described in The GTEx Consortium (2020), leaving 838 individuals and 46,526,292 genomic sites. We also downloaded tissue-specific matrices of bulk gene expression from the GTEx Portal (https://gtexportal.org/home/datasets). The gene expression data had already been quantified, processed, and normalized as described in The GTEx Consortium (2020) and was reported in terms of Transcripts Per Million (TPM) units. Data for 49 human tissues was available, with the number of quantified genes ranging from 20,249 in whole blood to 35,054 in testis.

Prior to applying our method, we performed some additional processing on the genotype data. We first subset the individuals by race to only keep those of European descent. Next we removed all variants that are non-autosomal, as well as those that have at least one multi-character allele code or a nonstandard single-character allele code. Then we removed variants with missing genotype data and tested the remaining ones for Hardy-Weinberg equilibrium (HWE). In particular, we used the mid-p method to test for HWE (Wigginton, Cutler and Abecasis (2005); Graffelman and Moreno (2013)) and discarded SNPs with $P < 10^{-6}$. Lastly, we filtered out SNPs with minor allele frequency (MAF) below 0.01. After all of these steps, 715 individuals and 8,042,975 genomic sites remained. All genetic quality control steps were conducted in PLINK 1.90 (Chang et al. (2015); Purcell and Chang) and the resulting files were imported into R through the BEDMatrix package (Grueneberg and de los Campos (2019)).

DRAB supports covariate adjustment with any user-specified covariates. In this study we included the pre-computed European covariates that are available from the GTEx Portal. Namely, we downloaded and included the top 5 genotyping principal components, a set of latent covariates identified using the Probabilistic Estimation of Expression Residuals (PEER) method, and indicators for sequencing platform (Illumina HiSeq 2000 or HiSeq X), sequencing protocol (PCR-based or PCR-free), and sex. For details on the definitions of these covariates, see The GTEx Consortium (2020).
3.2. The DRAB test accounts for model training uncertainty. To demonstrate the advantages of our proposed bootstrap model comparison test over conditional tests, we evaluated the performance of both approaches on a single-tissue negative control. The negative control scenario was created by partitioning the set of individuals for whom gene expression measurements are available in whole blood tissue (n = 558) into three equal-sized subsets. Two of these subsets were treated as the training sets D_A and D_B, while the remaining one was treated as the test set D_T. Note that since the three subsets are nonoverlapping and have equal sizes, they satisfy the independence and cardinality assumptions stated in Section 2.2. We then applied DRAB to these data sets. Additionally, we created a conditional version of the DRAB framework by replacing our bootstrap model comparison test with a paired samples.
t-test on the model prediction errors, as detailed in Section 2.4.1. The “conditional DRAB” test was also applied to the same data. We performed both of these differential regulation tests on each autosomal protein-coding gene, as defined by the GENCODE 26 transcript model provided on the GTEx Portal (The GTEx Consortium (2020)).

By construction, our negative control represents the scenario where context A and context B are sampled from the same population. Consequently, the patterns of genetic regulation are equivalent at the population level between the two contexts. If the context-specific models select different sets of eQTLs with differing effect sizes, then we know that those differences are only due to natural random variation and the instability of the learning algorithm. Ideally, a differential regulation analysis test should not identify any significant genes between the two subsets.

Figure 2 displays the per-chromosome results from our proposed DRAB test as well as from the analogous conditional test. The quantile-quantile (QQ) plots compare the observed distribution of \( P \)-values with their expected distribution under the null hypothesis of no differences in genetic regulatory patterns between the two subsets. Since we intentionally constructed the training data to ensure that the null hypothesis is true, the observed \(- \log_{10}(P)\) values on each QQ plot should mostly lie within the 95% confidence band surrounding the identity line (shown in gray). However, this is clearly not the case for the conditional model comparison test. When the paired samples t-test is used to determine model equivalency, we observe extreme inflation of the \(- \log_{10}(P)\) values. In fact, most of the \( P \)-values returned by the conditional test lie outside of the 95% confidence bands. Even after a Bonferroni correction for multiple testing, the conditional model comparison framework reported 19 genome-wide significant genes. Clearly, this is an unacceptably high type I error rate for ascertaining the presence of population-level differences in genetic regulation.

Our proposed bootstrap model comparison test, on the other hand, was able to effectively control the false positive rate. Notice that all of the DRAB \( P \)-values lie within the 95% confidence bands of Figure 2 (with only a couple minor exceptions, likely due to correlation between genes). Although the DRAB test is sometimes slightly conservative (e.g. on chromosome 17) or slightly liberal (e.g. on chromosome 15), overall it eliminated the hugely inflated type I error rates that were observed with a conditional test. This demonstrates that our proposed model comparison test is able to account for the variability of feature selection and model training, enabling rigorous comparisons of regression models at the population level.

Surprisingly, DRAB was able to effectively control false positives with relatively few bootstrap iterations. For all of the figures in this paper we used \( K = 50 \) bootstrap iterations, a much lower number than the hundreds or thousands of iterations usually recommended for the non-parametric bootstrap. This reduces the number of times that models need to be re-fit, making our framework computationally feasible to implement in real-world settings. Indeed, we found that DRAB yields acceptable results in the negative control scenario with as few as \( K = 10 \) bootstrap iterations, but it becomes somewhat unstable when the number of iterations is too low.

3.3. Biologically related tissues share more regulatory patterns. Having verified that DRAB is able to control the type I error rate, we next assessed its ability to detect tissue-specific patterns of genetic regulation between distinct tissues. We applied DRAB to 19 pairs comprised of 23 selected human tissues from the GTEx v8 data release. Since running DRAB on all possible pairings of the 49 tissues available in GTEx would have been computationally prohibitive, we aimed to select tissue pairs that represent a wide spectrum of tissues and tissue relationships. In particular, we made sure to include comparisons between whole blood and various nervous system tissues because whole blood is the most commonly used bulk
# Table 1

Full list of considered tissues

<table>
<thead>
<tr>
<th>Tissue site</th>
<th>Abbreviation</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adipose - Subcutaneous</td>
<td>ADPSBQ</td>
<td>479</td>
</tr>
<tr>
<td>Adrenal gland</td>
<td>ADRNLG</td>
<td>194</td>
</tr>
<tr>
<td>Artery - Aorta</td>
<td>ARTAORT</td>
<td>329</td>
</tr>
<tr>
<td>Brain - Amygdala</td>
<td>BRNAMY</td>
<td>119</td>
</tr>
<tr>
<td>Brain - Anterior cingulate cortex (BA24)</td>
<td>BRNACC</td>
<td>135</td>
</tr>
<tr>
<td>Brain - Cerebellum</td>
<td>BRNCHA</td>
<td>188</td>
</tr>
<tr>
<td>Brain - Cortex</td>
<td>BRNCTXA</td>
<td>183</td>
</tr>
<tr>
<td>Brain - Frontal cortex (BA9)</td>
<td>BRNCTXB</td>
<td>157</td>
</tr>
<tr>
<td>Brain - Hippocampus</td>
<td>BRNHPP</td>
<td>150</td>
</tr>
<tr>
<td>Brain - Spinal cord (cervical c-1)</td>
<td>BRNSPC</td>
<td>115</td>
</tr>
<tr>
<td>Brain - Substantia nigra</td>
<td>BRNSNG</td>
<td>100</td>
</tr>
<tr>
<td>Cells - EBV-transformed lymphocytes</td>
<td>LCL</td>
<td>113</td>
</tr>
<tr>
<td>Cells - Cultured fibroblasts</td>
<td>FIBRBL5</td>
<td>403</td>
</tr>
<tr>
<td>Colon - Sigmoid</td>
<td>CLNSGM</td>
<td>266</td>
</tr>
<tr>
<td>Liver</td>
<td>LIVER</td>
<td>178</td>
</tr>
<tr>
<td>Lung</td>
<td>LUNG</td>
<td>436</td>
</tr>
<tr>
<td>Muscle - Skeletal</td>
<td>MSCLSK</td>
<td>588</td>
</tr>
<tr>
<td>Nerve - Tibial</td>
<td>NERVET</td>
<td>438</td>
</tr>
<tr>
<td>Pancreas</td>
<td>PNCREAS</td>
<td>243</td>
</tr>
<tr>
<td>Skin - Sun exposed (lower leg)</td>
<td>SKINS</td>
<td>508</td>
</tr>
<tr>
<td>Small intestine - Terminal ileum</td>
<td>SNTTRM</td>
<td>141</td>
</tr>
<tr>
<td>Thyroid</td>
<td>THYROID</td>
<td>482</td>
</tr>
<tr>
<td>Whole blood</td>
<td>WHLBLD</td>
<td>558</td>
</tr>
</tbody>
</table>

**Fig 3.** (A) - (C) Manhattan plots of DRAB test results for pairings of various tissues. The horizontal red line denotes genome-wide significance according to a Bonferroni multiple testing correction. (D) Numbers of differentially regulated protein-coding genes for each of 19 different tissue pairs. Statistical significance was determined according to a genome-wide Bonferroni correction with a 95% confidence level.
tissue in TWAS, owing to its relative ease of procurement. However, we suspected that blood might not be representative of genetic regulatory profiles in highly specialized brain tissues. We also tested for differential regulation between multiple brain regions. Finally, we chose six miscellaneous tissue pairs to further illustrate how extensively the genetic architecture of gene expression can vary between tissue types. The full list of considered tissues, along with their abbreviations and sample sizes, is displayed in Table 1.

Our results demonstrate that DRAB does have sufficient power to detect genes with tissue-specific patterns of genetic regulation. Figure 3 shows Manhattan plots of DRAB test results for all autosomal protein-coding genes in three tissue pairs. The tissues in each of these pairs have markedly different biological function and structure: for example, blood is entirely unlike the hippocampus. Therefore, DRAB should be able to identify a large number of differentially regulated genes in each of these tissue pairs. The DRAB test was indeed able to do so. After a Bonferroni correction for multiple testing, 99 genes were genome-wide significant between brain cortex and tibial nerve, 84 genes were genome-wide significant between lung and aorta, and 172 genes were genome-wide significant between whole blood and brain hippocampus. Figure 3 also displays a bar chart with the counts of significant protein-coding genes for the other tissue pairs that we considered. All gene-level $P$-values, as well as training and test sample sizes, are available in the Supplementary Material (Malakhov et al. (2023a)).

Notably, our results confirm that biologically related tissues have more similar patterns of genetic regulation. It has been experimentally established that differences in genetic regulation, and the subsequent over- or under-expression of certain genes, are the primary drivers of tissue differentiation in animals. Consequently, tissues with similar histological structure and function are expected to exhibit similar patterns of genetic regulation. The DRAB test concurs. As shown in Figure 3, pairs of closely related brain regions have few if any genes with significantly different regulatory profiles. When comparing blood and brain tissues, on the other hand, hundreds of genes display strong evidence of tissue-specific genetic regulation. This trend also holds for the miscellaneous tissue pairs that we considered, supporting the biological reasonableness of DRAB results.

4. Discussion. In this paper we have introduced DRAB (Differential Regulation Analysis by Bootstrapping) and made it available as open-source software both in the Supplementary Material (Malakhov et al. (2023b)) and on GitHub (https://github.com/MykMal/drab). Our method is a statistical framework for identifying genes that have significantly different patterns of local genetic regulation between two tissues or other biological contexts. DRAB utilizes penalized regression to learn context-specific models of the cis-genetic regulation of gene expression, and then applies a novel model comparison test to determine whether the genetic regulation models have equivalent predictive performance. The primary methodological innovations of our approach are twofold. First, we have proposed and confirmed that genetic regulatory profiles can be analyzed by training models to predict expression from eQTLs. Transcriptome imputation models are already widely used in statistical genetics, for instance as the first stage of TWAS, and our work illustrates another avenue for their application. Second, and perhaps more importantly, we have developed a new bootstrap model comparison test. The DRAB test incorporates both the variance associated with estimating the mean difference in model performance, as well as the variance associated with training the models themselves. Decomposing the variance in such a way makes it possible to compare the true, population-level models of genetic regulation despite the fact that they are inherently unknowable.

We have demonstrated that DRAB yields biologically reasonable results when applied to a variety of human tissue pairs from the GTEx Project. DRAB was able to effectively control
type I error when run on a negative control created from random samples of the same tissue. It also had sufficient power to detect genes that exhibit tissue-specific differences in regulatory profiles when such genes were expected to be found. Moreover, DRAB detected fewer differentially regulated genes in tissue pairs that share similar structure and function (e.g. different brain regions) than in pairs of biologically unrelated tissues (e.g. blood and brain tissues). This result is consistent with the contemporary understanding of gene expression and its relation to tissue function. We also showed that DRAB achieves good performance with as few as ten bootstrap iterations, making it computationally feasible to apply on genome-scale data from large consortia.

Although our application was only concerned with identifying genes that have tissue-specific patterns of genetic regulation of mRNA expression, the DRAB framework has broad relevance to many other problems in molecular genetics and applied statistics. In fact, DRAB can also test for differential genetic regulation in other gene expression products (i.e. other omic data types). The software package that we developed is directly applicable to any genetically influenced quantitative molecular phenotypes, including micro RNA expression, intron excision ratios, and measurements of transcription factor activity. More generally, our bootstrap model comparison test facilitates the rigorous assessment of predictive performance in any regression task where multiple competing parametric models are being considered. Model comparison and benchmarking are active areas of machine learning research, so we plan to further develop the ideas introduced herein.

We conclude with several limitations of our approach. First, we have not conducted a theoretical study of the proposed model comparison test; for asymptotic validity some conditions may be necessary, such as consistency and asymptotic normality of parameter estimation with the candidate models (Politis and Romano (1994)). Since we are considering regular parametric models and the elastic net is known to have model selection consistency (Yuan and Lin (2007); Jia and Yu (2010)), we expect those conditions to hold. However, it is possible that some adjustments might be needed, such as refitting selected models by least squares without penalization (Zhao, Witten and Shojaie (2021)), or de-biasing via some desparsified lasso and ridge projection procedures (Dezeure et al. (2015)). More generally, the proposed method may or may not perform well with non-parametric models due to technical challenges (Dai, Shen and Pan (2022)). Second, DRAB does not estimate a meaningful effect size for differential regulation. It can identify the genes that are differentially regulated between any two biological sample types, but it cannot determine whether some of those genes exhibit more extensive differences in genetic regulation than the others. For the same reason, DRAB is also unable to reconstruct the regulatory networks that underlie its results. We suggest possibly using DRAB in conjunction with differential network inference methods, which aim to build context-specific regulatory networks but cannot perform tests of statistical significance (Bhuva et al. (2019); Baur et al. (2020); Yazdani et al. (2020)). Third, the utility of DRAB ultimately depends on its ability to learn accurate models of transcriptional regulation. A similar limitation exists in TWAS, which is known to lose power when the $R^2$ of transcriptome imputation models is low (He et al. (2022)). In future work it may be beneficial to evaluate how the choice of prediction algorithm affects the power of DRAB to detect differentially regulated genes. Lastly, a major practical downside of our method is that it requires individual-level whole-genome genotypic and phenotypic data. Extensions of DRAB to genome-wide association study (GWAS) summary data would greatly expand the scope of its applications in genetics.
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SUPPLEMENTARY MATERIAL

Supplementary data for “A bootstrap model comparison test for identifying genes with context-specific patterns of genetic regulation”

This ZIP archive contains TSV files with all of the numerical results described in the paper. Included are the DRAB test $P$-values, conditional $t$-test $P$-values, and training/test set sample sizes for every tissue pair and gene.

Source code for “A bootstrap model comparison test for identifying genes with context-specific patterns of genetic regulation”

This ZIP archive contains all of the code necessary to reproduce our analyses, including an R implementation of DRAB and supporting bash scripts. For the most recent version of DRAB, see https://github.com/MykMal/drab.
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