
1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105

106

107

108

109

110

111

112

© 2019. MANUSCRIPT SUBMITTED TO JOURNAL OF EXPERIMENTAL BIOLOGY (2019) 00, jebxxxxxx. doi:10.1242/jeb.xxxxxx

METHODS AND TECHNIQUES

Lights, Camera, Mirrors, Action! Toolbox for 3D Analysis of
High-rate Maneuvers Using a Single Camera and Planar Mirrors
Wajahat Hussain1, Mahum Naveed1, Asad Khan1, Taimoor Hasan Khan1, Muhammad Latif
Anjum1, Shahzad Rasool3 and Adnan Maqsood2

ABSTRACT

The advent of high-speed cameras being made available for
commercial use has facilitated the discovery of intriguing ani-
mal behaviors. However, analyzing animal kinematics in three
dimensions necessitates using several high-speed cameras,
which are specialized equipment and come at a significant
expense. In this study, we utilize a conventional methodology
of capturing synchronized multiple views using a solitary cam-
era and planar mirrors. We introduce a user-friendly software
package that facilitates the calibration of this economical setup
and enables the three-dimensional (3D) analysis of high-rate
maneuvers. Within ∼15 minutes, a single high-speed camera
is calibrated and can be used to acquire 3D data. We accom-
pany the toolbox with a detailed user guide and video tutorial
(https://tinyurl.com/yckm9y6b) for ease of use. We accurately
reconstruct the wing beats of multiple flies (dragonfly, butterfly).

KEYWORDS: Videography, Stereography, Photogrammetry, Three-
dimensional, Tracking, Catadioptric, Kinematics, High-speed pho-
tography

INTRODUCTION
In 2014, about 11% of papers published in J. Exp. Biol. included
video analysis (Theriault et al., 2014). Most of these works
included two or more cameras. Using multiple cameras helps in
measuring the three dimensional (3D) locations of points of inter-
est in the scene (a.k.a 3D reconstruction). In addition to multiple
views, another exciting dimension is the camera’s speed. High-
speed cameras, having frame rates � 30 frames per sec (FPS),
unveil findings that are invisible to the naked eye. Combining
multiple high-speed views reveals, perhaps, the most exciting
behaviors. Koehler et al. (2012) demonstrated that the wings of
dragonflies are not rigid planes; instead, they display a cambered
profile. However, the cost of high-speed cameras is prohibitively
expensive, constraining their widespread adoption and usage.
Phantom–a famous high-speed video camera brand by Vision
Research–can be priced $100,000 and up (Moynihan, 2014). Fur-
thermore, in addition to hardware setup for high-speed 3D data
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capture, commercial software, available to process synchronized
streams of data, are expensive ($10,000 to $100,000) and can only
operate with limited frame rates (< 200 FPS) (Jensen et al., 2020).
We present a simple accessory that converts any high-speed cam-
era into multiple high-speed virtual cameras (views), which can be
used for 3D analysis. We also provide the accompanying software
(calibration code) under the GNU license.

Recently, multiple attempts have been made to create an afford-
able alternative for capturing 3D data at high speed. Chalich et
al. (2020) proposed a solution to set up a ∼2000 FPS camera at
a tempting offer of 800 USD. Given such deals, deploying mul-
tiple cameras seems realistic. Unfortunately, this economic setup
requires the advanced ability to design and implement embedded
(FPGA) solutions. Zhang et al. (2015) proposed a simple acces-
sory, consisting of controllable LEDs, which enables 3D recon-
struction using a single camera, utilizing a well-known approach
known as shape-from-shading. LEDs change the shading of a
static 3D object in a synchronized manner. However, this approach
can only reconstruct static 3D objects. Srinivasan et al. (2018)
used a simple calibration pattern, along with a single camera,
to estimate the 3D trajectory of the subject in controlled set-
tings. This approach requires apriori information about the subject
(wingspan) and can only estimate a single 3D point.

Some approaches based on structured light require only a sin-
gle high-speed camera (Deetjen et al., 2017; Hyun et al., 2018;
Li and Zhang, 2018). A projector emits structured patterns which
are captured by a synchronized camera. Firstly, these customized
solutions proposed in the literature are not readily available com-
pared to simple high-speed cameras. Furthermore, they require
accurate synchronization between the projector and the camera.
The synchronization mechanism required for multiple high-speed
sensors itself incurs substantial expenses. Currently, attempts are
being made to devise cost-effective alternatives for synchronizing
multiple sensors operating at high speeds (Laurijssen et al., 2018).

Catadioptric systems provide an affordable substitute for cap-
turing multiple views using a single camera. Such systems com-
prise a refractive lens, an integral part of the camera, in conjunction
with reflecting mirrors (which form an additional setup) (Hecht
amd Zajac, 1974). The imagery captured through reflection is
commonly referred to as a virtual view.

A diverse array of catadioptric systems can only be limited by
imagination. Numerous catadioptric systems have been developed,
incorporating various types of mirrors, such as planar, parabolic,
elliptic, and hyperbolic mirrors, among others (Gluckman and
Nayar, 2001; Nene and Nayar, 1998). Catadioptric setup has also
been proposed for structured light sensors (Lanman et al., 2009;
Akay and Akgul, 2014).
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The utilization of catadioptric systems provides several bene-
fits, such as offering a broad field of view, synchronized views,
low setup cost, and possessing similar intrinsic calibration parame-
ters across different views (Gluckman and Nayar, 2001). However,
many practical challenges hinder the widespread use of these
low-cost catadioptric setups.

The primary obstacle is constructing a formal model of the
catadioptric system that allows multiple views to estimate the 3D
geometry of the captured imagery (Nene and Nayar, 1998). Firstly,
setting up such systems requires solid computer vision knowledge.
Secondly, although some of these systems are well understood in
literature (Nene and Nayar, 1998; Gluckman and Nayar, 2001;
Rodrigues et al., 2010; Ying et al. 2012), transforming this detailed
mathematical literature into a user-friendly toolbox is not trivial.
Hence more user-friendly toolboxes are required for such systems
as is the case for simple (pinhole) cameras.

The impact of the non-user-friendly aspect of catadioptric sys-
tems, despite their low cost, can be assessed by the success of
Kinect, a consumer depth camera introduced by Microsoft almost
a decade ago. The research community later utilized the Kinect
camera, which was initially developed for gaming consumers and
accompanied by sparse documentation. Consequently, several 3D
sensing applications were created using these relatively expen-
sive depth cameras compared to simple webcams and catadioptric
systems (Shotton et al., 2012; Newcombe et al., 2011).

A large amount of 3D data was generated using Kinect (Lai et
al., 2011; Silberman et al., 2012). With the availability of large
3D datasets, machine learning methods emerged, which learned to
predict depth using a single view from a normal camera (Bansal
et al., 2016). Recently deep learning has been shown to estimate
a detailed human pose using a single image (Fang et al., 2021).
However, the frame rate of Kinect is 30 FPS, and its high frame
rate alternatives (Deetjen et al., 2017; Hyun et al., 2018; Li and
Zhang, 2018) are not commercially available. Can we achieve
similar detailed 3D motion estimation with flying organisms?

To this end, we provide a user-friendly toolbox for catadioptric
setup with a high-speed camera and planar mirrors. We show that
it takes around 15 minutes to calibrate and recover the 3D motion
of a flying bug. Our calibration process leverages the well-known
camera calibration toolbox (Bouguet, 1999). Therefore, no addi-
tional training is required to deploy our solution. Our software is
MATLAB based. We provide detailed documentation and video
tutorials for smooth setup.

We used our approach to reconstruct the wings of a dragonfly
and a butterfly. Results demonstrate that we achieve high accuracy
in 3D analysis.

MATERIALS AND METHODS
Experimental Setup

We used a single high-speed camera (Phantom v2012, Vision
Research, Inc., Wayne, NJ, USA) with a lens focusing on 18-140
mm. Monochrome images are captured at 12,000 FPS with 1280 x
800 resolution. We used a monochromatic light (MultiLED LT-V9-
15, GS Vitec GmbH, Bad Soden-Salmünster, Germany) with 24
High-power LEDs, 84 Watt, 24 Volt (7,700 Lumen total). Finally,
we used two ordinary mirrors to form the chamber’s walls.

Quick Calibration Guide

We use two simple household mirrors to capture multiple and
simultaneous views from a single high-speed camera (Fig. 1a).

Algorithm 1 Calibration of Single Camera and Planar Mirrors
Calibration Steps:

1: Place two mirrors perpendicular to each other and the ground (Fig. 1a).
2: Place a checkered calibration pattern on the ground (Fig. 1a).
3: Place the camera on the tripod having the calibration pattern and its reflections in view

(Fig. 1b).
4: Move the checker pattern to capture multiple (5-10) images (Fig. 1c).
5: Leave the camera and the mirror setup unmoved after capturing the last image. The

checker pattern can be removed.
Complete the calibration using the guide provided on GitHub.
Reconstruction Steps:

6: Capture view of the target object similar to calibration pattern (Fig. 1d).
7: Reconstruct the target object using the toolbox (Fig. 1e).

Details are provided on the GitHub page.

These mirrors form the left and the center walls of the chamber
housing the subject (Fig. 1a). Additional mirrors (ceiling, right
side) can be added. In our experience, the perpendicular arrange-
ment of mirrors gives the best calibration results (Fig. 2). This is
convenient since the walls of the chamber are usually perpendicu-
lar. Transparent glass or plastic sheets may restrict the subject from
escaping the chamber.

A single image captured by the camera contains multiple views
(subject and its reflections) (Fig. 1d). All the views are captured
in a single image. Therefore, this avoids the expensive synchro-
nization step. However, this simultaneous capture results in limited
resolution for each view (Fig. 1d). As shown in experiments, this
setup allows enough resolution to capture the fine details, includ-
ing the natural landmarks on butterfly wings (Fig. 3b), the angle
between (leg) joints of housefly (Fig. 3c) and artificial landmarks
on wings of dragonfly (Fig. 3a).

This initial setup and calibration require ∼15 minutes
(Algorithm 1). We provide a user-friendly guide on setting up and
using our toolbox on GitHub. A video tutorial accompanies it on
YouTube.

Our calibration pattern generally moves along the ground plane
(Fig. 1a). It is recommended to capture only a few views where
the pattern is lifted from the ground plane (Fig. 1c). It is not nec-
essary to move the calibration pattern in the entire space/volume
of the chamber (Fig. 1a). As shown in experiments, we achieve 3D
reconstruction accuracy of RMS ≤ 2 mm for objects far from the
ground plane.

Another source of degradation is the localization of the land-
mark in the image. The landmarks (manually drawn spots on
dragonflies (Koehler et al., 2012) and natural spots on butter-
flies) usually span multiple pixels. This makes it challenging to
find accurate correspondences between multiple views of the same
landmark. To evaluate this effect, we manually added noise of mul-
tiple levels (± 1 pixel up to ± 16 pixels), similar to Theriault et al.,
2014, and provided 3D reconstruction accuracy analysis (Fig. 1a).
We provide software to perform similar analyses for a larger vol-
ume. This will further assist users in planning their experiments,
keeping in mind their accuracy demand.

Finally, automatic correspondence methods lead to data associ-
ation errors. These correspondence errors can be removed using
epipolar geometry (Hartely and Zisserman, 2003) constraints
between real and virtual views. These constraints are also part of
our provided toolbox (Fig. 1a).

RESULTS AND DISCUSSION
The Institutional Review Board/Ethical Review Committee of the
National University of Sciences and Technology, Pakistan (permit
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(a) (b) (c)

(d) (e)

Fig. 1. Calibration Setup: (a) Two household mirrors form the walls of the chamber to be used for housing the subject. A calibration pattern is placed on the
floor of the chamber. (b) The camera is placed having the calibration pattern and its reflections in view. (c) The calibration pattern is moved to capture various
shots. The rest of the setup remains static. (d) The target object and its reflections are captured in a single shot. (e) 3D reconstruction of the target object.

no. 03-2023-SEECS-01/1) approved the observation protocols uti-
lized for examining flies. In this study, we present the results of
our assessment of the accuracy of 3D reconstructions generated
for multiple objects (i.e., planar, convex, and concave surfaces) and
the wing beats of both dragonflies and butterflies.

We assessed the accuracy of our 3D reconstructions using two
metrics. The first metric measured the difference (in millimeters)
between the actual distance and the estimated distance between
two 3D points. The second metric quantified the disparity (in pix-
els) between the image point and its re-projected point in the
image. Both metrics were evaluated using the Root Mean Square
(RMS) and reported in our results.

3D reconstruction using single camera

We calibrated the setup by moving the calibration pattern mainly
on the ground plane (Fig. 1c). To evaluate the accuracy of our
setup, for the part of the chamber not included during calibra-
tion, we reconstructed a vertical calibration pattern (Fig. 2a). We
reconstructed 48 points with ∼1.50 mm RMS 3D reconstruction
error and ∼2.12 pixels RMS reprojection error. Even for the first
row of the calibration pattern, which is farthest from the ground
plane, we achieve ∼2 mm RMS 3D reconstruction error. We also
reconstructed the calibration pattern in an arbitrary orientation
(Fig. 2b). We reconstructed 48 points with ∼1.26 mm RMS 3D
reconstruction error and ∼ 1.99 pixels RMS reprojection error.

We also reconstructed concave (Fig. 2c) and convex shapes
(Fig. 2d). Wings of flies are not planar and exhibit similar twists.
We reconstructed 148 points with ∼0.94 pixels RMS reprojec-
tion error for the concave shape. We reconstructed 21 points with
∼0.98 pixels RMS reprojection error for the convex shape.

To reconstruct a given image point, one has to select (click)
the same entity in different views. Generally, natural (Fig. 3b)

or artificial landmarks (Fig. 3c) span multiple pixels. This land-
mark localization ambiguity affects the reconstruction accuracy.
We reconstructed a vertical calibration pattern by adding this noise
in the selected image points (Fig. 3e). We added different noise
levels (± 1 pixel up to ± 16 pixels). We achieved ∼3.18 mm RMS
3D reconstruction error for the highest noise level. This will fur-
ther assist users in planning their experiments, keeping in mind
their accuracy demand.

In this study, we performed a manual selection of corresponding
points in different views, which can be a time-consuming pro-
cess. An alternative approach is to use automatic correspondence
methods, such as those proposed by (Lowe, 2004). However, auto-
matic methods may produce data association errors that can lead
to outlier points. To address this issue, we applied epipolar geom-
etry constraints to remove any such outliers. (Fig. 2e). Epipolar
lines accurately pass through four corners of the page in both the
original and the reflected view. We achieve ∼1 pixel RMS dis-
tance between the corresponding points and the associated epipolar
lines.

3D reconstruction of Dragonfly using single camera

To reconstruct the wing beats of the dragonfly, we employed our
setup, as shown in (Fig. 3d). Our objective was to reconstruct the
wings of the dragonfly with dense points. However, the recon-
struction was challenging due to the lack of discriminant natural
landmarks on the dragonfly’s wings. Like Koehler et al. (2012),
we spotted the dragonfly’s wings (16 marks on each wing) using
a black marker. The RMS reprojection error for 176 points was
1.98 pixels, and each artificial spot was approximately 16 pixels in
diameter. The image size of the dragonfly’s wing was 169 pixels.
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Fig. 2. Accuracy Analysis (a) Vertical pattern: checkered pattern, used for calibrating the setup, was mainly placed near the floor of the chamber.
We reconstructed a vertical checker pattern to evaluate our approach’s accuracy for areas of the chamber not included in the calibration. We
reconstructed 48 points with ∼1.50 mm RMS 3D reconstruction error and ∼2.12 pixels RMS reprojection error. (b) Slanted pattern: Similarly,
we reconstructed the slanted checker pattern of arbitrary orientation and achieved ∼1.26 mm RMS 3D reconstruction error and ∼1.99 pixels
RMS reprojection error. (c) Concave pattern: We reconstructed 148 points with ∼0.94 pixels RMS reprojection error. (d) Convex pattern: We
reconstructed 21 points with ∼0.98 pixels RMS reprojection error. (e) Landmark Localization Error: Landmarks on animals generally span multiple
pixels and, therefore, have inherent localization errors. To measure the effect of this ambiguity, we added different noise levels in the image points
of the vertical checker pattern. We achieved ∼3.18 mm RMS 3D reconstruction error for the highest noise level. (f) Epipolar Lines: Our toolbox
also provides epipolar lines (four colored lines) which pass through the corresponding points (four corners of the page). These lines help remove
corresponding incorrect points which occur during automatic matching. The distance between the epipolar line and the corresponding points is ∼1
pixel RMS which indicates the accuracy of our calibration.

3D reconstruction of Butterfly using single camera

We also conducted a 3D reconstruction of the wing beats of a
butterfly, as illustrated in (Fig. 3e). In this experiment, we recon-
structed the distinctive features of the butterfly’s wings. The root
mean square (RMS) reprojection error for 96 natural landmarks
was 4.72 pixels. Each natural landmark was ∼6.40 pixels in
diameter. The size of the butterfly’s wing image was 46.5 pixels.

CONCLUSION
Our innovative approach, referred to as the "single camera multi-
ple views" solution, does not necessitate the purchase of additional
costly hardware and instead utilizes a well-established standard

camera calibration method commonly used in the research com-
munity. To facilitate the adoption of this novel and cost-effective
setup, we offer both the software and a video demonstration for
calibration purposes. Our contribution is to enable researchers to
fully exploit the potential of existing high-speed cameras in their
labs for high-rate 3D analysis.
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(a) (b) (c)

(d)
(f)

(g)

(h)
(i)

(e)
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Dragonfly Wing-beat 
Reconstruction
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Butterfly Wing-beat 
Reconstruction

Fig. 3. 3D Reconstruction of Flies Our proposed setup manages to capture multiple flies poses with fine details, including (a) artificial landmarks on
dragonfly wings, (b) natural landmarks on butterfly wings, and (c) angle between leg joints of houseflies. (d) We reconstructed the wing beats of a dragonfly.
The RMS reprojection error for 176 points was 1.98 pixels. Each spot was ∼16 pixels in diameter. The image size of the dragonfly’s wing was 169 pixels. (e)
We also reconstructed the wing beats of a butterfly. The RMS reprojection error for 96 points was 4.72 pixels. Each spot was ∼6.40 pixels in diameter. The
image size of the butterfly’s wing was 46.5 pixels.
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