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Summary 1 

The neural system that encodes heading direction in humans is found consistently in the medial 2 

and superior parietal cortex and the entorhinal-retrosplenial circuit. However, it is still unclear 3 

whether heading direction in these different regions is represented within an allocentric or 4 

egocentric coordinate system. To investigate this problem, we first asked whether regions 5 

encoding (putatively) allocentric facing direction also encode (unambiguously) egocentric goal 6 

direction. Second, we assessed whether directional coding in these regions scaled with the 7 

preference for an allocentric perspective during everyday navigation. Before the experiment, 8 

participants learned different object maps in two geometrically similar rooms. In the MRI 9 

scanner, their task was to retrieve the egocentric position of a target object (e.g., Front, Left) 10 

relative to an imagined facing direction (e.g., North, West). Multivariate analyses showed, as 11 

predicted, that facing direction was encoded bilaterally in the superior parietal lobule (SPL), the 12 

retrosplenial complex (RSC), and the left entorhinal cortex (EC). Crucially, we found that the 13 

same voxels in the SPL and RSC also coded for egocentric goal direction. Moreover, when 14 

facing directions were expressed as egocentric bearings relative to a reference vector, activities 15 

for facing direction and egocentric direction were correlated, suggesting a common reference 16 

frame. Besides, only the left EC coded allocentric goal direction as a function of the subject’s 17 

propensity to use allocentric strategies. Altogether, these results suggest that heading direction in 18 

the superior and medial parietal cortex is mediated by an egocentric code, whereas the entorhinal 19 

cortex encodes directions according to an allocentric reference frame. 20 

 21 

Keywords: fMRI; neural compass; navigation; retrosplenial; parietal cortex; entorhinal 22 

   23 
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1. Introduction 24 

 To navigate successfully, it is crucial for an organism to know its current position and 25 

heading direction. In rodents, head direction cells are thought to constitute the neural substrates 26 

of facing direction. Indeed, these neurons discharge in relation to the organism’s facing direction 27 

with respect to the environment (Taube et al., 1990), working as a neural compass. This neural 28 

compass was further suggested to be involved in the representation of goal direction during 29 

navigation (Bicanski and Burgess, 2018; Byrne et al., 2007; Erdem and Hasselmo, 2012; 30 

Schacter et al., 2012), allowing the computation of the movements required to reach a goal from 31 

the current location and orientation.  32 

 The neural compass in humans has been mainly studied using fMRI and both univariate 33 

(adaptation) and multivariate (MVPA) approaches. These methods allowed to isolate the brain 34 

regions representing imagined heading direction in a familiar environment (e.g., the university 35 

campus) or during navigation in virtual reality (Baumann and Mattingley, 2010; Chadwick et al., 36 

2015; Chrastil et al., 2016; Kim and Maguire, 2019; Marchette et al., 2014; Shine et al., 2019, 37 

2016; Vass and Epstein, 2017, 2013). These studies revealed a number of brain regions 38 

representing heading direction, including in particular the entorhinal cortex, the retrosplenial 39 

complex, and superior parietal regions. Whereas some of these studies focused either on facing 40 

or goal direction (Baumann and Mattingley, 2010; Chrastil et al., 2016; Shine et al., 2019, 2016; 41 

Vass and Epstein, 2017, 2013), some others found that the same areas represented both types of 42 

heading directions (Chadwick et al., 2015; Marchette et al., 2014). Since the neural compass 43 

codes for directions relative to the environment, previous works have suggested that these 44 

regions encode directions in an allocentric reference frame, independent from the agent’s 45 

vantage point (Marchette et al., 2014; Shine et al., 2016; Vass and Epstein, 2017; Weisberg et al., 46 
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2018). However, it is still unclear whether such a directional code is encoded according to an 47 

egocentric or an allocentric reference frame. In most cases, putatively allocentric heading can 48 

indeed be accounted for by egocentric bearings to specific landmarks (Marchette et al., 2014). 49 

For instance, when entering a new environment, it is possible to choose a principal reference 50 

vector (e.g., directed to a specific landmark or from the first-perspective acquired) and to code all 51 

directions as an egocentric bearing relative to this vector (Shelton and McNamara, 2001). Hence, 52 

any putative allocentric direction can be expressed both as an allocentric heading and as the 53 

egocentric angle required to rotate from the principal reference vector to this direction (see 54 

Figure 1).  55 

 56 

Figure 1. Example of how any allocentric directions (in red) can be expressed as an egocentric 

bearing (in blue) relative to a reference vector.  

 57 

 The present study aimed to disentangle these two frames of reference using fMRI and 58 

Representational Similarity Analysis (RSA) (Kriegeskorte et al., 2008). For that purpose, 59 

participants were familiarised first with two virtual rooms containing each layouts of four objects 60 

(see Figure 2A-B). They were asked to remember the location of the objects within the two 61 

virtual rooms and trained to perform the fMRI task. During scanning, each trial (see Figure 2C) 62 
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started with the presentation of an orienting cue consisting of a stylized head in the middle of the 63 

room facing one of the walls. Participants were instructed to imagine themselves facing the cued 64 

wall. Afterward, a picture of an object was presented, and participants had to recall the 65 

egocentric (goal) direction of that object (left, right, back, front) given the current facing 66 

direction. We hypothesized first that heading direction is indeed encoded in the three areas of 67 

interest mentioned above: the entorhinal cortex (EC), retrosplenial complex (RSC), and superior 68 

parietal lobule (SPL). Then, since the reference frame underlying the coding of heading direction 69 

is uncertain, the present study is designed to disentangle them in two different ways. First, we 70 

investigated whether the very same regions that encoded (putatively) allocentric facing direction 71 

also encoded (non-ambiguous) egocentric goal direction. Indeed, while allocentric directions can 72 

be expressed egocentrically with respect to a principal reference vector, an egocentric direction 73 

like left, back, or right can only be formulated with respect to the current vantage point. Second, 74 

because of the intrinsic ambiguous nature of allocentric directions, we assessed whether these 75 

regions encode direction in an allocentric reference frame using an external validity method. 76 

Namely, whether a region was encoding allocentric heading direction as a function of the 77 

subject’s propensity to use allocentric navigation strategies in daily life.  78 

 79 

2. Methods 80 

2.1. Participants 81 

Thirty-four right-handed native Italian speakers with no history of neurological or 82 

psychiatric disorders participated in this experiment (17 women and 17 men, mean age = 23.94, 83 

SD age = 3.90, range 18-35). The ethical committee of the University of Trento approved the 84 

experimental protocol. All participants provided informed written consent before the start of the 85 
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experiment, and they received a payment as compensation for their time. We discarded one 86 

participant because of a catch trials accuracy lower than 2 SDs below the mean. 87 

2.2. Materials 88 

2.2.1. 3D Rooms 89 

Two virtual rectangular rooms (Room 1 and Room 2) were created with Unity. These rooms 90 

could be distinguished based on the frieze pattern on the upper part of the walls: Room 1 had a 91 

zigzag pattern, while Room 2 had circles (see Figure 2A). In these rooms, one of the two short 92 

walls and one of the two long walls were white, while the two remaining walls were blue. Hence, 93 

a wall could be recognised by its specific combination of length (short or long) and color (blue or 94 

white). The participants’ point of view was placed in the middle of the room and was stationary. 95 

Four tables were surrounding this point of view, forming a square paralleling the room’s walls, 96 

and one object was placed at the middle of each of these four tables. Two different versions of 97 

each room were further created (Room 1 version a and b; Room 2 version a and b), containing 98 

two different object layouts to dissociate object identities and object locations. In sum, in each 99 

version, the room contained a different layout with different objects. These layouts consisted of 100 

four objects assigned randomly to one of the four slots located each in front of one of the four 101 

walls (see Figure 2B). 102 
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 103 

Figure 2. Materials. (A) Views of the two rooms. Room 1 has a zigzag pattern on the upper part 

of the walls, while Room 2 has circles. Participants were in the middle of the room and explored 

the rooms rotating their point of view clockwise or counterclockwise using the right and the left 

arrow, respectively. (B) Examples of two versions of each room. (C) Sequence of events of the 

fMRI task. ISI: Interstimulus interval; ITI intertrial interval. 

 104 
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2.2.2. SDSR questionnaire 105 

The SDSR (Sense of Direction and Spatial Representation) questionnaire allowed us to 106 

assess the participants’ propensity to use the survey perspective (i.e., bird’s-eye view 107 

representations of the environment) during spatial navigation in everyday life (Pazzaglia et al., 108 

2000). This questionnaire comprises 11 items on a 5-point scale (except for three items that 109 

included only three alternatives). Even if the questionnaire provides several scores measuring the 110 

propensity to use several perspectives, we were primarily interested in the survey perspective, 111 

which is usually associated with an allocentric frame of reference . The survey items comprised 112 

four questions that assessed how much participants tend to use a representation “from above” 113 

(i.e., a “map-like representation”) while navigating a city. The scores could range from -2 to 14. 114 

Although the questionnaire addressed navigation in a large-scale environment, it has been 115 

validated by its authors using a pointing task in a room (Pazzaglia et al., 2000) and has been 116 

shown to be informative in other studies using smaller spaces (Lhuillier et al., 2018). 117 

Furthermore, it is known that individuals’ strategies are usually the same in large and small-scale 118 

environments (Lawton, 1996). 119 

2.3. Behavioral procedures 120 

The experiment was organised in three sessions: two training sessions – the 121 

familiarisation and the rehearsal session – and the scanning session. These sessions will now be 122 

described in detail in turn. All tasks were developed with Python 3.7 using the Neuropsydia 123 

package (Makowski and Dutriaux, 2017). 124 

2.3.1. Session 1: Familiarisation session 125 

This first training session was conducted online, around a week before the scanning 126 
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session. It was designed to familiarize participants with the rooms to allow them to construct a 127 

mental representation of the environments and to train them to perform the main task. Besides 128 

exploring the rooms, participants’ allocentric knowledge of the rooms was assessed with three 129 

tasks (see Figure S1). Task a aimed to assess participants’ knowledge of the spatial location of 130 

the objects relative to the walls of the room, while task b aimed to assess participants’ knowledge 131 

of the spatial location of the objects relative to the other objects. Finally, the test task was 132 

designed to ensure that the participant would easily perform the fMRI task.  133 

The detailed sequence of tasks of this session is shown in Figure S2. Participants were 134 

first asked to explore both versions of one room and to perform task a to test their memory of 135 

this room. They had then to repeat the same procedure with the other room. Second, the 136 

participants had to perform the same sequence of exploration and memory test with task b. Third, 137 

after participants were given the opportunity to explore all four versions another time, they had 138 

to perform a version of tasks a and b that tested their memory of all rooms at once. The order of 139 

exploration of the rooms and the order of exploration of versions a and b of each room were 140 

counterbalanced across participants. This resulted in four possible exploration orders. 141 

Importantly, if the participant’s accuracy was lower than 85% at one of the tasks, they were 142 

asked to explore again the room’ versions related to this task and to perform it again. If needed, 143 

they had to repeat the exploration/testing sequence until they reached the threshold of 85%. The 144 

exploration phase and the three tasks will now be detailed in turn. 145 

2.3.1.1. Exploration 146 

To familiarize the participants with the virtual environment set up, they were instructed to 147 

explore an empty room with no pattern on the wall as an example. While exploring a room, they 148 

could only perform a rotation movement of their point of view from the middle of the room by 149 
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pressing the left or right arrow. No other movement inside the virtual environment was possible. 150 

The first exploration of each version of the rooms lasted two minutes, and participants were 151 

asked to memorize the objects and their position. Any later exploration lasted a maximum of one 152 

minute. When entering for the first time a version of a room, the vantage point was oriented 153 

towards the short blue wall (see Figure 2A). For simplicity, we refer to this wall as being the 154 

North wall. Consistently, we associated the other walls with their corresponding cardinal 155 

direction. 156 

2.3.1.2. Task a 157 

As represented in Figure S1A, a trial of this task consisted of the presentation of a 158 

schematic map of a room on the left and of a target object on the right. The map was rectangular 159 

and included all information about the walls, but no information about the objects, as four white 160 

squares were placed on the map at all four possible object locations. Using the mouse, 161 

participants had to indicate with a left click the white square corresponding to the object’s 162 

location relative to the walls. Task a comprised 16 trials after exploring a single room, and 32 163 

after exploring both rooms. Each object was presented as target twice in random order. The map 164 

was presented in 4 different orientations (i.e., the north oriented towards the top, the right, the 165 

bottom, or the left of the screen), and this orientation was counterbalanced across trials. 166 

2.3.1.3. Task b 167 

Similar to task a, a trial of this task consisted of the presentation of a schematic map of a 168 

room on the left and of a target object on the right. Different from task a however, the walls were 169 

not displayed, and one reference object was placed at one of the four possible locations (see 170 

Figure S1B). Participants had to indicate with the mouse the target object’s location relative to 171 

the reference object. Task b comprised 16 trials after the exploration of a single room, and 32 172 
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after the exploration of both rooms. Each object in the room was a target twice, and objects were 173 

presented in random order. The reference object was chosen randomly, and the orientation of the 174 

map on the screen was counterbalanced. 175 

2.3.1.4. Test task 176 

An example of a trial is presented in Figure S1C. A trial started with the presentation of a 177 

fixation cross for 2000 ms. Then, a reference map with a character facing one of the four walls 178 

was shown on the screen in one of the four possible orientations for 500 ms. At this time, 179 

participants were instructed to imagine facing the wall cued by the character on the screen. 180 

Immediately after the map, a fixation cross was displayed along with the word “Ready”. 181 

Participants had to press the space bar when they finished imagining which triggered the 182 

disappearance of the word. After 3500 ms from the outset of the map, the target object was 183 

displayed for 500 ms, followed by a 3500 ms screen prompting them to answer. They then had a 184 

total of 4000 ms to indicate the egocentric position of the object relative to their imagined 185 

heading (i.e., front, back, left, or right) using the directional arrows on the keyboard. During this 186 

task, each object was presented eight times, twice for each of the four egocentric directions. This 187 

resulted in 128 trials, which were presented randomly in 4 blocks of 32 trials. The four 188 

orientations of the reference map were counterbalanced across the eight trials of each of the 16 189 

allocentric × egocentric levels. Therefore, each map orientation was presented twice for each of 190 

these 16 levels. In addition, each object appeared twice in a block. There was a one-minute break 191 

between each block. Only participants that scored at least 85% on this test were considered for 192 

the subsequent phases.  193 

 194 

2.3.2. Session 2: Rehearsal session 195 
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The second training session was conducted in the lab, two days before the scanning 196 

session at the earliest. After re-exploring the rooms, participants were simply asked to perform 197 

the final task of the first session. This session allowed participants to rehearse their memory of 198 

the room before the scanning session and ensured that they could still easily perform the fMRI 199 

task.  200 

2.3.3. Session 3: Scanning session 201 

Because the fMRI task was slightly different from the test task of the training sessions, 202 

participants were first trained to perform it before entering the MRI. There were two main 203 

differences between these tasks (see Figure 2C). First, the answer in response to the reference 204 

map was no longer needed. Second, instead of indicating the egocentric location of the target 205 

objects with the directional arrows, participants were instructed to indicate when they were ready 206 

to answer. This was to avoid a confound between motoric activity and egocentric direction. Each 207 

experimental trial started with a 500 ms fixation cross. Then, a reference map was displayed for 208 

500 ms, followed by a 3000 ms interval. At this moment, an interstimulus interval of 4000 ms 209 

was present in 25% of the trials (Zeithamova et al., 2017). Next, another fixation cross was 210 

presented for 500 ms. The target object was then displayed for 500 ms, followed by a 3000 ms 211 

interval. Participants were instructed to indicate when they were ready to answer and could do so 212 

from the beginning of the target object time window until the end of the 3000 ms interval. At this 213 

moment, an intertrial interval of 4000 ms was present in 25% of the trials. At the end of 20% of 214 

the trials, a catch trial was added to ensure that participants were actually doing the task. In these 215 

trials, an egocentric directional word (Front, Right, Back, Left) appeared on the screen for 2000 216 

ms. Participants had to indicate whether this word matched the actual egocentric direction of the 217 

object. Fifty percent of the catch trials matched the actual direction of the object. In the 218 
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experimental trials, each object was presented in all 16 conditions resulting from the combination 219 

of the four allocentric directions and the four egocentric directions. The four orientations of the 220 

reference map were counterbalanced across the 16 trials of each of the 16 allocentric × 221 

egocentric levels. Therefore, each map orientation was presented four times for each one of these 222 

16 levels. This resulted in 256 experimental trials, to which 64 catch trials were added. These 223 

320 trials were arranged in 8 runs of 40 trials (32 experimental trials and eight catch trials). Each 224 

block included trials for only one version per room, which means that there were two blocks for 225 

each room × version combination. Each object appeared twice in each block. Within a block, 226 

there was a catch trial every four experimental trials, placed in a random position within these 227 

four trials. This was done to spread the catch trials along the whole run. Participants were given 228 

the opportunity of a break between each run. After the fMRI session, they had to complete the 229 

SDSR scale. 230 

 231 

2.4. MRI procedures 232 

2.4.1. MRI data acquisition 233 

MRI data were acquired using a MAGNETOM Prisma 3T MR scanner (Siemens) with a 234 

64-channel head-neck coil at the Centre for Mind/Brain Sciences, University of Trento. 235 

Functional images were acquired using the simultaneous multislice echoplanar imaging sequence 236 

(multiband factor = 5). The angle of the plane of scanning was set to 15° towards to the chest 237 

from the anterior commissure - posterior commissure plane to maximize the signal in the MTL. 238 

The phase encoding direction was from anterior to posterior, repetition time (TR) = 1000 ms, 239 

echo time (TE) = 28 ms, flip angle (FA) = 59°, field of view (FOV) = 200 mm × 200 mm, matrix 240 

size = 100 × 100, 65 axial slices, slices thickness (ST) = 2 mm, gap = 0.2 mm, voxel size = 2 × 2 241 
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× (2 + 0.2) mm. Three-dimensional T1-weighted images were acquired using the magnetization-242 

prepared rapid gradient-echo sequence, sagittal plane, TR = 2140 ms, TE = 2.9 ms, inversion 243 

time = 950 ms, FA = 12°, FOV = 288 mm × 288 mm, matrix size = 288 × 288, 208 continuous 244 

sagittal slices, ST = 1 mm, voxel size = 1 × 1 × 1 mm. B0 fieldmap images, including the two 245 

magnitude images associated with the first and second echoes of the images and the phase-246 

difference image, were also collected for distortion correction (TR = 768 ms, TE = 4.92 and 7.38 247 

ms). 248 

2.4.2. fMRI Preprocessing 249 

The preprocessing was conducted using the SPM12 for MATLAB ® 250 

(https://www.fil.ion.ucl.ac.uk/spm/software/spm12/). First, we computed each participant’s 251 

Voxel Displacement Map (VDM) using the FieldMap toolbox (Jenkinson, 2003; Jezzard and 252 

Balaban, 1995). Second, functional images in each run were realigned to the first image of the 253 

first run, and then the VDM were also coregistered to the first image and were used to resample 254 

the voxel values of the images in each run to correct for EPI distortions caused by the 255 

inhomogeneities of the static magnetic field in the vicinity of the air/tissues interface. Third, the 256 

functional images were coregistered onto the structural image in each individual’s native space 257 

with six rigid-body parameters. Lastly, a minimum spatial smoothing was applied to the 258 

functional images with a full width at half maximum (FWHM) of 2mm. 259 

2.4.3. Regions of Interests 260 

Multiple ROI masks were used in the analysis. The entorhinal, superior parietal cortex 261 

were segmented in each subject’s native space with the Freesurfer image analysis suite 2. The 262 

entorhinal cortex masks were thresholded at a probability of 0.5, as recommended by Freesurfer 263 

3. The location estimates for the EC were based on a cytoarchitectonic definition (Fischl et al., 264 
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2009), and masks for the SPL were based on the Destrieux atlas (Destrieux et al., 2010). Because 265 

activation in RSC in previous studies was not found in the anatomical retrosplenial cortex, we 266 

used masks of the retrosplenial cortex defined functionally as category-specific regions for scene 267 

perception (Julian et al., 2012). Anatomical RSC was defined as the combination of BA29 and 268 

30 using MRIcron. These last masks were in MNI space and were then coregistered onto the 269 

structural image in each individual’s native space.  270 

 271 

2.4.4. First-level Analysis 272 

Both the patterns instantiated during the appearance of the reference map and the target 273 

object were analyzed. Therefore, there were 16 experimental conditions related to the reference 274 

map (4 walls × 4 orientations) and 32 related to the target object (4 allocentric directions × 4 275 

egocentric directions × 2 rooms). The first-level analysis was computed using the SPM12 276 

package. The brain signal related to the reference was modeled as stick functions convolved with 277 

the canonical HRF, and the brain signal related to the target was modeled as boxcar function 278 

(duration equals to the reaction time) convolved with the canonical HRF in the time window 279 

between the presentation of the target and the response. We then used the resulting T images (48 280 

volumes, one for each condition) in the following analyses. 281 

2.4.5. Representational Similarity Analysis 282 

2.4.5.1. RDM models  283 

Representational Similarity Analysis (RSA) uses a correlation measure to compare a 284 

brain-based RDM obtained by calculating the pairwise correlation between patterns instantiated 285 

in all the pairs of conditions with a model-based RDM of experimental interest (Kriegeskorte et 286 
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al., 2008). A brain-based RDM is a squared matrix containing the Spearman correlation distance 287 

(1−r) between two brain patterns instantiated during two different conditions. Thus, its dimension 288 

was 16 × 16 in the case of the reference window and 32 × 32 in the target window.  289 

Accordingly, we created model-based RDMs for the reference and the target analyses. In 290 

the reference window, the facing direction model assumed that trials for which participants had 291 

to face the same wall were similar, regardless of the room’s orientation relative to the screen (see 292 

Figure 3A). In the target window, we created two model RDMs. In the facing direction model, 293 

only conditions with the same facing direction and the same room were considered similar. In 294 

the second RDM, the facing-generalized model, facing directions were considered similar 295 

regardless of the room (see Figure 4A). 296 

We created three RDMs to disentangle between egocentric and allocentric goal direction 297 

in the target window (see Figure 5). In the egocentric model, conditions in which the target 298 

object was in the same egocentric position (e.g., to the left) were considered similar. In the 299 

allocentric model, only conditions in which the target object was placed in the same allocentric 300 

direction and in the same room were considered similar. Lastly, in the allocentric-generalized 301 

model, conditions in which the target object was placed in the same allocentric position 302 

independently of the room were considered similar. This last RDM was designed to test whether 303 

allocentric goal direction coding generalized across rooms with identical geometrical layouts. To 304 

control for response time variability, we also created a RDM where similarity between each 305 

condition was computed as the difference between their respective mean response times.  306 

2.4.5.2. ROI-based RSA 307 

In the ROI-based RSA, the brain-based RDM was computed using the activity pattern of 308 

all voxels inside a given ROI. The second order-correlations between the brain-based RDM of 309 
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this ROI and each model-based RDM were then performed with a partial Pearson correlation 310 

method. Partial correlations were used to regress out confounds. For example, when an effect 311 

was significant when computing the egocentric correlation, the allocentric matrix was then 312 

regressed out to obtain the correlation with the egocentric matrix controlling for the allocentric 313 

matrix. Conversely, the egocentric matrix was regressed out when the facing, allocentric, and 314 

allocentric generalized correlations were computed. This was done to measure the desired effects 315 

selectively. The resulting correlations were then tested to be greater than zero with a one-tailed 316 

one-sample t-test. To control for potential confounding effects of the RT, we used the duration 317 

modulation method by convolving each trial with a boxcar equal to the length of the trial’s RT 318 

for each participant (Grinband et al., 2008). Moreover partial correlation using the RTs RDM 319 

were implemented as a further control in some analyses.  320 

To investigate whether individual RSA results were modulated by the participants’ 321 

propensity to use an egocentric or allocentric perspective, we computed the correlation between 322 

the individual second-order correlations for a given ROI and the individual SDSR scores. The 323 

resulting correlations were then tested to be greater than zero with a one-tailed one-sample t-test.  324 

2.4.5.3. Searchlight-based RSA 325 

In the Searchlight RSA analysis, a brain-based RDM was calculated for each voxel using 326 

the pattern instantiated in the neighbourhood of the voxel of interest within a 6 mm sphere. After 327 

calculating the brain-based RDM, we computed the second-order correlations with each RDM 328 

model using a partial Pearson correlation method. Similar to the ROI-based RSA, egocentric 329 

RDM was regressed out for second-order correlations with allocentric RDMs, and vice versa. 330 

These second-order correlations were fisher z transformed to be used in the second-level 331 

analysis.  332 
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After computing the Searchlight images for each participant, they were normalized using 333 

the unified segmentation method and then smoothed with a gaussian kernel (FWHM of 6 mm) 334 

using SPM12. These normalized images were the input of the second-level analysis, which was 335 

performed with SnPM 13 (http://warwick.ac.uk/snpm) using the permutation-based 336 

nonparametric method (Nichols and Holmes, 2003). No variance smoothing was applied, and 337 

10,000 permutations were performed. A conventional cluster-extent-based inference threshold 338 

was used (voxel level at p < 0.001; cluster-extent FWE p < 0.05).  339 

To investigate whether individual differences in allocentric strategy modulated the 340 

whole-brain activity, in the second-level analysis general linear models, we used the survey score 341 

to predicit the correlation between the brain-based RDM and each model-based RDM. The 342 

resulting to a T-score volume for each model-based RDM allowed us to assess where the 343 

correlation with the model-based RDM was modulated by an individual’s propensity to use an 344 

allocentric perspective.  345 

 346 

3. Results 347 

3.1. Facing direction coding in the reference window is present in SPL and RSC 348 

In the reference window, the facing direction model assumed that trials for which 349 

participants had to face the same wall were similar, regardless of the room’s orientation relative 350 

to the screen (see Figure 3A-B). ROI analyses revealed first a significant facing direction coding 351 

during the reference window in bilateral SPL and RSC (see Figure 3C-F; lSPL: t(33) = 3.90, p < 352 

.001; rSPL: t(33) = 3.34, p = .001; lRSC: t(33) = 1.80, p < .05; rRSC: t(33) = 2.26, p < .05), but 353 

not in EC (All ps > .05). Whole-brain analysis (whole-brain inferential statistics are computed 354 
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with primary voxel-level p < .001, cluster-level FWE corrected p < .05) revealed an additional 355 

bilateral activation in the occipital place area (OPA; MNI coordinate of the left peak: [-38, -80, 356 

28], t(33) = 4.46, pFWE < .05; MNI coordinate of the right peak: [38, -76, 28], t(33) = 5.82, pFWE 357 

= .004; see Figure S3). This effect is consistent with previous findings showing that OPA 358 

represents environmental boundaries (Julian et al., 2016).  359 

 360 

Figure 3. (A) The 16 x 16 RDM for reference direction, where two trials were considered similar 361 

when they shared the same facing direction, regardless of the orientation of the North on the 362 

screen (U = Up, R = Right, D = Down, L = Left). (B) For instance, in the example in the right 363 

panel, all these reference maps were cuing the same facing direction. (C) SPL ROIs (D) Both 364 

SPL showed reliable facing direction coding in the reference window. (E) RSC ROIs (F) Both 365 

RSC showed reliable facing direction coding in the reference window. For each RDM, a 366 

diamond represents the mean correlation; a box and whisker plot represent the median and 367 

inter‑quartile range. (* p < .05; *** p < .001). 368 
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 369 

3.2. Facing direction coding is present in the left EC during the target window 370 

We then investigated the encoding of facing direction in the target window. To solve the 371 

task, participants had to keep in memory the current facing direction cued in the reference 372 

window until the target object appeared (i.e., the target window). Because the target object was 373 

presented at this moment, only then could participants encode facing direction in a room- or 374 

map-specific way. Thus, for this analysis, we created two model RDMs. In the facing direction 375 

model, only conditions with the same facing direction and the same room were considered 376 

similar. In the second RDM, the facing-generalized model, facing directions were considered 377 

similar regardless of the room (see Figure 4A). A significant correlation with room-specific 378 

facing direction was observed in the left EC (t(33) = 2.12, p < .05; throughout the paper, p-values 379 

are corrected for multiple comparisons across the two hemispheres; Figure 4B-C). No other ROI 380 

demonstrated room-specific or generalized facing direction coding during the target window (All 381 

ps > .05). Whole-brain analysis did not yield any significant clusters in this case.  382 

 383 

 384 
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Figure 4. (A) In the upper panels are presented the whole 32 × 32 RDMs, including all Rooms × 

Allocentric directions × Egocentric directions conditions. The black square indicates which 

quadrant of the matrix is represented in the lower panel. The key difference between the facing 

and the facing-generalized model is that in the facing-generalized model, two facing directions 

were considered similar even if they were in different rooms (lower-right panel); while in the 

facing model, they were considered similar only if they were in the same room (lower-left panel) 

(F = Front, R = Right, B = Back, L = Left). (C) EC ROIs. (B) Left EC showed facing direction 

coding in the target window. For each RDM, a diamond represents the mean correlation; a box 

and whisker plot represent the median and inter‑quartile range. (* p < .05). 
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 385 

Figure 5. Model RDMs for target direction. In the upper panels are presented the whole 32 × 32 

RDMs, including all Rooms × Allocentric directions × Egocentric directions conditions. The 

black square indicates which quadrant of the matrix is represented in the lower panel. The key 

difference between the allocentric and the allocentric-generalized model is that in the 

allocentric-generalized model, two objects sharing the same allocentric direction are considered 

similar even if they are in different rooms (right panel); while in the allocentric model, they are 

considered similar only if they are in the same room (middle panel). (F = Front, R = Right, B = 

Back, L = Left).  

 386 

3.3. The parietal and retrosplenial cortex code for egocentric but not allocentric goal 387 

direction 388 

 We created three RDMs to disentangle between egocentric and allocentric goal direction 389 

in the target window (see Figure 5). In the egocentric model, conditions in which the target 390 

object was in the same egocentric position (e.g., to the left) were considered similar. In the 391 
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allocentric model, only conditions in which the target object was placed in the same allocentric 392 

direction and in the same room were considered similar. Lastly, in the allocentric-generalized 393 

model, conditions in which the target object was placed in the same allocentric position 394 

independently of the room were considered similar. This last RDM was designed to test whether 395 

allocentric goal direction coding generalized across rooms with identical geometrical layouts. 396 

ROI analyses revealed a strong egocentric bilateral coding in both SPL and RSC (see 397 

Figure S5A-B; lSPL: t(33) = 7.52, p < .001; rSPL: t(33) = 6.27, p < .001; lRSC: t(33) = 5.25, p < 398 

.001; rRSC: t(33) = 3.23, p = .001), but no allocentric coding (All ps > .05). No correlations were 399 

found with the SDSR scores in these ROIs, suggesting that spatial coding in the parietal cortex 400 

did not change as a function of the propensity for a particular reference frame. Notably, this 401 

effect was also significant when we excluded the “front” condition (which, contrary to other 402 

conditions, did not require reorientation) and control for RTs (see Figure S5).  403 

Whole-brain searchlight RSA confirmed that the parietal cortex overall coded for 404 

egocentric goal direction (Figure S4C), showing a very large bilateral clusters with a peak in the 405 

left AG (peak voxel MNI coordinates: [-48, -62, 44], t(33) = 8.17, pFWE < .001) extending in the 406 

left hemisphere to the superior parietal lobule, the precuneus, and also ventrally in the inferior 407 

part of the occipitotemporal cortex (BA 37). It also spread in the right hemisphere to the AG, 408 

superior parietal lobule, and precuneus. Further, two clusters were found bilaterally in the dorsal 409 

premotor area (BA 6; left peak: t(33) = 7.56, pFWE = .002; right peak: t(33) = 8.98, pFWE = .004). 410 

Other clusters included the right and left posterior middle frontal gyrus (left: t(33) = 4.96, pFWE < 411 

.01; right: t(33) = 5.54, pFWE < .01), the left posterior cingulate cortex (t(33) = 6.80, pFWE < .01), 412 

and the left pars triangularis (t(33) = 4.51, pFWE < .01). (see Table S1 for details).  413 

Next, we wanted to check whether the same voxels coding for facing direction in the 414 
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reference window also coded for egocentric goal direction in the target window. For that 415 

purpose, we used the whole-brain activation maps at a lower threshold to extract four masks 416 

corresponding to the bilateral SPL and RSC clusters sensitive to facing direction during the 417 

reference window (see Figure 6A and 6B). We then used these masks to conduct ROI analyses of 418 

the egocentric and allocentric goal direction. We found that the voxels coding for facing 419 

direction during the reference window in the SPL and the RSC also coded for egocentric goal 420 

direction in the target window (lSPL: t(33) = 3.46, p < .001; rSPL: t(33) = 4.87, p < .001; lRSC: 421 

t(33) = 3.08, p = .002; rRSC: t(33) = 2.88, p = .004).  422 

Then, we compared the exact coordinate of our brain activations with those reported in 423 

other studies observing putatively allocentric facing direction in the superior parietal lobule 424 

(Marchette et al., 2014) and the retrosplenial complex (Baumann and Mattingley, 2010; 425 

Marchette et al., 2014). Our activation in the SPL overlaps with the one previously reported by 426 

Marchette and colleagues (Marchette et al., 2014), and one of the masks in the retrosplenial 427 

complex overlaps with the peak of activity reported by Baumann and Mattingley (Baumann and 428 

Mattingley, 2010) (Figure 6C). These results substantiate the comparability of our results with 429 

previous studies reporting putatively allocentric heading direction signals. However, our RSC 430 

masks were more lateral than the RSC activity reported by Marchette and colleagues. Indeed, the 431 

functionally defined RSC used here as ROI mask (see (Julian et al., 2012) and method section) 432 

comprises a large portion of the medial parietal lobe, and different studies have reported different 433 

exact functional localization of the retrosplenial cortex (Baumann and Mattingley, 2010; 434 

Marchette et al., 2014; Vass and Epstein, 2017). In some studies (Baumann and Mattingley, 435 

2010), however, heading direction coding has been reported in the anatomically defined RSC 436 

(BA 29/30), which is outside the functional RSC mask used in ours and many other studies 437 
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(Baumann and Mattingley, 2010). In an exploratory analysis, we tested whether our results 438 

generalize to this region of interest. We found facing direction in the reference window was 439 

encoded in BA 29/30 (see Figure 6D for representations of the ROIs), in the left hemisphere 440 

(t(33) = 2.25, p < .05; Corrected for multiple comparisons across hemispheres). Crucially, the 441 

same region also encoded egocentric goal direction in the target window (t(33) = 1.81, p = .04).  442 

In sum, we performed a series of analyses using three different types of ROIs: predefined 443 

masks of the RSC and the SPL, functionally defined masks encoding facing direction in the 444 

reference window, and anatomical masks of the RSC proper (BA 29/30). In all these cases, 445 

regions encoding putatively allocentric facing direction in the reference window also encode 446 

unambiguously egocentric goal direction in the target window. 447 
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 448 

Figure 6. RSA Results for egocentric goal direction. (A) Voxels showing the coding of facing 

direction in the reference window in both SPL (extracted at p < .001) showed reliable egocentric 

goal direction coding in the target window. (B) Voxels showing the coding of facing direction in 

the reference window in both RSC (extracted at p < .05 for left RSC and p < .005 for right RSC) 

showed reliable egocentric goal direction coding in the target window. (C) Comparisons of the 

location of the RSC and SPL clusters extracted from the reference window with the peak 

activation coordinates in Baumann & Mattingley (2010) and Marchette et al. (2014). (D) 
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BA29/30 Masks used in the complementary analyses. (** p < .01, *** p < .001). 

 

3.4. SPL and RSC encode both facing and goal directions relative to a principal reference 449 

vector 450 

 The results presented above suggested that the SPL and the RSC code heading direction 451 

in an egocentric fashion. One possibility is that these areas computed both facing and goal 452 

direction through the egocentric bearing relative to a principal reference vector. In the case of 453 

goal direction, this reference vector would be naturally the current imagined facing direction. 454 

Concerning the facing direction (reference window), it is known that the first experienced 455 

vantage point in a new environment tends to be used as a reference vector from which bearings 456 

are computed (Shelton and McNamara, 2001). In the present experiment, this vantage point is in 457 

the direction of what we call North in the article, which is the short blue wall (which has never 458 

been referred to as “North” to the participants). It is then possible that, in the SPL and RSC, both 459 

facing (reference window) and egocentric goal directions (target window) are computed 460 

egocentrically from a given reference vector. If that is the case, the representation of the facing 461 

direction “North” should be similar to that of the egocentric goal direction “Front”. 462 

Consequently, we should expect the following similarity pattern between the reference and the 463 

target window: North = Front, South = Back, East = Right, and West = Left.  464 

 To explore this idea, we ran a new ROI-based RSA in which we computed, for each 465 

participant, the pattern similarity between the activity for reference directions and egocentric 466 

goal directions in our ROIs. This resulted in a 4 x 4 matrix (see Figure 7A) where the North, 467 

East, South, and West reference directions on one side matched the Front, Right, Back, and Left 468 

egocentric target directions on the other side. Following the hypothesis of the principal reference 469 

.CC-BY-NC 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted May 21, 2023. ; https://doi.org/10.1101/2023.05.21.541641doi: bioRxiv preprint 

https://doi.org/10.1101/2023.05.21.541641
http://creativecommons.org/licenses/by-nc/4.0/


28 

 

vector, we expected higher average pattern similarity between matching directions (on the 470 

diagonal: North-Front, East-Right, South-Back, and West-Left) than between non-matching 471 

directions (off-diagonal). Because we wanted to see whether voxels coding for reference 472 

direction were coding similarly egocentric target direction, we used the brain masks that we 473 

extracted in the previous analyses of the reference window (Figure 6A-B). It is important to note 474 

that results are very similar when the a priori anatomical/functional ROIs are used instead. 475 

Consistent with our hypothesis, average pattern similarity is higher when directions are matching 476 

than when they are not in all parietal areas (see Figure 7B; lSPL: t(33) = 1.86, p = .03; rSPL: 477 

t(33) = 4.69, p < .001; lRSC: t(33) = 2.43, p = .01; rRSC: t(33) = 2.13, p = .02). Importantly, we 478 

did not observe this effect in the left EC (t(33) = 0.32, p = .38). These results suggest that the 479 

same egocentric representation, anchored to a specific vantage point (North in the reference 480 

window and Front in the target window) is at the basis of facing-direction and egocentric goal 481 

direction encoding in the SPL and RSC. 482 

 483 

Figure 7. (A) Brain RDMs used to test the hypothesis that North in the reference window and 

Front in the target window are both used as a principal reference vector. This means that, across 

reference and target windows, Front is considered as matching North, while Right matches East, 

Back matches South, and Left matches West. In this analysis, we averaged the correlations of 
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matching directions (in red) and the unmatching conditions (in blue) for each participant to 

compare these average correlations across participants. (B) RSA results for the comparison 

between on diagonal and of diagonal reference and egocentric target directions in SPL and 

RSC. Results all showed a more positive average correlation for matching conditions (* p < .05, 

*** p < .001).  

 

3.5. Participants’ propensity for allocentric perspective modulates goal-direction coding in 484 

the EC  485 

 The ROI analysis did not yield any reliable group-level allocentric or allocentric-486 

generalized goal direction coding either in the EC or the parietal ROIs (see Figures S6B). On the 487 

other hand, we observed a significant modulation of the allocentric and allocentric-generalized 488 

coding in the left EC by the allocentric (survey) score measured with the SDSR questionnaire 489 

(see Figure 8B-D; allocentric: r = .33, t(32) = 1.98, p < .05; allocentric-generalized: r = .38, t(32) 490 

= 2.32, p = .01). This suggests that, in our experiment, the allocentric coding in the left EC 491 

depends on participants’ propensity to use an allocentric perspective during everyday navigation.  492 

The whole-brain analysis led exclusively to bilateral occipital V1 activations (Figure 493 

S6C), both with the allocentric (left: t(33) = 8.36, pFWE < .001; right: t(33) = 5.54, pFWE < .001) 494 

and the allocentric-generalized model (left: [-20, -98, 12], t(33) = 5.23, pFWE = .003; right: t(33) 495 

= 5.27, pFWE = .002) (see Table S2 for details). This was likely due either to the reactivation of 496 

the visual information related to the wall or to the fact that, in each allocentric direction, the 497 

same objects are presented several times throughout the trials (although different objects 498 

appeared in the same allocentric direction). Besides, contrary to the left EC, activity in V1 was 499 

not correlated to the propensity to use an allocentric reference in everyday life (All ps > .10). 500 
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 501 

Figure 8. Allocentric coding in the left EC is modulated by the participant’s propensity for the 

allocentric perspective. (A) Left EC ROI. (B) Correlations between the ROI results in the left EC 

and the survey score (* p < .05). (C) Scatterplot of the correlation between the allocentric 

coding in the left EC and the individual score at the survey scale of the SDSR. (D) Scatterplot of 

the correlation between the allocentric-generalized coding in the left EC and the individual 

scores at the survey scale of the SDSR. 

 

4. Discussion 502 

The reference frame underlying the representation of heading direction in different parts 503 

of the brain remains largely ambiguous. Although previous studies found that the entorhinal 504 

cortex (EC), the retrosplenial cortex (RSC), and the superior parietal lobule (SPL) coded for 505 
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facing and/or goal direction, they generally did not enable the disentanglement of egocentric and 506 

allocentric reference frames. The present study used a reorientation task which allowed us to 507 

address this question by testing (i) whether the same regions that encoded (putatively) allocentric 508 

facing direction also encoded (unambiguously) egocentric goal direction, and (ii) whether the 509 

activity in these regions was modulated by the subject’s propensity to use allocentric strategies in 510 

daily life. Results confirmed first that the EC, the RSC, and the SPL all represent facing 511 

direction. Up to that point, this effect could result from both allocentric and egocentric 512 

processing. However, we found that RSC and the SPL also encoded egocentric goal direction 513 

(whether an object is on the left/right/front/back independently of its position in the map), a 514 

result that could not emerge from an allocentric coding. This result raises the possibility that 515 

these regions actually represent heading direction according to an egocentric reference frame. On 516 

the other hand, the EC did not demonstrate any egocentric coding, and allocentric goal direction 517 

coding in this region was uniquely modulated by participants’ propensity for an allocentric 518 

perspective. Thus, in agreement with previous findings (Chadwick et al., 2015; Shine et al., 519 

2019), the entorhinal cortex seems to encode heading direction in an allocentric reference frame. 520 

Overall, these results suggest that the neural compass can operate within different reference 521 

frames in different brain regions. 522 

The present study replicated the results of previous studies finding the involvement of the 523 

EC, RSC, and SPL in facing direction coding (Baumann and Mattingley, 2010; Chadwick et al., 524 

2015; Marchette et al., 2014; Vass and Epstein, 2017, 2013). Our finding that the EC heading 525 

direction system seems to operate within an allocentric reference frame is in keeping with the 526 

hypothesis that the fMRI signal is driven, at least in part, by the activity of head-direction cells 527 

(Taube et al., 1990). However, the fact that an egocentric reference frame provides a better 528 
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account for the heading-related activity in medial and superior parietal cortices suggests that the 529 

neural compass in these regions arises from a different neural mechanism than the allocentric 530 

direction coded by HD cells. One possibility is that the neural activity observed in SPL and RSC 531 

comes from hypothetical reference vector cells, which would code for the egocentric bearing 532 

relative to a principal reference vector (Marchette et al., 2014). For instance, during the reference 533 

window, participants may take one of the walls as the principal reference vector (Shelton and 534 

McNamara, 2001) and compute the facing direction egocentrically in reference to that wall. In 535 

the target window, the current facing direction (the Front direction) could be defined as the new 536 

principal vector, and all directions would then be coded as an egocentric bearing from this 537 

principal reference vector. The analysis of the similarity between the brain activity across the 538 

reference and the target window backed this idea. Indeed, in both SPL and RSC, we observed 539 

higher average correlations between directions that matched according to the reference-vector 540 

model (North = Front, East = Right, South = Back, and West = Left) than between non-matching 541 

directions. These findings suggest that, in the SPL and RSC, an egocentric representation 542 

anchored to a specific direction (North or Front) is used to guide re-orientation for both facing 543 

and egocentric goal direction. In line with these results, a previous study that used a re-544 

orientation task in a larger natural environment (a university campus) showed that putatively 545 

allocentric heading directions (North, South, East, West) were encoded in RSC both when the 546 

starting point and the target buildings were indicated with realistic pictures and when they were 547 

conveyed verbally. However, when the similarity between brain activity in RSC was compared 548 

across the two tasks (visual and verbal), only the North heading direction showed a similar 549 

pattern across conditions (Vass and Epstein, 2017). Vass and colleagues hypothesized that the 550 

RSC preference to represent north-facing headings arose because the RSC represents 551 
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environments according to a particular reference direction (McNamara et al., 2003). Besides, 552 

they could not establish whether heading directions relative to that reference direction were 553 

computed egocentrically or allocentrically. In our experiment, not only we provide evidence that, 554 

in the RSC and SPL, heading is derived relative to a reference vector, but also that this 555 

computation is done within an egocentric frame of reference.  556 

The present results showed that the representation of allocentric goal direction in the left 557 

EC was modulated by participants’ propensity for the allocentric perspective in everyday life. 558 

This, together with the presence of facing direction coding and the absence of egocentric coding, 559 

suggests that the EC coded for heading direction in an allocentric frame of reference (see also 560 

Chadwick et al., 2015). Consistently, the entorhinal cortex has strongly been associated with 561 

allocentric representation in the literature, particularly through the presence of grid cells (Hafting 562 

et al., 2005), which are thought to provide the scaffolding of allocentric representations (Buzsáki 563 

and Moser, 2013). Contrary to previous results (Chadwick et al., 2015; Shine et al., 2019), we 564 

did not find a consistent representation of allocentric goal direction in the entorhinal cortex 565 

across subjects (i.e., independently from their everyday navigation style). One possible reason 566 

for this discrepancy is that we did not explicitly ask subjects to provide the allocentric location of 567 

the target object (North, South, East, West) during the task, but only the egocentric one (Front, 568 

Back, Right, Left). Thus, participants could solve the task relying solely on egocentric 569 

information. Our result suggests that the activation of an allocentric map to retrieve the position 570 

of objects is not automatic. This interpretation is in line with previous studies showing that 571 

different cognitive styles in spatial strategies lead to the activation of partially different neural 572 

networks during the same spatial task (Iaria et al., 2003; Jordan et al., 2004). We might have 573 

failed to observe allocentric goal direction coding in the RSC for similar reasons. Indeed, 574 
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according to a prominent spatial memory model (Bicanski and Burgess, 2018; Byrne et al., 575 

2007), the RSC should serve as a hub where spatial information is transformed across reference 576 

frames. If that is the case, one should expect to find both allocentric and egocentric goal direction 577 

coding in this region. Nevertheless, if the activation of an allocentric map is indeed not necessary 578 

for the task, reference frames transformation might not have been necessary either.  579 

5. Conclusion 580 

Overall, the present work allowed to disentangle between different reference frames 581 

supporting the representation of heading direction across different brain regions. We showed that 582 

superior and medial parietal regions encode not only facing direction, as already suggested in 583 

previous studies (Baumann and Mattingley, 2010; Marchette et al., 2014; Vass and Epstein, 584 

2017), but also egocentric goal direction. This finding suggests the use of a common egocentric 585 

reference frame to represent heading direction in these areas. On the other hand, no egocentric 586 

coding emerged in the entorhinal cortex, which, beyond representing facing direction, also 587 

represents allocentric goal direction as a function of the individual propensity to use allocentric 588 

navigational strategies in everyday life. Although limited to a particular spatial setting (small 589 

environments without translation or actual head rotation of the observer; Shine et al., 2016), our 590 

study highlights the necessity to investigate how different brain regions may encode similar 591 

spatial features by mean of different computations across reference frames. Beyond space, one 592 

can wonder whether the same sort of mechanism would apply in non-spatial domains. Indeed, 593 

there is now evidence that the EC and the PC can also generalise across non-spatial domains, 594 

particularly conceptual domains (Bottini and Doeller, 2020). Future work should focus on 595 

whether the same low-dimensional geometries relying on the same brain areas underlie the 596 

structuring of conceptual domains across different reference frames. 597 
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