**ChatGPT** identifies gender disparities in scientific peer review
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**ABSTRACT**

The peer review process is a critical step in ensuring the quality of scientific research. However, its subjectivity has raised concerns. To investigate this issue, I examined over 500 publicly available peer review reports from 200 published neuroscience papers in 2022-2023. OpenAI's generative artificial intelligence **ChatGPT** was used to analyze language use in these reports. It demonstrated superior performance compared to traditional lexicon- and rule-based language models. As expected, most reviews for these published papers were seen as favorable by **ChatGPT** (89.8% of reviews), and language use was mostly polite (99.8% of reviews). However, this analysis also demonstrated high levels of variability in how each reviewer scored the same paper, indicating the presence of subjectivity in the peer review process. The results further revealed that female first authors received less polite reviews than their male peers, indicating a gender bias in reviewing. In addition, published papers with a female senior author received more favorable reviews than papers with a male senior author, for which I discuss potential causes. Together, this study highlights the potential of generative artificial intelligence in performing natural language processing of specialized scientific texts. As a proof of concept, I show that **ChatGPT** can identify areas of concern in scientific peer review, underscoring the importance of transparent peer review in studying equitability in scientific publishing.

**INTRODUCTION**

The peer review process is a crucial step in the publication of scientific research, where manuscripts are evaluated by independent experts in the field before being accepted for publication. This process helps ensure the quality and validity of scientific research and is a cornerstone of scientific integrity. Despite its importance, concerns have been raised regarding subjectivity in this process that may affect the fairness and accuracy of evaluations1-5. Indeed, most journals engage in single-blind peer review, in which the reviewers have information about the authors of the paper, but not vice versa. While some studies have found evidence of disparities in peer review as a result of gender bias, the scope and methodology of these studies are often limited6-7. One larger study, performed by an ecology journal, found no evidence of gender bias in reviewing, but did find a bias against non-English-speaking first authors8. Additionally, other factors, such as the seniority and institutional affiliation of authors, may influence the evaluation process and lead to biased assessments of research quality8. As such, papers from more prestigious research institutions may receive better reviews9. It is crucial to identify potential sources of disparity in the reviewing process to maintain scientific integrity and find areas for improvement within the scientific pipeline.

Natural language processing tools have shown promise in analyzing large amounts of textual data and extracting meaningful insights from evaluations10-12. However, applying these tools to scientific peer review has been challenging due to the specialized construction and language use in such reports. A recent study that manually annotated language use in peer reviews has shown great potential13, but algorithms struggled to perform well in this task14-15. Recent advances in generative artificial intelligence, such as OpenAI's **ChatGPT**, offer new possibilities for studying scientific peer review. These models can process vast amounts of text and provide accurate sentiment scores and language use metrics for individual sentences and documents. As such, using generative artificial intelligence to study scientific peer review may ultimately help improve the...
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RESULTS

An analysis of scientific peer review Nature Communications has engaged in transparent peer review since 2016, giving authors the option to (and since 2022 requiring authors to) publish the peer review history of their paper16. To explore language use in these reports, I downloaded the primary (i.e., first-round) reviews from the last 200 papers in the neuroscience field published in this journal. This yielded a total of 572 reviews from 200 papers, with publications dates ranging from August 2022 to February 2023. Additional metrics of these papers were manually collected (Fig. 1a and 1b), including the total time until paper acceptance, the subfield of neuroscience, the geographical location and QS World Ranking score of the senior author’s institutional affiliation, the gender of the senior author, and whether the first author had a male or female name (see Methods for more information on classifications and a rationale for the chosen metrics). These metrics were collected to test whether they influenced the favorability and language use of the reviews that a paper received.

Sentiment analysis

To assess the sentiment and language use of each of the peer review reports, I asked OpenAI’s generative artificial intelligence ChatGPT to extract two scores from each of the reviews (Fig. 2a). The first score was the sentiment score, and measures how favorable the review is. This metric ranges from -100 (negative) to 0 (neutral) to +100 (positive). Sentiment reflects the reviewer’s opinion about the paper and is what presumably drives the decision for a paper to be accepted or rejected. The second score was the politeness score, which evaluates how polite a review’s language is, measured on a scale from -100 (rude) to 0 (neutral) to +100 (polite). ChatGPT was able to extract sentiment and politeness scores for all of the 572 reviews, and usually included a reasoning of how it established the score (Supplementary Fig. 1).

The accuracy and consistency of the generated scores was validated in four different ways. First, for a representative sample of the reviews, I read both the review and ChatGPT’s reasoning of how it came to the scores (for examples see Supplementary Fig. 1). I established that the algorithm was able to extract the most important sentences from each of the reviews and to provide a plausible score. Second, since generative artificial intelligence can provide different answers every time it is prompted, the algorithm was asked to provide scores for each review twice. This yielded a significant correlation between the first and second iteration of scoring (P < 0.0001 for both sentiment and politeness scores; Supplementary Fig. 2); the average of the two scores was used for all subsequent analyses in this paper. Third, manipulated reviews (in which I manually re-wrote a...
'neutral' review in a more rude, polite, negative or positive manner) were input into ChatGPT, which confirmed that this changed the review’s politeness and sentiment scores, respectively (Supplementary Fig. 3). Finally, for a subset of reviews, ChatGPT’s scores were compared to that of seven human scorers that were blinded to the algorithm’s scores (Supplementary Fig. 4). Interestingly, there was high variability across human scorers, but their average score had a high correlation to that of ChatGPT (linear regression for sentiment score: $R^2 = 0.91, P = 0.0010$; for politeness score: $R^2 = 0.70, P = 0.018$). Importantly, ChatGPT was superior to the lexicon- and rule-based algorithms TextBlob$^{17}$ and VADER$^{18}$ in scoring a review’s sentiment; both these algorithms did not not significantly predict the average human-scored sentiment (TextBlob: $R^2 = 0.13, P = 0.42$; VADER: $R^2 = 0.07, P = 0.56$). Together, these validations indicate that ChatGPT can accurately score the sentiment and politeness of scientific peer reviews, and does so better than other available tools.

Figure 2: Sentiment analysis on peer review reports using generative artificial intelligence
(a) OpenAI’s generative artificial intelligence model ChatGPT was used to extract a sentiment and politeness scores for each of the 572 first-round reviews. Shown is an example query and ChatGPT’s answer.
(b) Histograms showing the distribution in sentiment (top) and politeness (bottom) scores for all reviews.
(c) Scatter plot showing the relation between sentiment and politeness scores for the reviews (60% variance explained in third-degree polynomial). Insets show excerpts from selected peer reviews. Inset in the bottom right corner is a visual depiction of the expected selection bias in this dataset, as only papers accepted for publication were included in this analysis (gray area represents full pool of published and unpublished papers; not to scale).
Figure 3: Consistency across reviews
(a) Sentiment (left) and politeness (right) scores for each of the 3 reviewers. The lower sample size for reviewer 3 is because 42 papers received only 2 reviews. No significant effects were observed of reviewer number on sentiment (mixed effects model, \(F(1.929, 343.3) = 1.564, P = 0.2116\)) and politeness scores (mixed effects model, \(F(1.862, 331.4) = 1.638, P = 0.1977\)).
(b) Correlations showing low consistency of sentiment scores across reviews for the same paper. The sentiment scores between reviewers 1 and 3 (middle panel) is the only comparison the reached statistical significance (\(P = 0.0032\)), albeit with a low amount of variance explained (5.5%). The intra-class correlation coefficient (ICC) measures how similar the review scores are for one paper, without the need to split review up into pairs. An ICC < 0.5 generally indicates poor reliability (i.e., repeatability)\(^{19}\).
(c) Linear regression indicating the relation between a paper’s sentiment scores and the time between paper submission and acceptance. For this analysis, reviews were first split into a paper’s lowest, median (only for papers with an odd number of reviews) and highest sentiment score. The lowest and median sentiment score of a paper significantly predicted a paper’s review time, but its highest sentiment score did not. Note that the relation between politeness scores and review time were not individually tested given the high correlation between sentiment and politeness, thus having a high chance of finding spurious correlations. The metric ‘% variance in paper acceptance time explained’ denotes the \(R^2\) value of the linear regression.
The majority of the 572 peer reviews (89.9%) were of positive sentiment; 7.9% were negative; 2.3% were neutral (i.e., a sentiment score of 0) (Fig. 2b). 99.8% of reviews were deemed polite by the algorithm (i.e., a positive politeness score), only 1 review was scored as rude (i.e., a negative politeness score; Fig. 2c, bottom left inset). A regression analysis indicated a strong relation between the reviewers’ sentiment and politeness scores (60% of variance explained in a third-degree polynomial regression) (Fig. 2c). Thus, the more positive a review, the more polite the reviewer’s language generally is. It is important to note here that the papers included in this analysis were ultimately accepted for publication in *Nature Communications*, which has a low acceptance rate of 7.7%. As a result of this selection, there will be an over-representation of positive scores in this analysis (Fig. 2c, bottom right inset).

**Consistency across reviewers**

If a research paper meets certain objective standards of quality, one can reasonably expect that reviewers evaluating that paper would share a common view on its overall sentiment. To investigate if this is the case, I analyzed the consistency across review scores for the same paper (Fig. 3). As expected, the overall distribution of sentiment and politeness scores did not differ between the first three reviewers (Fig. 3a). Interestingly, a linear regression analysis of sentiment scores across reviewers indicated very low, if any, correlation between the sentiment scores of reviews for the same paper (Fig. 3b). The maximum variance explained in sentiment scores between reviewers was 5.5% (between reviewer 1 and 3; the only comparison that reached statistical significance). I also calculated the intra-class correlation coefficient\(^1\) between the different reviewers, which demonstrated poor inter-reviewer reliability of scoring (ICC = 0.055, 95% confidence interval of -0.025 – 0.144). These results indicate high levels of disagreement between the reviewers’ favorability of a paper, suggesting that the peer review process is subjective.

I then looked at the relation between a paper’s review scores and its acceptance time (i.e., the time from paper submission to acceptance). For this analysis, review scores were first classified as the lowest, median (only for papers with an odd number of reviewers), or highest for a paper (Fig. 3c). A linear regression analysis indicated that the median sentiment score was the best predictor of a paper’s review time ($R^2 = 0.0670$, $P = 0.0002$), followed by the lowest sentiment score ($R^2 = 0.1404$, $P < 0.0001$) (Fig. 3c, bottom left panels). Interestingly, a paper’s highest sentiment score did not significantly predict review time ($R^2 = 0.0088$, $P = 0.1874$).

**Exploring disparities in peer review**

To explore potential sources of disparities in scientific publishing, I correlated the review scores, pooled across all papers, with the different paper and author metrics that were collected earlier (Fig. 1b). No significant effects were observed between sentiment and politeness scores across the different subfields of neuroscience (Fig. 4a). With respect to the institutional affiliation of the senior author, no effects were observed between the scores and the continent in which the senior author was based (Fig. 4b). Additionally, no correlation was observed between the institute’s score on the QS World ranking and the paper’s sentiment and politeness scores (Fig. 4c).

Finally, I looked at how the gender of the first and senior authors may affect a paper’s review scores. First authors with a female name received significantly more impolite reviews, but no effect was observed on sentiment (Fig. 4d). To study whether these more impolite reviews for female first authors were due to an overall lower politeness score, or due to one or some of the reviewers being more impolite, I split the reviews for each paper by its lowest/median/highest politeness score. I observed that the lower politeness scores for first authors with a female name was driven by significantly lower low and median scores (Fig. 4d, bottom panel). Thus, the least polite reviews a paper received were even more impolite for papers with a female first author. Conversely, female senior authors received significantly higher sentiment scores, indicating more favorable reviews, but these reviews did not differ in terms of politeness (Fig. 4e). An analysis of reviews split by lowest/median/highest sentiment score indicated that the reviewer that gave the most favorable review to female senior authors did so with a significantly higher score (Fig. 4e, bottom panel). No interactions on scores were observed between the genders of the first and senior authors (Supplementary Fig. 5).
DISCUSSION

Peer review is a crucial component of scientific publishing. It helps ensure that research papers are of high quality and have been scrutinized by experts in the field. However, the potential for subjectivity in the peer review process has been an ongoing concern. For example, implicit or explicit bias of reviewers may lead to disparities in peer review scores on the basis of gender or institutional affiliation. In this study, I used natural language processing tools embedded in OpenAI’s ChatGPT to analyze 572 peer review reports from 200 papers that were accepted for publication in *Nature Communications* within the past year. I found that this approach was able to provide consistent and accurate scores, matching that of human scorers. Importantly, ChatGPT was superior to the conventional lexicon- and rule-based algorithms TextBlob and VADER in scoring a review’s sentiment.
Such algorithms score a text on the basis of the frequency of certain words, and as such may have trouble analyzing scientific text with specialized constructions and vocabulary\textsuperscript{13}, as has been shown before\textsuperscript{15}. Altogether, the current study serves as a proof of concept for the use of generative artificial intelligence in studying scientific peer review. Such an automated language analysis of peer reviews can be used in different ways, such as after-the-fact analyses (as has been done here), providing writing support for reviewers (for example by implementation in the journal submission portal), or by helping editors pick the best papers or most constructive reviewers.

Notably, there are several limitations to this study. The peer review reports I analyzed are all ultimately accepted for publication in Nature Communications, meaning that there is a selection bias in the reviews that were included. As such, papers that have received unfavorable reviews, or papers that have not been sent out for peer review at all, were not included in this analysis. It is unclear what the gender and institutional affiliation distribution is for the papers that were ultimately unpublished. Additionally, this study only focused on the neuroscience field, and the findings may not generalize to other fields. Similarly, it is not clear if the results from this study apply to journals beyond Nature Communications. Future studies may expand upon this initial work by incorporating larger sample sizes and encompassing diverse scientific disciplines and journals.

Despite said limitations, this study may reveal several key insights into the peer review process and highlight potential areas of concern within academic publishing. First, this study found that evaluations of the same manuscript varied considerably among different reviewers. This finding suggests that the peer review process may be subjective, with different reviewers having different opinions on the quality and validity of the research. Notably, some level of variability may be expected, for example due to different backgrounds, experiences, and biases of the reviewers. In addition, ChatGPT may not always reliably assess a reviews sentiment, adding some spurious interviewer variability. That being said, the extremely low (or even absent) relation between how different reviewers scored the same paper was striking, at least to this author. The inconsistency in the evaluations emphasizes the need for greater standardization in the peer review process, with clear guidelines and protocols that can minimize such discrepancies\textsuperscript{20}.

I also investigated disparities in peer review based on the institutional affiliation of the senior author of a paper. Specifically, I looked at the geographic location (continent), as well as the score of the institute in the 2023 QS World University Rankings — an imperfect metric of the institute’s perceived prestige. This analysis revealed no relation of these two metrics with the sentiment and politeness of the reviews, suggesting that evaluations were not influenced by the geographical location and perceived prestige of the senior author’s research institution. This finding is encouraging and suggests that peer review may be based on the quality and merit of the research rather than the authors’ research institute. That said, the identity of the peer reviewers is not known, so it cannot be tested whether reviewers have a bias with respect to authors from a more closely related country, culture or institution (i.e., in-group favoritism). In addition, it’s important to acknowledge the selection bias present in this study, in which I exclusively considered published papers. This may mask effects resulting from bias with regards to the senior author’s institutional affiliation. For example, papers from less prestigious institutions may have a higher rejection rate. To address this concern, future studies could adopt a strategy such as partnering with a journal to analyze the review sentiment associated with both rejected and accepted papers.

This study further found that first authors with a female name received less polite reviews than first authors with a male name, although this did not affect the favorability of their reviews. Regardless, this disparity is worrisome as it may indicate an unconscious gender bias in review writing that may ultimately impact the confidence and motivation of (especially early-stage) female researchers. One may argue that the effect size of gender on politeness scores is small, but given the selection bias in this dataset (Fig 2c, bottom right inset), this effect may be larger in the entire pool of reviewed manuscripts (i.e., rejected + accepted). To address this issue, double-blind peer review, where the authors’ names are anonymized, could be implemented. Evidence suggests that this is useful in removing certain forms of bias from reviewing\textsuperscript{6,9}, but has thus far not been widely implemented, perhaps...
because some studies have cast doubt on its merits\textsuperscript{21,22}. Additionally, reviewers could be more mindful of their language use. Indeed, even negative reviews can be written in a polite manner (Fig. 2c), and reviewers may want to use ChatGPT to extract a politeness score for their review before submitting.

Additionally, female senior authors received more favorable reviews than male senior authors in this pool of accepted papers. This disparity in sentiment score in favor of women may be surprising given the wealth of data showing unconscious bias against women, including in scientific research\textsuperscript{23,24}. It is therefore likely that the observed effect is due to selection bias elsewhere in the publishing process. There may be two potential sources of this bias. The first one is that female senior authors may submit better papers to this journal than their male peers, such that the observed gender effect on sentiment is representative for the entire pool of submitted manuscript (i.e., rejected + accepted). This could be the result of institutional barriers that lead to a small, but highly talented pool of female principal investigators\textsuperscript{25} that submits better papers than their male peers\textsuperscript{26}. Alternatively, women may have a higher level of self-imposed quality control\textsuperscript{27}, such that men submit more variable quality papers to high-impact journals like Nature Communications. In the imperfect process that is editorial decision making, this may lead to the publication of certain lower-quality papers from male senior authors. The second explanation may be related to an (unconscious) selection bias in the editorial process\textsuperscript{28}, requiring female senior authors to have better papers before being sent out for peer review, or better scores before being invited for a revise-and-resubmit. As such, paper acceptance may serve as a collider variable\textsuperscript{29,30}, inducing a spurious association between gender of the senior author and sentiment score. Further research is required to investigate the reasons behind this effect and to identify in what level of the publishing system these differences emerge. In Supplementary Fig. 6, I propose three different experiments that journals can perform to rule out bias in reviewing or the editorial process.

Together, this study serves as a proof of concept for the use of generative artificial intelligence in analyzing scientific peer review. ChatGPT outperformed commonly used natural language processing tools in measuring sentiment of peer reviews, and provides an easy, non-technical way for people to perform language analyses on specialized scientific texts. Using this approach, areas of concern were discovered within the academic publishing system that require immediate attention. One such area is the inconsistency between the reviews of the same paper, indicating some level of subjectivity in the peer review process. Additionally, I uncovered possible gender disparity in academic publishing and reviewing. This research underscores the potential of generative artificial intelligence to evaluate and enhance scientific peer review, which may ultimately lead to a more equitable and just academic system.

\section*{METHODS}

\subsection*{Downloading reviews}
Reviewer reports were downloaded from the website of Nature Communications in February 2023. Only papers that were categorized under Biological sciences > Neuroscience were included in this analysis. Not all papers had their primary reviewer reports published; to reach the total of 200 papers with primary review reports, the most recently published 283 papers were considered (published between August 16, 2022 and Feb 17, 2023).

Additional paper metrics were subsequently collected. Paper submission and acceptance date were downloaded from the ‘About this article’ section on the paper website. Paper acceptance time was calculated by counting the number of days between these two dates. Research field was manually categorized on the basis of title and abstract of the paper into five different subfields. The affiliation of the senior author was downloaded from the paper website and manually categorized based on continent; if the senior author had affiliations across multiple continents, it was categorized as ‘multiple’ and not used for further analyses (this was the case for 5 papers). The affiliated institutions’ score in the 2023 QS World Ranking was downloaded from the QS World Ranking website (TopUniversities.com) in March 2023; the maximum score an institution could receive was 100. Not all institutions were listed in the QS World Ranking, usually because they were not considered an organization of higher education. If a senior author had multiple affiliations, then the affiliation with the highest score was used. Name-based gender categorization of the first author was performed using ChatGPT (query: “Of the following list of international full (first+last) names, can you guess, based on name only, if these people are male, female? [names]”).
female, or unknown (i.e., name is not gender specific)?"). As a confirmation, all names that were assigned a gender by ChatGPT were verified using the Genderize database (http://genderize.io; probability > 0.5). The gender of the senior author was categorized in a similar manner, except that the categorization for gender-unspecific names was manually completed, usually by looking up the senior author on the research institution’s website or the author’s Google Scholar or Twitter profile. In this manual look up, I tried to find the senior author’s preferred pronouns. If not available, I inferred the senior author’s gender on the basis of a photograph. I did not find evidence that any of the senior authors included in this analysis identified as non-binary; for 4 senior authors I was not able to find or infer their gender. Note that this gender look-up was performed for the senior author, but not for the first author, for two reasons. First, first authors generally had less of an online presence than seniors authors, and it was challenging to reliably assess their gender identity. Second, I presumed that reviewers are more likely to be familiar with the senior author of papers they review (for example through conferences) than with first authors. As such, reviewers themselves may infer the gender of the first author on name only.

Sentiment analysis

Scores of sentiment and politeness of language use of each peer review report was performed using OpenAI’s ChatGPT (GPT-3.5, Version Feb 13, 2023). The prompt consisted of the following question (see Fig. 3a):

Below you will find a scientific peer review. Such reviews generally contain the reviewer’s sentiment in the first paragraph(s) of the review, followed by a list of specific recommendations to the authors. Can you score this peer review on [1] the sentiment, on a scale from -100 (negative) to 0 (neutral) to 100 (positive), and [2] politeness of language use, on a scale of -100 (rude) to 0 (neutral) to 100 (polite)?

followed by the full text of the peer review. This question was entered into ChatGPT twice and the average of these scores was used for further analyses; for a correlation between the two iterations see Supplementary Fig. 2. Note that ChatGPT has become more reliable in recent updates, such that different iterations of scoring now produces a highly reproducible score (see Supplementary Fig. 2).

Statistics

To test the consistency across different reviewers of the same paper (Aim 2; Fig. 3), I used a combination of a mixed model, linear regression models and intra-class correlation coefficients. For Fig. 3a (differences between reviewers 1, 2 and 3), a mixed effects model was used to compute statistical significance, because repeated measures data was not always available (i.e., not all papers received a third review). This analysis was performed in Prism 9 (GraphPad Inc.). Linear regression and intra-class correlational analyses in Fig. 3b (sentiment scores across reviewers) and Fig. 3c (review scores vs. paper acceptance time) were performed using JASP 0.16 (University of Amsterdam). For the intra-class correlational analyses of Fig. 3b, ICC type ICC1,1 was used; because ICC is particularly sensitive to the assumption of normality, sentiment scores were first log transformed. For the polynomial linear regression in Fig. 3c, data were centered by z-scoring the individual sentiment and politeness scores.

To test the effects of author identity on review scores (Aim 3; Fig. 4), I used a combination of the Kruskal-Wallis ANOVA and Mann-Whitney tests. Note that review scores were not always normally distributed, so non-parametric tests were mostly used. To compute statistical significance in Fig. 4a (scores per field) and Fig. 4b (scores per institution location), a Kruskal-Wallis ANOVA was used. For Fig. 4c (scores correlated with 2023 QS World University Ranking), significance was calculated using linear regression. For Fig. 4d and 4e, Mann-Whitney tests were used to compute significance between male and female authors. Significant effects were further studied by splitting the reviews per score (i.e., splitting in lowest, median and highest scores per paper). To calculate statistical significance between male and female authors for lowest/median/highest score in Fig. 4d and 4e, Mann-Whitney tests were used. Statistical tests were always two-tailed. All analyses in Fig. 4 were performed in Prism 9 (GraphPad Inc.). Significance was defined as $P < 0.05$ and denoted with asterisks: * $P < 0.05$, ** $P < 0.01$, *** $P < 0.001$.

DATA AVAILABILITY

All data are available as a Supplementary file to this paper.
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SUPPLEMENTARY FIGURE LEGENDS

Supplementary Figure 1: Validation #1 — Examples of ChatGPT inputs and outputs

Supplementary Figure 2: Validation #2 — Consistency in sentiment and politeness scores for two different times ChatGPT was asked to analyze review reports. (Top panels) A significant correlation was found between both times ChatGPT was asked to score the sentiment and politeness of the peer reviews. The average score of both iterations was used for all subsequent analyses in this paper. (Bottom panel) The relatively low $R^2$ values between both iterations shown in the top panels have greatly improved in versions of ChatGPT since the initial submission of this paper; $R^2$ values have now increased to 0.992 (for sentiment) and 0.859 (politeness).

Supplementary Figure 3: Validation #3 — Example of a manually manipulated review, showing that ChatGPT can pick up artificial changes in sentiment and language use. It should be noted here that changes in sentiment usually also affected the politeness score (and vice versa), indicating that these scores are not fully independent. This may intuitively make sense; less polite language is often interpreted as more negative, also by human readers (see Supplementary Fig. 4).

Supplementary Figure 4: Validation #4 — Comparison of ChatGPT’s scores of sentiment and politeness as compared to seven (blinded) human scorers for a diverse sample of reviews. Figure showing high levels of variability across human scorers, but their average score had a high correlation with ChatGPT’s score. For this experiment, human scorers were asked to score the sentiment of seven reviews on a scale from very negative - negative - neutral - positive - very positive. Politeness was scored on a scale from very rude - rude - neutral - polite - very polite. For the cross-correlograms in the bottom panels, human scores were first converted to numbers on a scale from 1-5, so that these could be correlated to ChatGPT’s numerical scores. Scorers 1, 2 and 5 were scientists with a PhD; scorer 3, 4 and 6 were neuroscience graduate students; scorer 7 was a non-scientist. Please note that TextBlob and VADER do not provide politeness scores, and were thus not included in the second table. Asterisks indicate significance in a linear regression; * $P < 0.05$, ** $P < 0.01$, *** $P < 0.001$.

Supplementary Figure 5: Sentiment and politeness scores for papers in different gender groups. As an example, ‘F/M’ indicates that the first author had a female name and that the senior author was male. Two-way ANOVAs on these data indicated no significant first × last author gender interaction effects for both sentiment ($F(1,397) = 0.05291$, $P = 0.8182$) and politeness ($F(1,397) = 0.02808$, $P = 0.8670$). $n = 73$ reviews for F/F, 126 for F/M, 44 for M/F, 158 for M/M.

Supplementary Figure 6: Experiments that journals can perform to rule out gender bias in reviewing and editorial decision making. If these experiments show no evidence of bias, gender differences likely emerge higher up in the academic pipeline.
### Excerpt from review

**From Shahin et al (Review #1)**

Overall there are some interesting findings in this study associated with the impact of loss of Ncf1 in NSCs. However, some of the presented data is phenomenological with conclusions that are unclear/equivocal. The claim that inactivating DNA repair promotes neurosphere forming ability (i.e. similar to WT cells) is surprising and it’s difficult to understand why inhibiting key genome stability factors and increasing DNA damage (shown by H2AX formation) would promote recovery and be beneficial in terms of NSC function. While this might be a possibly interesting finding, as it stands there is too much uncertainty about what it means and how it happens. The data presented doesn’t address how regulation of repair pathways modulates NSC function, if its physiologically relevant and the mechanistic nature of what DNA damage does to alter cell fate.

(…)

**ChatGPT analysis on entire review**

| Sentiment: -30 (slightly negative) |
| Politeness: 20 (somewhat polite) |

The sentiment of this peer review is negative as the reviewer expresses several concerns about the clarity, relevance, and plausibility of the presented data and conclusions. The reviewer questions the significance and mechanism of the findings and highlights the limitations and inconsistencies of the study. However, the language use is not overly aggressive or impolite, and the reviewer provides constructive criticism and suggests possible ways to improve the study. Therefore, the politeness score is relatively neutral.

**From Kang et al (Review #2)**

This manuscript reported a sequential narrow-field (SNF) stimulation method by applying sequential electrical stimulation on pairs of electrodes implanted in the hippocampus to control the localization of electric field.

(…)

This research is generally well designed and the manuscript is well organized. However, the idea of using multi implanted electrodeto delivery small electric current to control the activation volume is lack of novelty, even this method is designed for seizure control. There are also several major questions need to be resolved: (…)

**ChatGPT analysis on entire review**

| Sentiment score: 10 |
| Politeness score: 70 |

The sentiment of this peer review is somewhat positive, with a score of 10. The reviewer acknowledges the novelty of the research and praises the manuscript’s organization and design. However, the reviewer also points out several major questions that need to be addressed, which lowers the sentiment score. The politeness score of this peer review is 70, indicating a polite and respectful tone. The reviewer uses professional language and structures their criticism in a constructive way, offering specific recommendations for improvement. The reviewer also acknowledges the strengths of the research and the manuscript, which shows a respectful attitude towards the authors.

**From de Thonel et al (Review #1)**

This manuscript represents a major advance in understanding how mutations in a global protein acetylase, underlying a rare neurodevelopmental disorder, impacts cellular stress protection and neurodevelopment.

(…)

The authors present a very strong case for specific interactions between HSF2 within the KIX domain found in the coiled-coil region and CBP/p300 and validate the interaction with biochemical evidence, molecular modeling and mutagenesis. Moreover, while previous reports demonstrated the regulation of HSF2 via protein degradation, this work deciphers key mechanisms that regulate this process via protein lysine acetylation. Finally, the current work underscores the contributions of HSF2, and its dysregulation in RSTS, to stress-regulated gene expression and its impact in neurodevelopmental function. Overall, the results reported here are novel and highly impactful to the fields of stress regulation, neurodevelopmental processes and rare diseases.

**ChatGPT analysis on entire review**

| Sentiment score: 90 |
| Politeness score: 80 |

The sentiment of this peer review is very positive, with a score of 90. The reviewer praises the manuscript’s rigor, strong case, and novel and impactful results. The reviewer also acknowledges the significance of the research in several fields, which raises the sentiment score. The politeness score of this peer review is 80, indicating a polite and respectful tone. The reviewer uses professional language and expresses admiration for the authors’ work throughout the review. The reviewer's criticism is constructive and focuses on the strengths of the research, which shows a high level of politeness and respect towards the authors.

**From Singleton et al. (Review #2)**

In another reanalysis alongside the 15+ other reanalyses of this dataset (more publications than participants), Singleton and colleagues provide partial evidence for the REBUS model. Although this may be one of the better tests of REBUS, the salami slicing has gotten out of control. Not only is the small sample (N = 15) not independent of all the other tests of REBUS, the analyses themselves are not necessarily independent (…)

Although this paper should not be published in Nature Communications (or anywhere until all other datasets are integrated), wherever it may end up, the following points must be considered: (…)

Not only am I not a fan of such fluffy writing that has become rampant in psychedelic publications, to act like this is some special feature of EBH is to ignore literally all of cognitive neuroscience. Nobody in cognitive neuroscience assumes dualism (at least explicitly).

(…)

**ChatGPT analysis on entire review**

| Sentiment score: -80 |
| Politeness score: -45 |

The sentiment in this peer review is negative, with a score of -80. The reviewer is critical of the paper, particularly in relation to the small sample size and the “salami slicing” of the data. The reviewer also notes that some analyses are missing and recommends running k means clustering in relation to the small sample size and the “salami slicing” of the data. The language used is not particularly polite, and the reviewer provides constructive criticism and suggests possible ways to improve the study. Therefore, the politeness score is relatively neutral.
**Sentiment score (n = 572 reviews)**

- Iteration 1
- Iteration 2

1 week apart

\[ R^2 = 0.7695 \]

\[ P < 0.0001 \]

**Politeness score (n = 572 reviews)**

- Iteration 1
- Iteration 2

1 week apart

\[ R^2 = 0.3195 \]

\[ P < 0.0001 \]

ChatGPT's scoring has become more reliable after initial submission of this paper.

![Chart showing R^2 values for sentiment and politeness scores between ChatGPT versions](chart.png)

**ChatGPT**

- Version: Feb 13, 2023 (used in this paper)
- Version: Aug 3, 2023

---

*The copyright holder for this preprint (which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made available under a CC-BY-ND 4.0 International license.*

This paper aims to show that Area MT in monkeys has a direct correlation with the perception of motion. Several authors have already demonstrated that MT appears to be involved in ‘driving’ the perception of motion. The specific issue investigated here is whether MT (and particularly one cell type in MT) is involved in the perception of motion segmentation judgments. The most important finding is that a subset of cells in Area MT, which have been labelled pattern cells based on a single test, is particularly correlated with segmentation. The work is certainly of interest to people in the field. However, as the authors mention themselves, one of the largest problems in my mind is the importance of the finding in a broader context. Pattern and Component cells are defined based on a very restricted stimulus-type: namely plaid patterns. Pattern and component cells do not form two distinct groups but, rather are defined based on a statistical test that splits cells into three groups that do not naturally split into three separate clusters.

There is no border between these groups (i.e. statistics don’t allow you to identify three groups with dips between them). In truth, there is a continuum and most cells are a bit of both extremes. Plaid patterns contain restricted amounts of information on motion direction, so the lack of clear boundaries is not surprising. Therefore, saying that pattern cells are more closely linked to the perception of transient motion appears philosophically to be a rather small increment. For example, what would happen if more certainty were built into the stimulus, such as occurs immediately, perceptually, when terminators appear in the RF? Would cells defined as pattern-selective differ from the other MT cells in this case and would this influence the bias of the single-cell responses? Would the ‘special’ case for pattern cells persist? The work was conducted in behaving primates and this is a very challenging and time consuming technique. To the best of my knowledge the work was conducted at the highest level and the statistics are appropriate. I believe that the experiments could be repeated by following the methods. I am not in a position to analyse the data to see if I can reproduce the same result. Therefore, while the work is of the highest quality, the paper suffers in my view from not clearly showing how the MT population code as a whole deals with transparency and segmentation judgements. I feel that a model that incorporates all of the response types in MT would be essential in trying to answer this. The authors could develop a data-driven model that uses their hard-won monkey data. As it stands, I feel that the paper attempts to highlight a correlation between perception and just one type of MT cell (i.e. pattern cells).

<table>
<thead>
<tr>
<th>Change</th>
<th>Examples of changes (highlighted sentences)</th>
<th>New scores</th>
</tr>
</thead>
</table>
| More positive   | The work will be of great interest to people in the field. However, as the authors mention themselves, one small problem in my mind may be the importance of the finding in a broader context. The authors could develop a data-driven model that uses their hard-won monkey data. As it stands, I feel that this paper highlights a major advance between perception and one type of MT cell (i.e. pattern cells). | Sentiment: 67.5 (57.5)  
Politeness: 60 |
| More negative   | The work is unlikely to be interest to people in the field. Indeed, as the authors mention themselves, an insurmountable problem in my mind is the importance of the finding in a broader context. The authors could develop a data-driven model that uses their hard-won monkey data. As it stands, I feel that the paper attempts to highlight an unimportant correlation between perception and just one type of MT cell (i.e. pattern cells). | Sentiment: -40 (-50)   
Politeness: 50 |
| More polite     | The work is certainly of interest to people in the field. Respectfully, as the authors mention themselves, one may doubt the importance of their findings in a broader context. The authors could develop a data-driven model that uses their hard-won monkey data. Despite the author’s hard work, I feel that the paper attempts to highlight a correlation between perception and one type of MT cell (i.e. pattern cells). | Sentiment: 50      
Politeness: 90 (+15)   |
| Less polite     | I gotta say, some people will probably like this paper. However, as the authors mention themselves, their findings are just not that important. The authors must develop a data-driven model that uses their hard-won monkey data. Frankly, as it stands, the paper merely attempts to highlight a correlation between perception and just one type of MT cell (i.e., pattern cells). Not exactly groundbreaking, is it? | Sentiment: -20   
Politeness: -55 (-130) |

Sentiment: 10  
Politeness: 75
'Polarity' in Textblob ranges between [-1, 1]. This value was multiplied by 100 to match ChatGPT's score range [-100, 100].

'Compound polarity score' in VADER ranges between [-1, 1]. This value was multiplied by 100 to match ChatGPT's score range [-100, 100].

<table>
<thead>
<tr>
<th>Paper</th>
<th>ChatGPT</th>
<th>Textblob</th>
<th>VADER</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Singleton et al</td>
<td>-80</td>
<td>7</td>
<td>99</td>
<td>Very negative</td>
<td>Very negative</td>
<td>Very negative</td>
<td>Negative</td>
<td>Very negative</td>
<td>Negative</td>
<td>Negative</td>
</tr>
<tr>
<td>Gaynes et al</td>
<td>-10</td>
<td>11</td>
<td>97</td>
<td>Negative</td>
<td>Negative</td>
<td>Very negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
<td>Negative</td>
</tr>
<tr>
<td>Quintana et al</td>
<td>30</td>
<td>8</td>
<td>-87</td>
<td>Positive</td>
<td>Very negative</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Negative</td>
</tr>
<tr>
<td>Strembitska et al</td>
<td>40</td>
<td>14</td>
<td>94</td>
<td>Very positive</td>
<td>Positive</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive</td>
<td>Positive</td>
<td>Positive</td>
</tr>
<tr>
<td>Audrain et al</td>
<td>72.5</td>
<td>10</td>
<td>100</td>
<td>Positive</td>
<td>Neutral</td>
<td>Positive</td>
<td>Neutral</td>
<td>Positive</td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>Cicchini et al</td>
<td>75</td>
<td>10</td>
<td>100</td>
<td>Positive</td>
<td>Neutral</td>
<td>Negative</td>
<td>Positive</td>
<td>Positive</td>
<td>Positive</td>
<td>Positive</td>
</tr>
<tr>
<td>Bretheau et al</td>
<td>77.5</td>
<td>8</td>
<td>-97</td>
<td>Positive</td>
<td>Positive</td>
<td>Positive</td>
<td>Very positive</td>
<td>Positive</td>
<td>Positive</td>
<td>Neutral</td>
</tr>
</tbody>
</table>

1 'Polarity' in Textblob ranges between [-1, 1]. This value was multiplied by 100 to match ChatGPT's score range [-100, 100].

2 'Compound polarity score' in VADER ranges between [-1, 1]. This value was multiplied by 100 to match ChatGPT's score range [-100, 100].
Option 1

Ask half the authors to remove their identity from the paper, so that both editor and reviewers are blinded to author identity. Compare editorial rejection rate, and sentiment and politeness scores of blinded and non-blinded reviews.

Option 2

Send a random subset of editorially rejected papers out for (blinded) peer review after all, and perform a sentiment analysis on the reviews the paper receives.

A larger-than-expected gender imbalance in sentiment for editorially rejected papers may point towards editorial bias.

Option 3

Remove the author identity for half of the papers that is sent out for peer review. Differences in sentiment and politeness scores for the blinded versus non-blinded papers point towards bias in reviewing.