






Figure 5. pSA-CA model pSA peptide layer 0-10 visualization

Figure 6. pSA-CA model CA layer visualization.

Discussion
Current transformer models learning from a combination of two input sequences have limited
resemblance with the real-world mechanisms behind the data, possibly hindering them to learn
these patterns. In this work, we presented an adapted cross-attention layer that treats both input
sequences equally and creates a cross-attended embedding for both sequences as output. We
hypothesized that first using pSA layers that learn the intrinsic features of both sequences
separately and then using CA layers to learn the combination of the two sequences would work
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best. Testing on peptide–MHC binding data showed that this model architecture slightly
underperformed compared to using only cSA layers or a combination of cSA and CA layers.
This might be due to the limited complexity of the intrinsic structure of the peptide and MHC
sequences, making the pSA layers less useful than the cSA layers. We still think that our
cross-attention architecture can be useful when applied to suitable data.
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