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Abstract

Small GTPases of the Rho family play a central role in the regulation of cell motility by controlling the remodeling of the actin cytoskeleton. In the amoeboid cells of Dictyostelium discoideum, the active form of the Rho GTPase Rac1 regulates actin polymerases at the leading edge and actin filament bundling proteins at the posterior cortex of polarized cells. However, constitutive Rac1 dynamics in D. discoideum have not yet been systematically investigated. Therefore, we monitored the spatiotemporal dynamics of Rac1 activity in vegetative amoebae using a specific fluorescent probe. We observed that plasma membrane domains enriched in active Rac1 not only exhibited stable polarization, but also showed rotations and oscillations. To simulate the observed dynamics, we developed a mass-conserving reaction-diffusion model based on the circulation of Rac1 between the membrane and the cytoplasm in conjunction with its activation by GEFs, deactivation by GAPs and interaction with the Rac1 effector DGAP1. Our theoretical model accurately reproduced the experimentally observed dynamic patterns, including the predominant anti-correlation between active Rac1 and DGAP1. Significantly, the model predicted a new colocalization regime of these two proteins in polarized cells, which we confirmed experimentally. In summary, our results improve the understanding of Rac1 dynamics and reveal how the occurrence and transitions between different regimes depend on biochemical reaction rates, protein levels and cell size. This study not only expands our knowledge of the behavior of small GTPases in D. discoideum amoebae, but also provides a simple modeling framework that can be adapted to study similar dynamics in other cell types.
Introduction

Cell migration controlled by the cortical actin cytoskeleton is the basis for important biological processes such as embryonic morphogenesis, immune surveillance, wound healing and tumor metastasis. In highly motile cells such as neutrophils, phagocytes and Dictyostelium discoideum amoebae, local functional domains within the actin cytoskeleton are rapidly and continuously assembled and disassembled [1,2]. These processes are coordinated spatially and temporally by complex upstream signaling pathways. Understanding these signaling networks requires studying the dynamics in vivo of their components, especially the small GTP hydrolases from the Rho family, such as Rac, Rho and Cdc42, which are widely recognized as important regulators of the actin cytoskeleton [3].

As molecular switches, the Rho GTPases cycle between an active GTP-bound state and an inactive GDP-bound state. Activation is facilitated by guanine nucleotide exchange factors (GEFs), and inactivation by GTPase-activating proteins (GAPs). In their active state, Rho GTPases bind and activate effector proteins, including actin-binding proteins, actin polymerases, and their direct regulators. For example, Rac interacts with formins and the Scar/WAVE complex, while Rho regulates myosin II-driven contractility [4–6]. D. discoideum cells, which share Rho GTPase-dependent signaling mechanisms with mammalian cells, are well suited for the study of these pathways [7,8]. This is particularly true for the three Rac1 isoforms of D. discoideum, which show 90% sequence identity with human Rac1 and have a 100% identical nucleotide-binding domain [7]. In D. discoideum cells, Rac1 interacts with proteins that play a role in shaping and regulating different structural regions of the actin cortex [7,9]. At the protruding leading edge of polarized motile cells and at the outer edge of circumferential protrusions associated with macropinocytosis, Rac1-GTP activates WASP family proteins and promotes Arp2/3-mediated branched actin polymerization [10]. The non-protruding regions of the cellular cortex are stabilized by proteins that cross-link and bundle actin filaments, such as cortexillins I and II [11]. The bundling ability
of cortexitllins depends on the formation of a complex with the IQGAP-related protein DGAP1 - a process catalyzed by activated Rac1 [12]. Rac1 is therefore of central importance in controlling antagonistic processes that lead to the formation of different actin structures [13,14]. In addition to the WASP and IQGAP protein families, Rac1 has been shown to interact with various other effectors, such as formins, coronins, filamins, PAK kinases and other proteins involved in actin cytoskeleton remodeling [7].

Various imaging techniques have been used to study Rho-GTPase activities and their effects on cell polarization, morphology and migration. Most probes for active GTPases are based on fluorescently labelled GTPase binding domains (GBDs) of effector proteins, either alone or incorporated into FRET constructs that detect GTPase activation by RhoGEFs [15–17]. In some experiments, multiple probes were introduced into single cells to observe spatial and temporal correlations between Rac, Rho and Cdc42 activities within protruding lamellipodia [18]. In addition to the “passive” probes that effectively reflect the activity of endogenous GTPases, there are also molecular tools developed for their selective photoactivation, mainly by manipulating associated RhoGEFs [19–22]. In summary, these methods have elucidated the intricate interplay between Rho GTPases and other proteins in actin-driven processes in a range of experimental models and conditions [23,24].

Theoretical modelling has long complemented experimental work to understand the intracellular dynamics of Rho GTPases [25]. In both budding and fission yeast, activated Cdc42 induces stable polarization by promoting actin polymerization and cell outgrowth [26]. Reaction-diffusion models have successfully simulated this polarization by incorporating a positive feedback loop between the activity of Cdc42 and the recruitment of its activating GEF, Cdc24 - a mechanism strongly supported by experimental evidence [27,28]. Similar models using mass-conserving and wave-pinning approaches simulated stable polarization of Cdc42 and Rac1 in neutrophils and macrophages [29,30]. Models with GEF-mediated negative feedback have
predicted bipolar and oscillatory Cdc42 distributions, in contrast to unipolar patterns in models with only positive feedback [31].

In motile *D. discoideum* cells, actin and associated signaling proteins spontaneously form traveling waves at the ventral cell border [32]. Analyzing these patterns, as well as patterns induced by external stimuli, can facilitate the understanding of complex signaling networks and form the basis for the development of advanced theoretical models [33,34]. In this study, we show that active Rac1 exhibits a variety of dynamic behaviors in *D. discoideum* cell plasma membrane. In particular, we observed that Rac1 and its effector DGAP1 not only spontaneously form oscillating and rotating patterns, but also switch between these dynamic patterns and stationary or irregular distributions over time. To explain these observations, we constructed a reaction-diffusion model centered on the membrane binding and release of Rac1 mediated by the formation of complexes with the cognate GAP and with DGAP1. Our model faithfully reproduced the experimentally observed dynamics of Rac1 and DGAP1 as well as the correlations between the spatiotemporal patterns of the two proteins. These results suggest that the shuttling of Rac1 between the membrane and the cytoplasm, which is controlled by its interactions with regulatory proteins, adequately explains the observed oscillations.
Results

Rac1-GTP shows a repertoire of regular dynamic patterns

To characterize the dynamics of Rac1 activity in *D. discoideum*, we used confocal microscopy to observe vegetative cells expressing the recently developed fluorescent probe DPAKa(GBD)-DYFP, which specifically binds to Rac1-GTP [35]. For simplicity, we refer to the fluorescent signal corresponding to Rac1-GTP labeled with DPAKa(GBD)-DYFP as Rac1* in the following text. Our observations revealed that Rac1* is mainly localized at the membrane and forms patterns that are either random or ordered and usually persist for several minutes. Of the 85 cells expressing DPAKa(GBD)-DYFP that we observed, 26 showed ordered Rac1* patterns, while the patterns in the remaining 59 cells were classified as random. The ordered patterns can be categorized into three main types: Traveling waves (rotations), standing waves (oscillations) and stationary inhomogeneous distributions (polarizations). Each pattern type has either a single Rac1*-enriched membrane domain or two such domains. Based on this criterion, we further classified the observed patterns into six distinct categories: rotating monopoles (n=14, Fig 1A, S1 Movie), rotating dipoles (n=3, S1 Fig A, S2 Movie), oscillating monopoles (n=5, Fig 1B, S3 Movie), oscillating dipoles (n=2, S1 Fig B, S4 Movie), stationary monopoles (n=4, Fig 1C, S5 Movie) and stationary dipoles (n=1, S1 Fig C, S6 Movie).

A typical Rac1* traveling wave manifests as a peak distribution that moves along the membrane at a constant speed and has an approximately constant amplitude (Fig 1D). We determined the average cycle duration of these traveling waves to be 190±40 s (mean±std). Conversely, a typical standing wave is characterized by the periodic transfer of Rac1* from one side of the cell to the other. During this transfer, a portion of Rac1* moves along the membrane in two separate sections moving in opposite directions, resulting in an intermediate state characterized by two maxima (Fig 1E, time point 33 s). The average cycle duration of the standing waves was 140±20 s. In polarized cells, the Rac1*-enriched membrane domain maintains its
position for several minutes, although the intensity profiles in this domain fluctuate on shorter time scales (Fig 1F).

**Fig 1.** Representative monopolar patterns of Rac1*-enriched cortical domains.

**Rac1-GTP and DGAP1 show similar dynamic patterns that are predominantly anti-correlated**

It has been shown that the activated form of Rac1 binds specifically and directly to DGAP1, establishing DGAP1 as a Rac1 effector [12]. To compare the dynamics of Rac1 and DGAP1, we observed cells expressing both DPAKa(GBD)-DYFP and DGAP1-mRFP, which we refer to as DGAP1* in the remainder of the text. We found that both probes showed rotations (Fig 2A, S7 Movie), oscillations (S2 Fig, S8 Movie) and stable polarizations (Fig 2B, S9 Movie). The patterns of Rac1* and DGAP1* were predominantly anti-correlated, which is consistent with our previous results [13,14]. However, we recorded a few cases in which the signals from both probes were positively correlated and showed simultaneous enrichment at the leading edge of the polarized cells (Fig 2C, S10 Movie). The data show that of the 93 cells observed expressing both probes, 34 cells exhibited ordered patterns, while 59 cells showed random behavior. We observed 20 rotations (12 monopoles and 8 dipoles), 9 oscillations (6 monopoles and 3 dipoles), 6 polarized cells in which the two probes were localized at opposite poles (4 monopoles and 2 dipoles), and 2 cells in which the probes were co-localized (1 monopole and 1 dipole). The average period of the travelling waves was $200\pm50$ s, and that of the standing waves was $160\pm20$ s. Compared to the dynamics of DPAKa(GBD)-DYFP expressed alone, these results also show that the expression of DGAP1-mRFP does not significantly affect the dynamics of Rac1*. Taken together, our experiments reveal generic, regular patterns in the membrane distribution of active Rac1 in unstimulated vegetative *D. discoideum* cells and their close relationship to the corresponding, predominantly anti-correlated patterns of the Rac1 effector DGAP1. Regular patterns are particularly useful to uncover
the processes governing Rac1 dynamics, as they depend on the underlying biochemical reactions. We therefore decided to use these ordered patterns as a basis for investigating the key processes involved in the regulation of Rac1 dynamics through computational modelling.

Fig 2. Representative patterns of cortical domains enriched in Rac1* and DGAP1*.

Computational model of Rac1 dynamics that takes into account the interaction with its effector DGAP1

To explain the mechanisms underlying the observed spatio-temporal distributions of Rac1* and DGAP1*, we propose a simplified model based on current knowledge of the interactions between Rho GTPases and their regulators and effectors. The reactions involved are graphically represented as two cycles (cycle i and ii) to visually separate the reactions of Rac1-GTP (Rac1_T for short) with its regulator GAP from the reactions with its effector DGAP1 (Fig 3A). A detailed discussion of the individual reaction terms included in the model can be found in Appendix 1. Both cycles in our proposed model involve the binding step of Rac1-GDP (Rac1_D for short) to the membrane, coupled with its conversion to Rac1_T through the action of a GEF [24,36,37]. In our model, this process also involves autocatalytic GEF-mediated activation of Rac1, which has been experimentally demonstrated for Rho GTPases in various cellular systems and is an established component of most theoretical models of Rho-GTPase dynamics [26,38,39]. In D. discoideum, RacGEF1 has also been shown to be involved in a positive feedback loop that promotes Rac1 activity [40].

Cycle (i) further describes the binding of cytoplasmic RhoGAP to membrane-bound Rac1_T, which promotes its conversion to Rac1_D, coupled with the release of both proteins into the cytoplasm. Here we assume that only Rac1_D and not Rac1_T is extracted from the membrane, so that the Rac1 cycle is unidirectional (there is no branch that brings Rac1_T back to the cytoplasm, which would short-circuit the cycle). It has been proposed that tyrosine phosphorylation of
membrane-bound Rac1 may facilitate its binding to RhoGDI [41], ensuring the unidirectionality of its GTPase cycle, similar to what has been shown for Ras [42]. Indeed, the release of membrane-bound Rac1 into the cytoplasm has been shown to be favored by an order of magnitude over Rac1 in both GDI-dependent and GDI-independent extraction mechanisms [43,44]. Therefore, it is justified to neglect membrane-bound Rac1 in the model, even though some minor "leakage" into the cytoplasm might occur. Next, we assume that Rac1-specific GAP is recruited to the cell membrane by Rac1, similar to what has been proposed for Ras1 and Cdc42 [45,46]. Consistent with this, the localization of *D. discoideum* RhoGAPs Dd5P4 and CARMIL-GAP is largely cytosolic, and they are only transiently recruited to the membrane by interacting with activated Rac1 [47,48], in agreement with data available for mammalian RhoGAPs [49,50].

Cycle (ii) describes the interaction of Rac1 with its effector DGAP1. Our model assumes that DGAP1, in contrast to RhoGAP, first binds to the membrane and then interacts with Rac1 (Fig 3A, right-hand side). This assumption is supported by our previous finding that DGAP1 localizes to the cell membrane in cells with actin cytoskeleton disrupted by latrunculin A, in which Rac1 is displaced from the membrane, suggesting a Rac1-independent mechanism for DGAP1 membrane recruitment [14]. Two degradation pathways for the Rac1-DGAP1 complex have been proposed. The first describes the release of both components into the cytosol in conjunction with the deactivation of Rac1. Several reports have shown that the DGAP1-related protein IQGAP1 negatively regulates Rac1 activity mediated by RacGAP1 [51]. In addition to the degradation of the Rac1-DGAP1 complex, which leads to the release of both components into the cytosol, we have introduced another degradation pathway in which Rac1 remains bound to the membrane. Biologically, this corresponds to the possibility that a single Rac1 molecule sequentially binds multiple effectors before being released into the cytoplasm.

Based on the described interaction scheme, we have created a mathematical model that includes a series of reactions obeying the law of mass action. The results of computer simulations
suggest that pattern formation is based on the accumulation of Rac1 at the membrane and its
dissociation from the membrane stimulated by the interaction with GAP or DGAP1. The model
reproduces all observed types of Rac1 dynamics: rotations, oscillations and stably polarized states,
while preserving the phase relationships between the Rac1 and DGAP1 density profiles. The
model is one-dimensional, where the position $x$ represents a location at the cell edge and lies within
the interval $(0, L)$, where the symbol $L$ represents the cell perimeter (Fig 3A). This is an appropriate
choice for cell geometry because active Rac1, which drives cell motility, accumulates
predominantly at the cell edge. For simplicity, we have also chosen the one-dimensional geometry
for the cytoplasm.

In our mean-field approach, we describe the distributions of proteins along the cell
perimeter by linear densities, where the distributions for the membrane-bound active Rac1,
DGAP1, Rac1-GAP complex and Rac1-DGAP1 complex are labelled $R_T$, $D_m$, $G_c$ and $D_c$,
respectively. We also describe the cytoplasmic distributions of inactive Rac1, GAP and DGAP1
by linear densities, denoted by $R_D$, $G$ and $D$, respectively. Since the positions $x = 0$ and $x = L$
correspond to the same physical point on the cell membrane, we impose a periodic boundary
condition on all densities and their first spatial derivatives, including those at the membrane and
in the cytoplasm.

The cycle (i) is described by the following reaction-diffusion equations:

$$
\partial_t R_D = d_R \partial_{xx} R_D + k_3 G_c - R_D (1 - R_T / R_{\text{max}}) (k_1 + k_{11} R_T + k_{12} G_c) + k_{6b} D_c 
$$  (1)

$$
\partial_t R_T = k_{6a} D_c - k_2 R_T G - k_3 R_T D_m - R_D (1 - R_T / R_{\text{max}}) (k_1 + k_{11} R_T + k_{12} G_c) 
$$  (2)

$$
\partial_t G = d_G \partial_{xx} G + k_3 G_c - k_2 R_T G 
$$  (3)

$$
\partial_t G_c = k_2 R_T G - k_3 G_c. 
$$  (4)

Here the reactions comprise several steps, with the symbol $k$ indicating the reaction rate
constant: binding of cytoplasmic Rac1_D to the membrane and its activation by GEF, $k_1$, binding
and activation stimulated by membrane-bound Rac1_T, \( k_{11} \), and by the Rac1_T-GAP complex, \( k_{12} \);

binding of cytoplasmic GAP to Rac1_T, leading to the formation of the Rac1_T-GAP complex, \( k_2 \);

deactivation of Rac1 within the Rac1_T-GAP complex and subsequent release of both proteins into the cytoplasm, \( k_3 \). The model also includes the cytoplasmic diffusion of Rac1 and GAP; the corresponding diffusion constants are denoted by \( d_R \) and \( d_G \), while diffusion along the membrane is neglected. The term \( (1 - R_T/R_{\text{max}}) \) in Eq. (1b) ensures that the membrane density of Rac1 cannot exceed a saturation value, \( R_{\text{max}} \).

The cycle (ii) is described by the following reaction-diffusion equations:

\[
\frac{\partial t D}{\partial t} = d_D \frac{\partial^2 x D}{\partial x^2} - D (1 - D_m/D_{\text{max}})(k_4 + k_{41} R_T + k_{42} G_c) + (k_{6a} + k_{6b}) D_c \tag{5}
\]

\[
\frac{\partial t D_m}{\partial t} = D (1 - D_m/D_{\text{max}})(k_4 + k_{41} R_T + k_{42} G_c) - k_5 R_T D_m \tag{6}
\]

\[
\frac{\partial t D_c}{\partial t} = k_5 R_T D_m - (k_{6a} + k_{6b}) D_c. \tag{7}
\]

The reactions of this cycle include: attachment of cytoplasmic DGAP1 to the membrane, \( k_4 \), attachment stimulated by Rac1_T, \( k_{41} \), and by the Rac1_T-GAP complex, \( k_{42} \); formation of the Rac1_T-DGAP1 complex from membrane-bound DGAP1 and Rac1_T, \( k_5 \); degradation of the Rac1_T-DGAP1 complex via two different pathways: release of DGAP1 into the cytoplasm, leaving Rac1_T at the membrane, \( k_{6a} \), or release of both proteins into the cytoplasm, \( k_{6b} \). We include the diffusion of DGAP1 molecules in the cytoplasm with a diffusion constant \( d_D \), while we neglect their diffusion at the membrane. The term \( (1 - D_m/D_{\text{max}}) \) in Eq. (3b) prevents excessive accumulation of DGAP1 molecules at the membrane with a saturation value of density, \( D_{\text{max}} \). Equations (1)-(7) together represent the joint description of the dynamics of Rac1, GAP and DGAP1.

**Fig 3. Model of the interaction network and generated patterns.**
Patterns generated by the model

To investigate the behavior of our system, we solved the model numerically for biologically relevant parameters (S2 Appendix Table 1). Our results show that after a transient phase, the system converges to either a dynamic (traveling or standing waves) or a stationary regime (Figs. 3B-3D). In the case of traveling waves, all membrane-bound protein distributions are characterized by distinct peaks moving at the same constant speed (cf. line profiles for 3 time points in Fig 3B). The profiles of Rac1T and the Rac1T-GAP complex form similar patterns, with Rac1T-GAP lagging slightly behind. In contrast, Rac1T and DGAP1 are almost anti-correlated, with the minimum of Rac1T near the maximum of DGAP1 and vice versa. Since the traveling waves occur along the closed loop, they correspond to the rotational movement of protein distributions along the cell membrane. For standing wave patterns, Rac1T and DGAP1 are again anti-correlated, while the relationship between Rac1T and Rac1T-GAP is more complex than for traveling wave patterns (Fig 3C). Typically, the appearance of a Rac1T density peak is accompanied by a local minimum flanked by two maxima of the Rac1T-GAP complex distribution. The subsequent disappearance of the Rac1T peak is accompanied by the formation of a new peak at the position shifted by $L/2$, which corresponds to the opposite side of the cell. Stationary patterns are characterized by sharply separated areas with different protein densities. For Rac1T and the Rac1T-GAP complex, there is a large difference in density between the two domains, whereas the difference is smaller for DGAP1 (Fig 3D). Remarkably, the correlation between the distributions of Rac1T and DGAP1 can be either positive or negative, depending on the total number of DGAP1 molecules. In both cases, Rac1T and Rac1T-GAP are co-localized.

To systematically investigate the parameter space, we performed a linear stability analysis of our model. We used Fourier modes to describe the spatial perturbation of the steady state and examined the stability of each mode individually. By varying the total number of Rac1 and DGAP1 molecules ($N_R$ and $N_D$), we discovered two types of instabilities and the corresponding regions in
parameter space: Hopf instability (oscillatory) and stationary instability (Fig 3E left). In the Hopf region, only the first Fourier mode is unstable, indicating that the model can generate oscillatory monopoles under these conditions. Conversely, in the stationary region, we observed areas where either only the first Fourier mode was unstable or all Fourier modes were unstable. This overall instability of all Fourier modes can drive the system into a multipolar state where the number of poles is directly influenced by the initial protein distribution. We then repeated the systematic exploration of the parameter space, but this time using large-scale computer simulations instead of linear stability analysis. The patterns resulting from these simulations were then plotted based on the total number of Rac1 and DGAP1 molecules (Fig 3E right). The map derived from the simulation and the map from the linear stability analysis showed significant similarity, except for the high $N_R$ and high $N_D$ region, where the linear stability analysis predicted the formation of periodic patterns but the simulations resulted in stationary patterns.

Spatio-temporal dynamics of Rac1 activity: a comparison between experimental and modeled results

To compare the patterns obtained experimentally and theoretically, we juxtaposed kymographs of the measured Rac1* signal in the membrane and the linear concentration of Rac1T calculated by the model for three typical cases (Fig 4). In addition to kymographs, we also generated corresponding autocorrelograms to facilitate pattern recognition (Fig 4A–B, S3 Fig A). In the kymographs and autocorrelograms, the traveling waves of the Rac1T distribution are represented as parallel stripes whose slope reflects the wave velocity (Fig 4A). Oscillations lead to regular patterns of patches, while stationary patterns appear as vertical stripes (Figs 4B and 4C). The model reproduces major characteristics of experimentally observed patterns of Rac1 activity. We found that with an appropriate choice of parameter values, the model reproduces the typically measured velocities and wavelengths of traveling waves, the periods of oscillation of monopolar
standing waves, and the contrast between and relative widths of active and inactive domains in stationary monopolar patterns. In addition to reproducing the typically observed patterns, we have also successfully simulated less frequently occurring patterns, such as oscillating dipoles (S3 Fig A), rotating dipoles (S3 Fig B) and stationary dipoles (S3 Fig C). In order to make experimentally testable predictions, we investigated how the oscillation patterns depend on the cell perimeter $L$. Linear stability analysis predicts that higher Fourier modes become unstable with increasing $L$ (S4 Fig A). We tested this prediction by measuring the perimeters of cells that exhibited monopolar and dipolar patterns. Our results showed that monopolar patterns occurred predominantly in small cells, while dipolar patterns occurred in larger cells (S4 Fig B).

In our experiments, we not only observed transitions between ordered and random patterns, but also transitions between different ordered patterns. For example, we observed a transition from oscillation to rotation, as well as a transition from clockwise to counterclockwise rotation (Fig 5). These results prompted us to investigate whether such transitions can also occur in simulations. Our numerical simulations show that oscillations can transition to rotations and that the duration of these transitions is on the time scale of one period (Fig 5A). In addition, our simulations also show transitions from clockwise to counterclockwise rotations on a similar time scale for different parameter values (Fig 5B).

**Fig 4. Comparison of the experimentally observed patterns of Rac1* with the patterns of Rac1T derived from computer simulations.**

**Fig 5. Transitions between different dynamic regimes.**

**Phase relationships between Rac1T and its effector DGAP1**

Since both DPAKa(GBD)-DYFP and DGAP1-mRFP interact with active Rac1, it's counterintuitive to observe their fluorescence signals on opposite sides of the cell (Fig 2). To contrast the experimentally observed negative correlation with our theoretical model, we compared...
kymographs of Rac1* and DGAP1* from microscopy with our theoretical predictions. Both the experimental and theoretical data showed primarily anti-correlated distributions between Rac1 and DGAP1 in oscillating patterns (Fig 6A). To further investigate the relationship between Rac1* and DGAP1* during rotation, we analyzed time series corresponding to specific locations at the cell edge. However, analyzing fluorescence from a single spatial point proved impractical due to excessive noise in the data series. Therefore, we decided to use averaged time series obtained from the data of all spatial points in a single experiment. First, we had to align all time series corresponding to the different locations on the circumference to account for their mutual phase shifts. For this matching, we used principal component analysis (see Appendix 3). After obtaining the characteristic temporal fluorescence intensity profiles for Rac1* and DGAP1*, we compared them to the model simulation (Fig 6B). The calculated profiles agreed remarkably well with the experimental data in terms of periodicity, asymmetry, relative intensities and the phase relationship between the two waves. Using the same experimental data sets, we created a phase portrait showing the counterclockwise evolution along a crescent-shaped trajectory (Fig 6C, left). The phase portrait derived from our model simulations mirrors that of the experimental data. To capture the correct counterclockwise evolution in the phase portrait, we included the cooperative binding of DGAP1 to the membrane, which is described in the model equations by terms with constants $k_{41}$ and $k_{42}$. Without these terms, the system always evolved in a clockwise direction, regardless of the choice of parameter values.

Fig 6. Relationship between the travelling waves of Rac1 and DGAP1.
DISCUSSION

Our study reveals intricate spatiotemporal dynamics of Rac1 activity in D. discoideum, comprising periodic and irregular patterns as well as transitions between them (Figs 1 and 5). The observed oscillation patterns exhibit periodicities typically between 2 and 5 minutes. Comparable intracellular oscillations of small Rho-family GTPases have been observed in a whole spectrum of eukaryotic organisms, from yeast to humans [52]. In budding yeast, clusters of active Cdc42 oscillate with a characteristic period of 4-5 minutes [53]. In fission yeast cells, which grow bipolar, active Cdc42 oscillates between the polarized cell tips with an average period of 5 minutes [54]. In human NK cells, Cdc42 activity oscillates with a periodicity of 5 to 6 minutes [55]. In developing Xenopus embryos, active Rho forms waves, while in reconstituted Xenopus cortices it organizes in oscillating patches with characteristic periodicities of 1 to 3 minutes [56,57]. Similarly, in plants, the active GTPase Rop1 undergoes oscillatory accumulation and spreading at the tips of growing pollen tubes with a periodicity between 1 and 3 minutes [58]. These consistent periodicities in different organisms suggest that common regulatory mechanisms control the dynamics of Rho GTPases.

Early studies found that the shape changes during locomotion of D. discoideum cells are not random [59,60]. Quantitative analyses revealed elongations, rotations and oscillations in the shape of both vegetative and starved D. discoideum cells and showed a correlation with the dynamics of F-actin [61]. The periodicity of the observed rotations and oscillations was between 2.5 and 3.5 minutes, which is consistent with our results. Each type of recurrent pattern lasted 10 to 20 minutes, and the patterns occasionally transitioned spontaneously. However, no bipolar oscillations or rotations of F-actin were detected. Our work and others link Rac activation to actin-driven protrusions in D. discoideum and other cells [14,22,35,62]. Therefore, it is highly plausible that the dynamic phenomena observed by Maeda and colleagues are related to those described in this study. However, while transitions between different periodic F-actin patterns were
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hypothesized to occur stochastically, here we show that transitions in active Rac1 patterns can occur within the deterministic framework of our model (Fig 5).

In mutant *D. discoideum* cells lacking enzymes that regulate the interconversion of phosphoinositides (PtdIns), such as PI3K and PTEN, the periodic changes in cell shape were significantly reduced [61]. Subsequently, oscillations in the PtdIns signaling system were observed using fluorescently labelled PIP3 and PTEN in cells immobilized with latrunculin A and treated with caffeine [63]. These studies revealed that the observed oscillations and rotations of membrane domains differentially enriched with PTEN or PIP3 exhibit the properties of a relaxation oscillator [63,64]. Links between PtdIns and Rho-GTPase signaling and their oscillations have been suggested in various cellular systems. For example, in neutrophils, PIP3 and active Rac promote actin polymerization, which in turn drives PIP3 and Rac activity through reciprocal positive feedback mechanisms [65–68]. In natural killer cells that form immunological synapses with target cells, the p85a subunit of phosphoinositide 3-kinase (PI3K) was required to maintain oscillations in Cdc42 activity [55]. Given the striking similarity between the oscillations of PIP3 and Rac1 in *D. discoideum*, the question arises whether the established pattern of the former might serve as a template for the spatiotemporal distribution of the latter [69]. Direct experimental testing of this proposition in *D. discoideum* is challenging, as the PIP3 waves were observed in immobilized cells treated with latrunculin A and caffeine, a treatment that abolishes the F-actin-dependent cortical localization of Rac1 [14,35]. However, our theoretical studies suggest that the autonomous signaling system, which involves the activation and inactivation of Rac1 and its switching between the membrane and the cytosol, is capable of generating different oscillatory patterns independently of other signaling systems.

Rho GTPases play a crucial role in coordinating the timing, location and nature of supramolecular actin assemblies in motile cells [36,70]. Interestingly, a single Rho GTPase can regulate different cytoskeletal activities by selectively interacting with different downstream
It has been shown that RacA in mammals and the related Rac1 in *D. discoideum* control the protrusion of lamellipodia and pseudopodia [14,22,35,72], which is facilitated by Rac1-dependent activation of actin polymerases [2,6,7,73]. However, Rac1 also regulates non-protrusive and contractile areas of the actin cortex, albeit apparently to a lesser extent [13,74–76]. Our study contrasts the dynamics of a Rac1 effector, DGAP1, involved in actin filament entanglement in the posterior and lateral cortex, with the cortical distribution of Rac1*. We confirmed that cortical regions enriched in DGAP1 mostly do not overlap with those enriched in Rac1* [13]. Surprisingly, however, we also observed rare domains enriched in both proteins in polarized cells (Fig 2B), a feature supported by our theoretical model (Fig 3).

To investigate the observed dynamics from a theoretical perspective, we constructed a reaction-diffusion model based on the generally known interactions between Rac1, its associated regulators from the GAP, GEF and GDI families, and its effector DGAP1. To keep the model manageable, we only explicitly considered the distributions and mutual interactions between Rac1, GAP and DGAP1 (Fig 3A), while the activities of the other regulators were indirectly included in the interaction cycle of Rac1 (S1 Appendix). The model contains nonlinear terms describing feedback mechanisms that facilitate the recruitment of Rac1 and DGAP1 to the membrane. It successfully replicates the spatiotemporal distributions of active Rac1 and DGAP1 in rotational, oscillatory and polar states, transitions between the observed dynamic regimes, and the relative abundances and phase relationships between active Rac1 and DGAP1 on the membrane. Therefore, our computational model provides an explanation for the experimentally observed negative correlation between the concentration peaks of active Rac1 and its effector DGAP1 [13,14]. Remarkably, the occurrence of periodic Rac1 patterns in our simulations was independent of the presence of DGAP1. The model also predicts a tight coupling between the dynamics of active Rac1 and GAP, a hypothesis that could be tested by future experimental research on RacGAP candidates in *D. discoideum.*
In our model, we explicitly considered the interaction of Rac1 with only one of its many effectors [7]. However, the model accounts for positive cooperativity in the binding of Rac1 to the plasma membrane in conjunction with its activation. The underlying mechanism likely involves the interaction of Rac1 with other effectors that promote actin polymerization [40]. It is known that some effectors of Rho GTPases can directly modulate their activity within multi-protein complexes [24]. In general, autocatalytic, GEF-mediated and effector-assisted activation is a universal feature of Rho-GTPase regulation in a variety of eukaryotic cells [28,38]. RacGEF1 has also been shown to mediate a positive feedback loop between F-actin and Rac activity in D. discoideum, although the details of the underlying mechanism are still unclear [40].

Early models that attempted to explain the symmetry breaking in the distribution of Rho GTPases were inspired by the polarized clustering of Cdc42 in S. cerevisiae [27,77]. In these seminal studies, it was recognized that autocatalytic GEF-mediated activation is crucial for the polarization of Cdc42 [26]. A little later, active Cdc42 was found to oscillate between transient foci in S. cerevisiae and between incipient poles in S. pombe [53,54]. It is often assumed that oscillatory behavior in biological systems requires the presence of a delayed negative feedback loop [78]. Therefore, the oscillations of Cdc42 between the two poles in fission yeast cells were modeled under the assumption that Cdc42 triggers its own elimination through a generic delayed negative feedback mechanism [54]. In budding yeast, negative feedback mechanisms have been proposed to act through Cdc42-mediated activation of a Cdc42-driven GAP or through inhibitory phosphorylation of the Cdc42-specific GEF Cdc24 by the Cdc42 effector Pak1 [53,79,80]. A similar role for Cdc42-specific GEFs and GAPs in the regulation of oscillations by negative feedback was investigated in S. pombe [45,81].

However, recent studies have shown that in yeast, the stability of multipolar distributions of active Rho GTPases in mass-conserving reaction-diffusion models does not require the explicit introduction of nonlinear negative feedback [82,83]. Instead, the coexistence of multiple GTPase
clusters is determined by the extent to which the maximum concentration of a limiting protein species approaches the “saturation point” determined by model parameters [82,84]. Therefore, it has been suggested that protein concentrations, reaction rate constants and cell size, rather than specific feedback mechanisms, determine whether unipolar or multipolar outcomes are achieved [82,83]. Furthermore, indirect pathways for the conversion of Rho-GTP to Rho-GDP, likely involving RhoGAPs, have been hypothesized to be critical for controlling local concentrations [84,85]. Our results suggest that a similar principle may control the occurrence and transformation of oscillations and polarized distributions of Rac1-GTP in *D. discoideum*.

In summary, our experimental results support the idea that the activities of small Rho GTPases are prone to autonomous, constitutive spatiotemporal oscillations in eukaryotic cells. Our theoretical model for Rac1 dynamics in *D. discoideum* cells contributes to the understanding of Rac1 regulation and membrane localization. It supports the idea that regulation of Rho-GTPase signaling activities by GEFs and GAPs can lead to oscillatory dynamics [86]. Future research should investigate the impact of the integrity of the PI-centered signaling network on Rac1 oscillations as well as the contribution of effectors beyond DGAP1 to Rac1 dynamics. Furthermore, our current model does not yet take into account the mechanical forces caused by actin polymerization and membrane deformation [25,87–89]. The functional significance of Rho-GTPase oscillations in general remains a controversial topic. Some propose that they represent an exploratory behavior typical of self-organizing biological systems [54,90], while others suggest that the oscillations may be a by-product of the topology of the interaction network [52,91]. In *D. discoideum* cells, Rac1 oscillations could facilitate the rapid adaptation of cytoskeletal activities to environmental changes. Future studies should investigate the effects of stochasticity on the extent of the different dynamic regimes and the transitions between them. Considering that regulatory and signaling mechanisms involving small Rho GTPases are largely conserved in
eukaryotes [7,8,92], we hypothesize that our model is potentially applicable to Rac polarization and oscillations in other systems as well.

Materials and methods

Expression vectors and D. discoideum cell lines

Dictyostelium discoideum cells were cultivated in polystyrene culture dishes at 22 °C in axenic HL5 medium (Formedium), with the addition of 18 g/L maltose, 50 μg/ml ampicillin and 40 μg/ml streptomycin. We used AX2 cells stably expressing the DPAKa(GBD)-DYFP probe constructed as previously described [14]. For the co-expression of DPAKa(GBD)-DYFP and mRFP-DGAP1, AX2 cells stably expressing mRFP-DGAP1 were transfected with the pDEX-DPAKa(GBD)-DYFP vector [14]. Cell transfection by electroporation and clonal selection was performed as described [93].

Confocal laser scanning fluorescence microscopy

Fluorescence microscopy was performed using a Leica TCS SP8 X microscope equipped with a supercontinuum excitation laser (Leica Microsystems). The excitation wavelengths and detection ranges used for imaging were: (1) 511 nm and 520-565 nm for DYFP, and (2) 575 nm and 585-630 nm for mRFP. The hybrid HyD detectors were operated in gated mode to suppress the parasite reflection from the coverslip surface, and the delay time between excitation and detection was set to 0.3 ns. Only an approximately 1 μm thick section of typically 5-10 μm thick cells was imaged, corresponding to the depth of field of the imaging setup. In total, we observed 85 randomly selected cells expressing DPAKa(GBD)-DYFP and 93 cells co-expressing DPAKa(GBD)-DYFP and DGAP1-mRFP. After selecting a cell that expressed fluorescent probe(s) at moderate levels, it was recorded for at least 10 minutes, and if no obvious patterns were
visible, the cell was categorized as having no spatially structured dynamics. Otherwise, the observed pattern was further analyzed. Of the 85 monitored cells expressing DPAKa(GBD)-DYFP, the dynamics in 59 cells were classified as random. Of the 93 monitored cells co-expressing DPAKa(GBD)-DYFP and DGAP1-mRFP, the dynamics were classified as random in 59 cells. In the following analyses of DPAKa(GBD)-DYFP dynamics, the results of both cell types were combined.

**Image processing**

QuimP, a set of plugins for ImageJ (NIH), was used to analyze the intensities of the fluorescent probes on the cell cortex [94]. To remove excess noise from the data, we loaded the output intensities into Matlab (MathWorks) and processed the data with the smoothing spline function csaps. The resulting variable $I(\Phi, t)$ was then color-coded and plotted against the angle $\Phi$, which represents the position on the cell membrane, and time $t$. To facilitate the detection of repetitive patterns reflecting protein dynamics, we calculated the autocorrelation function of $I(\Phi, t)$. We define the autocorrelation function of fluorescence intensity $I$ as

$$A(\Delta\Phi, \Delta t) = \frac{\langle \delta I(\Phi + \Delta\Phi, t + \Delta t) \cdot \delta I(\Phi, t) \rangle_{\Phi, t}}{\langle \delta I^2(\Phi, t) \rangle_{\Phi, t}}$$

where $\delta I(\Phi, t) = I(\Phi, t) - \langle I(\Phi, t) \rangle_{\Phi, t}$, and $\langle \cdot \rangle_{\Phi, t}$ denotes the average over the angle and time.

**Numerical methods**

For the numerical calculations, the spatial domain was discretized into 100 uniformly distributed points given by the vector $x = (x_1, ..., x_{100})$, where each component has a value $x_i = (i - 1) \cdot h$, with index $i = 1, ..., 100$ and distance between adjacent spatial points $h = L/100$. In this case, the spatial derivatives have an approximate value:
\[ \frac{\partial^2 \rho}{\partial x^2}(x_i, t) = \frac{\rho_{i+1}(t) - 2\rho_i(t) + \rho_{i-1}(t)}{h^2} \quad \text{for } i = 2, \ldots, 99 \]

\[ \frac{\partial^2 \rho}{\partial x^2}(x_1, t) = \frac{\rho_2(t) - 2\rho_1(t) + \rho_{100}(t)}{h^2} \]

\[ \frac{\partial^2 \rho}{\partial x^2}(x_{100}, t) = \frac{\rho_1(t) - 2\rho_{100}(t) + \rho_{99}(t)}{h^2}. \]

Here, the vector \( \rho = (R_D, R_T, G, G_c, D, D_m, D_c)^T \) represents the densities of the protein species. The periodic boundary condition used in this study is included in the equations for the boundaries at \( i = 1 \) and \( i = 100 \). Consequently, each partial differential equation was replaced by a system of 100 coupled ordinary differential equations. We solve such a system using Matlab solver \texttt{ode15s}, a variable-step, variable-order method based on backward difference formulas.

527 **Linear stability analysis**

To investigate the nature of the solutions in larger parts of the parameter space, we performed a linear stability analysis. The original reaction-diffusion system, given by Eqs. (1)-(7), can be expressed in a compact form

\[ \partial_t \rho = D \partial_x^2 \rho + f(\rho), \quad (M1) \]

where \( f: \mathbb{R}^7 \to \mathbb{R}^7 \) is a nonlinear function given by:

\[
\begin{pmatrix}
f_1 \\
f_2 \\
f_3 \\
f_4 \\
f_5 \\
f_6 \\
f_7
\end{pmatrix} =
\begin{pmatrix}
k_3 G_c - R_D(1 - R_T/R_{\text{max}})(k_1 + k_{11}R_T + k_{12}G_c) + k_{6b}D_c \\
-k_2 R_T G - k_5 R_T D_m + R_D(1 - R_T/R_{\text{max}})(k_1 + k_{11}R_T + k_{12}G_c) \\
k_3 G_c - k_2 R_T G \\
-k_2 R_T G - k_3 G_c \\
-D(1 - D_m/D_{\text{max}})(k_4 + k_{41}R_T + k_{42}G_c) + (k_{6a} + k_{6b})D_c \\
D(1 - D_m/D_{\text{max}})(k_4 + k_{41}R_T + k_{42}G_c) - k_5 R_T D_m \\
k_5 R_T D_m - (k_{6a} + k_{6b})D_c
\end{pmatrix},
\]

and \( D \) is a 7 \times 7 diagonal matrix containing diffusion constants.
We have first determined a fixed point of the system, which is referred to as \( \rho^* \). For the spatially homogeneous fixed point, Eq. (M1) reduces to \( f(\rho^*) = 0 \). These seven equations are linearly dependent, with four of them being independent:

\[
\begin{align*}
    k_3 G_c^* - R_D^*(1 - R_T^*/R_{\text{max}})(k_1 + k_{11} R_T^* + k_{12} G_c^*) + k_{6b} D_c^* &= 0 \\
    k_3 G_c - k_2 R_T^* G^* &= 0 \\
    -D^*(1 - D_m^*/D_{\text{max}})(k_4 + k_{41} R_T^* + k_{42} G_c^*) + (k_{6a} + k_{6b}) D_c^* &= 0 \\
    k_5 R_T^* D_m^* - (k_{6a} + k_{6b}) D_c^* &= 0
\end{align*}
\]

Furthermore, the total number of molecules of each protein remains constant, regardless of whether these molecules are in a complex or free:

\[
\begin{align*}
    R_D^* + R_T^* + G_c^* + D_c^* &= N_R/L \\
    G^* + G_c^* &= N_G/L \\
    D^* + D_m^* + D_c^* &= N_D/L.
\end{align*}
\]

Here, the symbols \( N_R \), \( N_G \), and \( N_D \) represent the total number of Rac1, GAP, and DGAP1 molecules, respectively. For a given set of parameter values, these equations have a unique solution, which we have calculated using Matlab.

To assess the stability of the steady state, we have considered the linearized system

\[
\partial_t \delta \rho = \mathcal{D} \partial^2 \delta \rho + \mathcal{J} \delta \rho,
\]

where \( \delta \rho = \rho - \rho^* \) represents the deviation from the steady state, and \( \mathcal{J} \) denotes the Jacobian matrix of \( f \), which is defined as

\[
\mathcal{J} = \left( \frac{\partial f}{\partial R_D} \cdots \frac{\partial f}{\partial D_c} \right)_{\rho=\rho^*}.
\]
The linearized equations (M2) can be solved using the ansatz \( \delta \rho_q \propto e^{\sigma_q t + iqx} \). The stability of the steady state depends on the growth rate \( \sigma_q \), whereby a positive value of the real part indicates an unstable state. The symbol \( q \) stands for the wavenumber, whose possible values are limited by the boundary conditions. For periodic boundary conditions, the wavenumbers are expressed as \( q = 2n\pi/L \), where \( n \in \{0, \pm 1, \pm 2, \ldots\} \). By inserting the ansatz into the linearized system, a connection between the values of \( \sigma_q \) and \( q \) is established:

\[
\sigma_q \delta \rho_q = (J - q^2 D) \delta \rho_q
\]

For a given wavenumber, the values of \( \sigma_q \) are therefore the eigenvalues of the matrix \( M_q = J - q^2 D \). If the real part, \( \text{Re}\sigma_q \), becomes positive when a control parameter is changed and the imaginary part, \( \text{Im}\sigma_q \), is not equal to zero, an oscillatory or Hopf bifurcation occurs. If \( \text{Im}\sigma_q = 0 \), however, the instability is described as stationary.
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Figures

Fig 1. Representative monopolar patterns of Rac1*-enriched cortical domains. (A) Rotating monopole. Selected frames show the rotation of a Rac1*-enriched membrane domain (top). The corresponding drawing shows the direction of the rotating domain, as indicated by arrows (bottom). (B) Oscillating monopole. Selected frames show the periodic movement of the Rac1* domain from one side to the opposite side of the cell membrane (top). The corresponding drawing shows the direction of movement of the active domain, marked by arrows (bottom). (C) Stationary monopole. Selected frames show a Rac1* domain that remains stationary at the front of a stably polarized migrating cell for several minutes (top). The corresponding drawing shows the direction of cell migration indicated by arrows (bottom). (D-F) Diagrams showing Rac1* intensity as a function of position on the membrane at three different time points, represented by different shades of gray: (D) Rotating monopole; (E) Oscillating monopole; (F) Stationary monopole. Scale bars: 5 μm.
Fig 2. Representative patterns of cortical domains enriched in Rac1* and DGAP1*. (A) Rotating monopole. An image sequence showing a complete rotation of domains rich in Rac1* and DGAP1*. Top: Rac1* signal. Centre: DGAP1* signal. Bottom: a superposition of both fluorescent domains. In areas where Rac1* predominates, the DGAP1* signal is attenuated and vice versa. (B) Stationary monopole with opposite localization. Rac1* and DGAP1* are enriched at opposite positions. The image shown is representative of a sequence spanning 170 s. (C) Stationary monopole with co-localization. Rac1* and DGAP1* signals are co-localized. The image shown is representative of a sequence extending over 80 s. Scale bars: 5 μm.
Fig 3. Model of the interaction network and generated patterns. (A) Schematic representation of the protein interaction network. Cycle (i) is shown on the left. Cytoplasmic Rac1 (represented by purple disks) converts to its active form, Rac$_{1T}$, immediately after binding to the membrane. GAP proteins (shown as brown triangles) can bind to active Rac1, leading to its deactivation and the breakdown of the Rac$_{1T}$-GAP complex, resulting in GAP and Rac1 returning to the cytoplasm. Cycle (ii) is shown on the right. DGAP1 proteins from the cytoplasm (blue ovals) bind to the membrane where they form a complex with Rac$_{1T}$. When the Rac$_{1T}$-DGAP1 complex dissolves, DGAP1 moves back into the cytoplasm, while Rac1 is either released into the cytoplasm or remains attached to the membrane. (B-D) Traveling waves, standing waves and polarized patterns of membrane-bound proteins obtained from simulations. For traveling and standing waves, the plots show the molecular density versus position in space for three different time points. For the polarized patterns, the densities are shown for two different total copy numbers of Rac1 and DGAP1 proteins. (E) Left Diagram showing different types of instabilities as a function of the total number of Rac1 and DGAP1 proteins, as determined by linear stability analysis. In the uncolored areas of the diagram, small perturbations decay and the system reaches a homogeneous steady state. Right Diagram of the different dynamic states as a function of the total number of Rac1 and DGAP1 molecules, as determined by examining the final pattern produced by the system in computer simulations. The uncolored sections of the diagram correspond to the homogeneous states. All parameter values are listed in S2 Appendix Table 1.
Fig 4. Comparison of the experimentally observed patterns of Rac1* with the patterns of Rac1\textsuperscript{T} derived from computer simulations. In panels A-B, the patterns are shown as kymographs (using the Matlab colormap parula) next to the corresponding autocorrelograms (Matlab colormap: jet). Only kymographs are shown in panel C. The experimental kymographs show the fluorescence intensity measured along the cell perimeter (angular position, $\phi$) versus time ($t$). Equivalent maps of the calculated linear Rac1\textsubscript{T} concentration, $R_T$, are shown in the theoretical kymographs. Autocorrelograms represent the self-product of appropriately normalized kymographs that are shifted in both time ($\Delta t$) and space ($\Delta \phi$). A precise definition can be found in the Material and methods section. The patterns displayed correspond to the dynamics types shown in Fig 1: (A) Rotating monopole, (B) Oscillating monopole and (C) Stationary monopole. The parameter values used in the simulations are listed in S2 Appendix Table 1.
Fig 5. Transitions between different dynamic regimes. (A) An experimentally observed transition between the oscillation and the rotation of a single domain/monopole (left), and the corresponding theoretical simulation (right). (B) An experimentally observed transition between the clockwise and counterclockwise rotation of a single domain/monopole (left) and the corresponding theoretical simulation (right). In this scenario, some parameter values were significantly adjusted from their original estimates to bring the period of the traveling waves in line with the observed experimental data (see S2 Appendix–Table 1). Kymographs and autocorrelograms are defined as described in Fig 4.
Fig 6. Relationship between the travelling waves of Rac1 and DGAP1. (A) Experimentally observed rotational patterns of Rac1* and DGAP1* next to the corresponding patterns of Rac1_T and DGAP1 derived from computer simulations. (B) Left The average fluorescence intensities of Rac1* and DGAP1*, as obtained by principal component analysis of travelling waves, plotted as functions of time. Right The time series of Rac1_T and DGAP1 densities at a spatial point as derived from computer simulations. (C) Phase portraits created using the data points from (B). The phase portrait derived from the simulated data represents a rotation period (limit cycle). In both experiment and theory, the system moves counterclockwise along a crescent-shaped trajectory. The time course is represented by color coding. The parameters correspond to the values given in S2 Appendix–Table 1.
Supporting information

S1 Movie. Representative rotating monopole. A Rac1*-enriched domain travels along the cell membrane (corresponds to Fig 1A).

S2 Movie. Representative rotating dipole. Two distinct Rac1*-enriched domains travel along the cell membrane (corresponds to S1 Fig A).

S3 Movie. Representative oscillating monopole. A Rac1*-enriched domain periodically relocates from one side of the cell to the opposite side (corresponds to Fig 1B).

S4 Movie. Representative oscillating dipole. Two distinct Rac1*-enriched domains periodically undergo 90-degree orientation shifts (corresponds to S1 Fig B).

S5 Movie. Representative stationary monopole. A Rac1*-enriched domain remains on one side of a migrating cell (corresponds to Fig 1C).

S6 Movie. Representative stationary dipole. Two distinct Rac1*-enriched domains located on opposite sides of the cell maintain their positions (corresponds to S1 Fig C).

S7 Movie. Representative rotating monopoles. Rac1* and DGAP1-enriched domains, located on opposite sides of the cell, travel along the cell membrane (corresponds to Fig 2A).

S8 Movie. Representative oscillating dipoles. Two distinct Rac1*-enriched domains and oppositely localized DGAP1-enriched domains periodically shift their orientation by 90 degrees (corresponds to S2 Fig).

S9 Movie. Representative stationary monopoles out of phase. Rac1*-enriched domain and oppositely localized DGAP1-enriched domain maintain their positions (corresponds to Fig 2B).

S10 Movie. Representative stationary monopoles in phase. Rac1*-enriched and DGAP1-enriched domains are co-localized, maintaining their position on the cell membrane (corresponds to Fig 2C).
S1 Figure. Representative bipolar patterns of cortical domains enriched in Rac1*.

S2 Figure. A representative oscillating dipole in a double-labeled cell.

S3 Figure. Comparison of the experimentally observed patterns of Rac1* with the patterns of Rac1T derived from computer simulations.

S4 Figure. Effect of circumference size on pattern formation.

S1 Appendix. Justification of the most important reaction mechanisms contained in the model.

S2 Appendix. Estimation of the values of parameters used in the simulations.

S3 Appendix. Principal component analysis.

S1 Supporting Information. MATLAB codes used to generate data shown in Figures 3, 4, 5, 6, S3 and S4.

S2 Supporting Information. Data obtained from the QUIMP analysis of the cell outline fluorescence intensity used as the input for MATLAB routines to generate Figures 4, 5, 6, S3 and S4.

S3 Supporting Information. Confocal microscopy series used to generate Figure 1A.

S4 Supporting Information. Confocal microscopy series used to generate Figure 1B.

S5 Supporting Information. Confocal microscopy series used to generate Figure 1C.

S6 Supporting Information. Confocal microscopy series used to generate Figure S1A.

S7 Supporting Information. Confocal microscopy series used to generate Figure S1B.

S8 Supporting Information. Confocal microscopy series used to generate Figure S1C.
S9 Supporting Information. Confocal microscopy series used to generate Figure 2A.

S10 Supporting Information. Confocal microscopy series used to generate Figure 2B, mRFP channel.

S11 Supporting Information. Confocal microscopy series used to generate Figure 2B, YFP channel.

S12 Supporting Information. Confocal microscopy series used to generate Figure 2C.
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