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Abstract 
The commercially available 10X Genomics protocol to generate droplet-based single cell 
RNA-seq (scRNA-seq) data is enjoying growing popularity among researchers. Fundamental 
to the analysis of such scRNA-seq data is the ability to cluster similar or same cells into non-
overlapping groups. Many competing methods have been proposed for this task, but there is 
currently little guidance with regards to which method offers most accuracy. Answering this 
question is complicated by the fact that 10X Genomics data lack cell labels that would allow a 
direct performance evaluation. Thus in this review, we focused on comparing clustering 
solutions of a dozen methods for three datasets on human peripheral mononuclear cells 
generated with the 10X Genomics technology. While clustering solutions appeared robust, we 
found that solutions produced by different methods have little in common with each other. 
They also failed to replicate cell type assignment generated with supervised labeling 
approaches. Furthermore, we demonstrate that all clustering methods tested clustered cells 
to a large degree according to the amount of genes coding for ribosomal protein genes in 
each cell.  
 
Introduction 
Single cell RNA-sequencing (scRNA-seq) technology theoretically allows us to 
comprehensively catalog every cell type on the planet (1) and, in the future, from other 
planets. Indeed, one effort underway, the Human Cell Atlas, aims to characterize molecular 
composition and origin of every cell type within the human body (2), a daunting goal in itself. 
At the heart of such endeavors is the ability to identify both known and novel cell types. This 
is accomplished using computational methods that characterize cells in heterogeneous tissue 
samples examined by scRNA-seq. Characterization consists of two steps: (i) clustering of 
same or similar cells into non-overlapping groups, and (ii) labeling clusters, i.e. determining 
the cell type represented by the cluster. Here, we focus on the first step of this process.   
 
The vast majority of computational methods for scRNA-seq cell type clustering can be 
categorized as either unsupervised or semi-supervised clustering strategies (3). 
Unsupervised methods do not use any prior information to cluster cell into groups. In other 
words they use the whole transcriptome agnostically to separate cells of different types. In 
contrast, semi-supervised methods make use of existing information about cell types. Some 
semi-supervised methods use the transcriptome in a more discriminate manner, for example 
by exclusively focusing on subsets of genes differentially expressed in different cell types. 
Other semi-supervised methods project data into a space defined by expression data on 
isolated cell types and then apply clustering. Note that fully supervised methods are not 
generally suited for the task of clustering scRNA-seq data as they require knowledge on all 
cell types present within the sample. In particular, use of supervised methods precludes the 
discovery of new cell types. 
 
Research into clustering has produced many algorithms for the task. These algorithms vary 
considerably in complexity and with regards to their assumptions. There are few rules guiding 
the application of clustering algorithms to a particular problem, such as clustering of scRNA-
seq. This combined with the relative youth of the field mean no consensus as to which 
clustering method is most accurate has been reached thus far. Furthermore, the existence of 
a universally best clustering algorithm for scRNA-seq is doubtful, as different scRNA-seq 
protocols differ in terms of throughput capabilities and sensitivities (4). It is likely that catering 
for the intricacies of a particular protocol can always improve performance of clustering on 
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data generated by said protocol. Indeed, most clustering methods are developed and tested 
on only one scRNA-seq protocol.  
 
Here we focus solely on data generated by a protocol commercialized by 10X Genomics. 
Commercially available scRNA-seq platforms, like 10X Genomics’ Chromium, are being 
widely adopted due to their ease of use and relatively low cost per cell (5). The 10X 
Genomics protocol uses a droplet-based system to isolate single cells. Each droplet contains 
all the necessary reagents for cell lysis, barcoding, reverse transcription and molecular 
tagging. This is followed by pooled PCR amplification and 3’ library preparation, after which 
standard Illumina short-read sequencing can be applied (6). Unlike other commercially 
available scRNA-seq protocols, like Fluidigm C1, 10X Genomics allows sequencing of 
thousands of cells albeit at much shallower read depth per cell. As such the 10X platform is 
particularly suited to detailed characterization of heterogeneous tissues. 
 
Methods and Materials 
Datasets and Preprocessing 
We analyzed three scRNA-seq datasets, summarized in Table 1, examining human 
peripheral mononuclear blood cells (PBMCs) from healthy donors. All datasets were 
generated using the 10X Genomics droplet system combined with Illumina sequencing. The 
first two datasets were generated by 10X Genomics and are publicly available. Of these one 
dataset was generated with an earlier version of the microfluidics instrument. This dataset will 
be referred to as the 10X GemCode dataset. The second dataset was generated with the 
latest instrument, the 10X Chromium (thus the data will be referred to as 10X Chromium). The 
Australian Genome Research Facility in partnership with CSL generated the third dataset 
using the 10X Chromium system. This dataset will be referred to as CSL data from now on. 
We also had access to a bulk RNA-seq dataset containing the expression of 8 isolated cell 
types found in PBMCs [de Graaf et al, Stem Cell Reports 2016]. Datasets containing the 
expression of isolated cell types can serve as references for the analysis of scRNA-seq data.   
 
Alignment, de-duplication, barcode filtering and gene quantification for all three datasets was 
handled by the 10X Genomics software, Cell Ranger. Note that we aligned reads to the hg19 
genome annotation. Using the Bioconductor package scater (7), we then removed low quality 
data from cells with low library size or low number of expressed gene transcripts. We also 
removed cells with high mitochondrial read proportion as this can indicate apoptosis as such 
a cell that has an aberrant transcriptome profile in comparison to a living cell. Finally, we also 
removed any cells that were visible outliers in a plot of number of total features versus log 
base 10 transformed number of total reads (more detail is given in the Supplementary 
Information).  
 
Overview of Single Cell Clustering Methods available in in R applicable to 10X Data 
There are many competing clustering methods developed for scRNA-seq data and new 
methods are constantly emerging in this rapidly developing field. Here, we investigate 
clustering methods available as R packages. We focused on methods available in the R 
language, as this is one of the most commonly used programming languages for scRNA-seq 
data analysis. While we tried over 20 R packages only 11 were able to handle the large size 
of 10X Genomics scRNA-seq data and had sufficient documentation to allow their application. 
For some of the R packages the primary focus is not clustering, but the package authors 
explicitly describe how their packages can be applied to achieve clustering of the scRNA 
data. We have summarized the main characteristics of the methods in Table 2. Besides 
methods available as R packages, we also used Cell Ranger, and in particular the graph-
based clustering approach available therein. All clustering methods were run using their 
default settings, including filtering of genes as described in their documentation (for more 
detail see Supplementary Information). We concede that it is possible that more care in the 
upstream data handling and selection of parameters could result in different results. However, 
we explicitly ran these methods in the manner of a non-expert, as this presents the most 
common user case. Note that for clustering methods that do not automatically choose the 
number of clusters, we specified 8 clusters.    
 
Evaluating Clustering Solutions in the Absence of Truth 
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Unlike with some scRNA-seq protocols, with droplet-based protocols, such as 10X Genomics, 
cell surface markers cannot be used to establish the cell type of each cell. This means that 
we were forced to compare different clustering methods in the absence of truth. Hence, we 
investigated the performance of the different methods using three approaches. 
 
Examining Robustness of Clustering Strategies  
To test the robustness of different clustering methods we pursued a sub-sampling strategy on 
the largest dataset (10X Chromium). We generated three datasets, each of which included 
3000 randomly sampled cells (out of the total of 4,300 that were available after filtering). For 
every combination of two datasets (three combinations in total) we then investigated for each 
clustering method separately how often cells contained in all three subsampled datasets were 
assigned to the same cluster.  As cluster labels are meaningless, we used the Adjusted Rand 
Index (ARI) (8) and the Normalized Mutual Information (NMI) (9), two metrics used routinely 
in the field of clustering to describe similarity between clustering solutions. Both metrics can 
take values from 0 to 1, with 0 signifying no overlap between two clustering solutions and 1 
signifying complete overlap. 
 
Comparing Different Clustering Solutions  
The ARI and the NMI can also be used to compare clustering solutions of different methods. 
We applied both metrics to every pair of clustering methods for all three datasets. 
 
Comparing Clustering Solutions to Supervised Labeling 
We also compared the clustering solutions by labeling the cell expression profiles of the 
clusters to average expression profiles from a reference dataset containing 11 isolated cell 
types for all datasets. While this labeling does not constitute truth it has been found to be 
consistent with marker-based classification (6). We then use the labels of these clusters 
derived from this method as a surrogate for the true cell type. In order to assess similarity of 
any clustering solution with these labels we used two complementary metrics: average 
homogeneity and average entropy. Average homogeneity can take on values from 0 to 1, with 
1 signifying complete agreement. In contrast, average information entropy is positively valued 
with values closer to 0 signifying more homogeneity in each cluster, i.e. better overlap with 
the “truth”. Neither metric is ideal, with clustering methods predicting large numbers of 
clusters favored by the second metric but disfavored by the first, and vice versa for clustering 
methods predicting few clusters. Hence, we used both metrics in concert to evaluate similarity 
of each clustering solution with the supervised labeling. 
 
Assessing Effect of Cell Characteristics on Clustering Solutions 
We also investigated what properties of each cell’s data were driving the clustering solutions 
produced by the different methods. Properties of a cell’s data refer to features such as the 
number of total reads that included the cell’s barcode, the total number of gene transcripts 
found for this cell, etc. To this end, we used linear mixed models where cell data properties 
were predicted using the indicators for cluster membership. We predicted cell data properties 
and not cluster membership for modeling ease. The adjusted R2 of these models were used 
to assess which properties influenced the clustering solutions from the different clustering 
methods. Properties investigated included: (i) the total number of detected gene transcripts, 
(ii) the total read count, and (iii) the percentages of reads aligning to ribosomal protein, 
mitochondrial and nuclear genes involved in mitochondrial processes (nuclear mitochondrial 
genes).  
  
Results 
We focused on datasets generated from human PBMCs because they are well studied. They 
also provide a challenging test framework for the different clustering methods as they contain 
more than a dozen well-recognized different cell types (10), some of which are closely 
related. Furthermore, many PBMCs cell types can be isolated, which means useful reference 
data as well as knowledge on typical PBMC composition exist.   
 
Clustering Strategies are Robust 
The sub-sampling analysis reveals that all clustering methods are reasonably robust to slight 
changes in input data (see Table 3). RCA unsurprisingly proved particularly robust, because it 
relies on projection of the cells onto a space defined independently by gene expression of 
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isolated cell types. The least robust method was RaceID2. However, the NMI metric for this 
method was substantially better than the ARI metric suggesting that the variations between 
the clustering solutions were small. 
 
Little Similarity Between Different Clustering Solutions 
Comparing different clustering solutions demonstrated that only few a methods resulted in 
clustering solutions that were similar (see Figure 1 and Figure 2S). For all three datasets, we 
observed a set of four clustering methods that produced similar results (SIMLR , scran, RCA 
and Linnorm). A second set, containing eight methods, appeared dissimilar between each 
other and to the first set. The second set tended to contain methods that estimated higher 
numbers of clusters. For example, RaceID2, which had little in common with any other 
clustering approach, estimated more than 100 clusters for all datasets. In order to see 
whether the differences in number of clusters could explain the dissimilarity of these methods, 
we set the number of clusters to 8 for all strategies were this was possible (7 out of 12) and 
re-clustered the cells of the CSL dataset (see Figure 3S). Interestingly, the clustering 
solutions produced by these methods still remained dissimilar. This indicates that differences 
between methods are driven not by differences in the estimation of the number of clusters, 
but rather by differences in methodologies and upstream data handling. We further 
investigated the effect of upstream data handling, i.e. the application of gene filtering and 
normalization, by comparing clustering solutions produced by the same methods on 
differently filtered and normalized versions of the CSL dataset. Again this was not possible for 
all methods. However, for the methods, which allowed this (6 out of 12), we observed that 
different upstream handling resulted in markedly different clustering solutions (see Figure 4S).   
  
Clustering Strategies Rarely Agree with Supervised Labeling Approach 
For all three datasets, the proportions of cells assigned to the 11 cell types by the supervised 
labeling approach were consistent with the literature (see Table 1S) (11) (12). Furthermore, 
cell labeling was consistent between the different datasets (compare Figure 2). The datasets 
generated with the 10X Genomics Chromium system even displayed the same structure for 
the T-cell subpopulations. The similarity of the datasets is also reflected when assessing the 
agreement of the clustering solutions and the supervised labeling approach (see Figure 3). 
For the dataset produced with GemCode, the first 10X microfluidics instrument the labeling 
was not as consistent, but largely followed the same trend. Generally, none of the clustering 
methods demonstrated a high homogeneity and low information entropy simultaneously, 
which would have indicated highest similarity with the supervised labeling solution. Clustering 
solutions produced by RaceID, SC3, Seurat and TSCAN were the ones most different from 
the cell assignment of the supervised labeling approach, as these had low homogeneity 
metrics and high information entropy metrics for all datasets. The failure to replicate the 
results of the supervised labeling approach shed doubt on the ability of these methods to 
accurately detect known as well as novel cell populations in 10X Genomics data. 
 
Clustering Solutions are Driven by Proportion of Ribosomal Protein Genes Sequenced 
for Each Cell   
In all three datasets, variation in the percentage of reads aligning to ribosomal protein genes 
was the only cell property investigated that strongly predicted by all 12 clustering solutions 
(compare Figure 4). The one exception is TSCAN, which in addition to being affected by the 
percentage of reads aligning to ribosomal protein genes was also affected by the total 
number of detected genes and total number of counts. The method most affected by the 
percentage of reads mapping to ribosomal protein genes was RaceID2 (R2>0.8). This 
suggests that clustering solutions of all methods foremost reflect differences in the amount of 
ribosomal protein genes between cells. To which degree this coincides with cell types 
requires further investigation.  
 
Ribosomal protein genes account for around 40% of all reads in all three datasets. They also 
represent some of the most variable genes. We initially speculated that they dominate the 
signal. However, when we removed ribosomal protein and mitochondrial genes most methods 
remained affected by the percentage of reads aligning to ribosomal protein genes (see Table 
2S). This suggests that even after removing ribosomal protein and mitochondrial genes, the 
information about the proportion of reads mapping to these genes is inherently contained in 
the data. Analogously, removing the ribosomal protein and mitochondrial genes can be 
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thought of as cutting a face from a picture. The hole left by the cut still contains information 
about the shape, which allows inferences about what has been cut out. Upon removing 
ribosomal protein and mitochondrial genes the clustering solutions of half of the methods 
were dramatically changed (see Figure 6S). In the case of CIDR (13) we believe that 
ribosomal protein genes heavily inform its imputation step resulting in a markedly altered 
clustering solution. Note that Linnorm failed to cluster the filtered data when run in default 
mode. 
 
Discussion 
When applied to 10X Genomics scRNA-seq different clustering methods result in different 
solutions. These can be profoundly different. Thus, it seems likely that different methods 
cluster this type of data according to different aspects. Our investigations suggest that 
biological difference between cells, such as cell type or state, and technical variation between 
cells (as well as combinations of biological differences and technical variation) are all 
influencing clustering. It is unclear which aspects are captured by which clustering methods. 
In particular, our results suggest that no method results in clusters that reflect different cell 
types well, the aspect most sought after.  
 
In order to improve our knowledge about clustering methods more adequate scRNA-seq 
benchmarking datasets need to be generated. Currently, benchmarking datasets that allow 
detailed performance analysis of clustering tools only exists for scRNA-seq technologies 
incorporating FACS. Droplet-based technology, such as 10X Genomics, does not incorporate 
FACS and consequently cell type labels for each cell are unknown. Traditional mixing 
experiments can elucidate whether clustering methods are able to accurately estimate 
proportions of cell types, but they cannot tell us whether any one cell is assigned to the 
cluster of its type. Nevertheless, in the future CellTagging, where lentiviral transduction is 
used to introduce unique DNA indexes, might allow generation of droplet-based scRNA-seq 
data with cell labels (14). 
 
The importance of well-designed benchmarking datasets cannot be overstated. Both 
microarray quality control studies (15) (16) helped evaluate and develop gene expression 
analyses for data generated with microarrays. Similarly, the sequencing quality control study 
(SEQC) informed best practice guidelines and has been used during the development of 
many innovative methods (17). It is reasonable to anticipate scRNA-seq benchmarking 
datasets to have similar effects. However, in order for them to be useful to the area of 
clustering they will need to come with cell labels. 
 
Until benchmarking datasets have been generated, practitioners and consumers of results 
generated from 10X Genomics scRNA-seq data alike should remain vigilant. The choice of 
clustering tool for scRNA-seq data generated by the 10X Genomics platform crucially 
determines interpretation. Hence, at least two clustering tools should be routinely applied to 
10X Genomics scRNA-seq data in order to offer more than one subjective interpretation. 
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Tables and Figures 
Table 1 Comparison of three scRNA-seq datasets investigating PBMCs from healthy donors 
Dataset Name CSL Data 10X GemCode Data 10X Chromium Data 
Source In house Website* Website* 
Instrument Chromium GemCode Chromium 
Number of Cells 3,354 2,700 4,352 
Total Number of 
Reads 

243,335,445 185,980,783 379,462,522 

Total Genes 
Detected 

18,538 16,591 19,763 

After Preprocessing 

Number of Cells  3,199 2,591 4,300 
Mean Counts per Cell  3,563 2,435 4,368 
Median Genes per 
Cell  

1,053 817 1,226 

*https://support.10xgenomics.com/single-cell-gene-expression/datasets 
 
Table 2 Comparison of different clustering methods  
Software/R-
package 

Description Gene 
Filtering 

Normali-
zation 

Automatic 
Detection 
of Number 
of Cluster  

Cell Ranger unsupervised; graph-based clustering 
based on the first 10 principal 
components 

✗ ✗ ✔ 

CIDR	(13)	 imputation of potential dropout genes 
followed by unsupervised hierarchical 
clustering on first 4 principal 
components 

✗ ✔ ✔ 

countClust 
(18) 

unsupervised likelihood models to 
estimate a specified number of 
multinomial distributions 

✗ ✗ ✗ 

Linnorm  regress out technical variation followed 
by PCA and unsupervised k-means 
clustering 

✗ ✔ ✔ 

RaceID	(19) two iterations of unsupervised k-means 
clustering with merging of outlier cells 

✔ ✗ ✔ 

.CC-BY-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted October 19, 2017. ; https://doi.org/10.1101/203752doi: bioRxiv preprint 

https://doi.org/10.1101/203752
http://creativecommons.org/licenses/by-nd/4.0/


and identification of rare cell types in 
last step 

RaceID2 
(20) 

more advanced version of RaceID 
based on UMIs; unsupervised 

✔ ✗ ✔ 

RCA (21) projection onto reference dataset 
consisting of profiles of isolated cell 
types; semi-supervised 

✔ ✔ ✔ 

SC3	(22) filtering based on scater followed by 
unsupervised consensus clustering 
(kmeans clustering of a distance matrix 
which summarizes many clustering 
outputs) 

✔ ✔ ✔ 

scran 
(23) 

library scale normalization by cell pools 
followed by hierarchical clustering on 
rank correlation-based distances of 
marker genes; semi-supervised 

✔ ✗ ✔ 

Seurat (24) normalization using mitochondrial RNA 
followed by binning of cells into 
locations based on “landmark” gene 
expression levels, remaining cells 
clustered by PCA of highly variable 
genes; unsupervised 

✔ ✔ ✗ 

SIMLR (25) unsupervised multikernel learning finds 
best fit and forces blocks in similarity 
matrix to address dropouts, then 
applies spectral clustering 

✗ ✗ ✗ 

TSCAN (26) in-silico pseudo time reconstruction 
with a cluster-based minimum 
spanning tree approach to order cells; 
unsupervised 

✗ ✔ ✗ 

 
Table 3 Mean and standard error (SE) of ARI and NMI measuring similarity between 
clustering solutions produced on 3 different subsampled datasets by different clustering 
methods. Numbers in bold indicate maximum. 
Software/R-package ARI ± SE NMI ± SE 
cellRanger 0.765 ± 0.130 0.839 ± 0.068 
CIDR 0.818 ± 0.066 0.827 ± 0.036 
countClust 0.813 ± 0.028 0.710 ± 0.042 
Linnorm 0.729 ± 0.081 0.800 ± 0.025 
RaceID                                                                                                                    0.813 ± 0.028 0.710 ± 0.042 
RaceID2 0.473 ± 0.038 0.714 ± 0.016 
RCA 0.988 ± 0.005 0.982 ± 0.005 
SC3 0.855 ± 0.009 0.886 ± 0.003 
Scran 0.880 ± 0.039 0.866 ± 0.029 
Seurat 0.807 ± 0.035 0.857 ± 0.010 
SIMLR 0.851 ± 0.019 0.866 ± 0.003 
TSCAN 0.706 ± 0.082 0.791 ± 0.048 
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A) B)  

 

C)  
 
Figure 1 Similarity between clustering solutions of different methods. The lower triangle 
depicts the ARI of any two methods, while the upper triangle depicts the NMI of any two 
methods. The numbers on the diagonal give the number of clusters that were estimated. The 
methods were clustered according to their first principal component of the normalized mutual 
information. The different panels depict different datasets: A) CSL data B) 10X GemCode 
data C) 10X Chromium data. For all datasets different methods appear to result in solutions 
that are different from most other clustering solutions.   
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Figure 2 T-SNE representation of cells from all three datasets. The first 500 principal 
components were estimated for the CSL data. Both 10X Genomics datasets were then 
projected into this space. Data were then combined and converted to a t-SNE representation 
(perplexity=100, exaggeration factor=12). (Note that constructing this figure starting in any of 
the other two datasets qualitatively results in the same figure.) The different datasets are 
represented by different shapes. Cells were colored with cell type labels from the supervised 
cell labeling approach described by Zheng et al (6). The figure demonstrates that supervised 
labeling is consistent between different datasets, because similarly labeled cells from different 
datasets appear close to each other on the T-SNE representation. 
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Figure 3 Mean of homogeneity and mean information entropy for each dataset with respect to 
assignment of cells using supervised cell labeling as described by Zheng et al (6). Different 
datasets are represented by different shapes, while the color of each point reflects the 
clustering method. None of the methods achieve high mean homogeneity and low mean 
information entropy suggesting little overlap with supervised labeling for all methods. 
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Figure 4 Radial plots describing the effect of 6 cell features on the clustering solutions of 
different methods. For every method and every feature the adjusted R2 of the linear model 
fitting the feature by the clustering solution is presented. The different panels depict different 
datasets: A) CSL data B) 10X GemCode data C) 10X Chromium data. All methods are 
strongly affected by the proportion of ribosomal protein genes in a cell. 
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